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Machine Learning

Reinforcement Learning is the
science of making optimal decisions
using experiences...

Unsupervised Learning

Reinforcement learning has gained significant attention with the relatively
recent success of DeepMind’s AlphaGo system defeating the world
champion Go player. The AlphaGo system was trained in part by
reinforcement learning on deep neural networks.

Relevant links:

https://www.youtube.com/watch?v=LzaWrmKL1Z4
https://www.youtube.com/watch?v=JgvyzlkgxFO
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Machine Learning

Classes of Learning Problems

Supervised Learning Unsupervised Learning  Reinforcement Learning

Data: (x,y) Data: x Data: state-action pairs
X is data, y is label x is data, no labels! environment with rewarding

Goal: Learn function to map  Goal: Learn underlying Goal: Maximize future rewards
X—y structure over many time steps

Apple example: Apple example: Apple example:

O 0 O O

This thing is an 2ople This thing is Ilike Eat this thing because it
' the other thing. will keep you alive.

Ill-— Massachusetts 65191 Introduction to Deep Learning

II }ﬂ”.‘.ﬂ:‘.f‘,', @ introtodeepleaming.com W @MITDeepLearning

Relevant links:
https://www.youtube.com/watch?v=nZfaHIXDD5w
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Cart-Pole Problem Variety of prOblemS

Atari Games

State: angle, angular speed, position, horizontal velocity —
Action: horizontal force applied on the cart
Reward: 1 at each time step if the pole is upright

Objective: Balance a pole on top of a movable cart

RObOt LocomOtion Objective: Complete the game with the highest score

State: Raw pixel inputs of the game state
Action: Game controls e.g. Left, Right, Up, Down

Objective: Make the robot move forward ? .
Reward: Score increase/decrease at each time step

State: Angle and position of the joints
Action: Torques applied on joints
Reward: 1 at each time step upright +
forward movement

FGCH]JKLMNOPQRST
| L1
|

O

Objective: Win the game!

State: Position of all pieces
Action: Where to put the next piece down
Reward: 1 if win at the end of the game, 0 otherwise

: Self-driving...

ABCDEFGH ) KLMNOPQRST Objective: Reach destination without collisions...

State: sensor based observations (vision, sound, depth, etc.)

Action: steer the wheel, and actuate other actuators...

Reward: 1 if destination is reached without collisions and traffic rules breaking, 0 otherwise

Relevant links:
https://www.youtube.com/watch?v=IvoHnicueoE
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raw pixels

Relevant links:
http://karpathy.github.io/2016/05/31/rl/

10/04/2025

The game of Pong...
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Drawbacks of supervised approach:

Q

Q

Not always possible, or very difficult to
get labels for all possible situation...

Imitating a behavior (present within a
training set), agent will never be better

that someone it tries to mimic...
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Reinforcement Learning

Reinforcement Il_eamiing (Rll_) is a type of Machine Learning where system learns to
behave in the environment based on the results achieved by performing actions... Depending on the
results, it gets rewards or punishment and learns to take appropriate actions in order to maximize the
reward...

ENVIRONMENT

%ﬂﬂﬁfj Just follow simple steps:
/ Observation of the environment

Deciding how to act using some strategy

REWARD _ .
ACTION Acting accordingly

INTERPRETER Receiving a reward or penalty

Iml Learning from the experiences and refining strategy
Iterate until an optimal strategy is found
STATE
(0 06 0)
AGENT
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Reinforcement Learning

Reinforcement Learning (RL) is not a Supervised Learning that we have been
studying so far...

U Stochasticity issue of reinforcement learning. Inputs

(states, or rewards) might be noisy - random or

incomplete. Unknown model, non-deterministic function of

environment transition (change of the state). Reward

ENVIRONMENT function is not the same as deterministic loss function in

supervised learning. It might be different for different time

steps even if state and action are the same.

U Credit assignment. Not direct dependence between action

REWARD and reward. It is kind of long-term dependency when

ACTION reward depends on the action (or several actions)
INTERPRETER happened in the past.

'm' O Nondifferentiability of the environment. We cannot

\’ backpropagate through the world, we do not have a model
STATE (0 0 0) of world’s behaviour.

AGENT Nonstationarity. The agent learning process depends on

actions it performs. Training data is a kind of function of

how agent is doing at the current point of time.

10/04/2025 TIES4911 — Lecture 11 10




RL Vocabulary

Agent is an algorithm that learns from trial and error.
Environment is a world in which agent performs actions.

Action (A) is any possible activity (step) that agent can take. Action Space is
the set of all the actions that an agent can take in a given state.

State (S) is a current condition returned by the environment in particular point of
time. State Space is the set of all possible situations (states) an agent could
inhabit. The state should contain useful information the agent needs to make the
right action.

Reward (R) is the feedback of the environment by which the success or failure
of an agent’s actions is measured in a given state. Rewards can be immediate or
delayed. They effectively evaluate the agent’s action. Total Reward is R; = Zf‘;t T;

Policy (m) is the strategy that the agent employs to determine the next action based on the current state. It is agent’s
behavior function that maps states to actions, the actions that promise the highest reward.

Value (V) is an expected long-term return with discount, as opposed to the short-term reward R (V77 (s)). We discount
rewards, or lower their estimated value, the further into the future they occur. Discount factor is designed to make future
rewards worth less than immediate rewards; i.e. it enforces a kind of short-term hedonism in the agent. Often expressed
with the lower-case Greek letter gamma: y. If ¥y is 0.8, and there’s a reward of 10 points after 3 time steps, the present

value of that reward is 0.8% x 10. So, in this case Discounted Total Reward is R; = .72, y'r;. ve(s) = lElZy‘ 7 | So =s,rrl

t20

Action-value (Q-valwe) (Q) is similar to V, except, it takes an extra parameter, the current action A. Q7 (s, a)
refers to the long-term return of an action, taking action a under policy 7 from the current state s. Q maps state-action
pairs to rewards. Q"(s,a) = E lz Yir |so =500 = a, n‘]

Relevant links: -
https://www.youtube.com/watch?v=LzaWrmKL1Z4
https://www.learndatasci.com/tutorials/reinforcement-g-learning-scratch-python-openai-gym/
https://pathmind.com/wiki/deep-reinforcement-learning
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Reinforcement Learning

Better
- Less
Sample Efficient Sample Efficient

< >

Off-policy i On-policy Evolutionary/
Q-learning PGDEEIRic Policy Gradient gradient-free
(1 M time steps) (10 M time steps) (100 M time steps)

Model-based
(100 time steps)

Model-based Value-based Policy-based

* Learn the model of * Learn the state or * Learn the stochastic
the world, then plan state-action value policy function that

using the model « Act by choosing best maps state to action

* Update model often action in state * Act by sampling policy

* Re-plan often * Exploration is a * Exploration is baked in
necessary add-on

i fsies™  Forthe it of referencesish: 1337 333 https://deeplearning.mit.edu 2019

Techinobogy

Relevant links:
https://www.youtube.com/watch?v=zR11FLZ-O9M

10/04/2025 TIES4911 — Lecture 11




UNIVERSITY OF JYVASKYLA

Q-Learning

Q Iearning is a value-based method of supplying information to inform which action an agent should
take. An initially intuitive idea of creating values upon which to base actions is to create a table which
sums up the rewards of taking action a in state s over multiple game plays. This could keep track of

which moves are the most advantageous_ Bellman Equation: Q" satisfies the following recurrence relation:
Q'(5,a) = Er [r + y maxQ'(s",a) |
Where r~R(s,a),s'~P(s, a)
At the heart of Q-learning are things like the Markov decision process (MDP) and the Bellman equation.

Q function returns an expected total future reward for agent in state s by executing action a: Q(s;, a;) = E[R;|s:, a;]
In a simpler form: Value of an action = Immediate value + sum of all optimal future actions

Place an agent in one of the rooms and reach outside in the Transform the state (that leads to another state)
shortest way... diagram and the 4
instant reward values

Relevant links: into a reward table
https://blog.valohai.com/reinforcement-learning-tutorial-part-1-g-learning (matrix R)... - - -1
https://adventuresinmachinelearning.com/reinforcement-learning-tensorflow P i 1
https://www.youtube.com/watch?v=LzaWrmKL1Z4
https://www.geeksforgeeks.org/markov-decision-process
https://en.wikipedia.org/wiki/Bellman_equation
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Action
(that leads to another state)

Q-Learning

1 2 3 4

Q learning algorithm:
set y parameter and rewards
initialize matrix Q to zero
select a random initial state and use it as a current

1
1
1
K
0
1

Build a matrix Q that represents the agent’'s memory
through experience) using the

(things learned

1
1
1
0
1
1

following formula (from Bellman Equation):

Q(st,ar) = R(sp,ap) +v * m;‘X[Q(StH» a)]

, Where discount factor y = [0: 1]

Let's start with random state (e.g. room 1),
and let's move to room 5 (y = 0.8)

0 0 0

0 0 0

0Q(1,5) = R(1,5) + 0.8 * max[Q(5,1),Q(5,4)]
= 100 + 0.8 * max[0,0] = 100

10/04/2025

0
1
-
0
1
0

select one among all possible actions for the current state
using this action and corresponding next state, get max Q value

based on all possible next actions

action

compute update for Q value of the current state and chosen

make a considered next state as a current one and repeat

State.

further action selection until current state is equal to the goal

do further training by choosing a random initial state.

Since room 5 was a goal state, we
continue with random state (e.g. room 3),
and let's move to room 1 (y = 0.8)

410 0 0 0 0

510 0 0 0 0 0

Q(3,1) = R(3,1) + 0.8 * max[Q(1,3),Q(1,5)]
=0+ 0.8 * max[0,100] = 80

TIES4911 — Lecture 11

Since room 1 is not a goal state, the next
state is room 1, and let's move to room 5

(r=0.8)

4 |0 0 0

510 0 0

Q(1,5) = R(1,5) + 0.8 * max[Q(5,1), Q(5,4)]
= 100 + 0.8 * max[0,0] = 100

15
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Q-Learning

Qls,, ar)TQ(su a) +Hrm+Emgx Q(s:1,0) - |Q(s,, a,)]

Current Q-table value we are updating

Learning rate

Reward

Discount

Estimated reward from our next action

Finally, agent needs a Policy 7(s) to infer the best action to be taken at the state s:

n*(s) = argmax Q(s,a)

Relevant links:
https://blog.valohai.com/reinforcement-learning-tutorial-part-1-g-learning

10/04/2025 TIES4911 — Lecture 11




UNIVERSITY OF JYVASKYLA

Q-Learning

Exploration vs. Exploitation: Epsilon Greedy Action Selection

max Q,(a) with probability 1-€
Action at time(t)

any action (a) with probability €

Epsilon (€) parameter is related to the epsilon-greedy action
selection procedure in the Q-learning algorithm. In the action
selection step, we select the specific action based on the Q-
values we already have. The epsilon parameter introduces
randomness into the algorithm, forcing us to try different actions.
S— Exploitation This helps not getting stuck in a local optimum.
If epsilon is set to 0, we never explore but always exploit the
knowledge we already have. On the contrary, having the epsilon
set to 1 force the algorithm to always take random actions and
never use past knowledge. Usually, epsilon is selected as a small

Select Best number close to 0.

Known Action

Relevant links:
https://www.baeldung.com/cs/epsilon-greedy-g-
learning#:~:text=The%20epsilon%2Dgreedy%20approach%?20selects,what%20we%20have%20already%?20learned.
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Q-Learning
Exploration vs. Exploitation: Softmax

Tau (7) is the temperature factor. The parameter T controls the magnitude of the weight assigned to the action-value
estimates. When T is high, more actions are more likely to be selected by the Agent and as such increases the
likelihood of selecting an undesirable action. Conversely, when T is low, actions with higher action values estimates

and consequently higher weights are more likely to be selected by the Agent. It turns out that when 7 — 0, the
softmax action-selection method acts like a purely greedy action-selection method.

SOFTMAX WITHOUT TEMPERATURE. (T=1) SOFTMAX WITH TEMPERATURE.
ZiiT
L3

= c°‘Z.'/r
d

Temperature: 0.7

Q(s,a)) -

010
T

008

m*(s) = Softmax(

006

004

002

0.00

INCREASE (v ENTROPY E
WITH INCREASE N T MDRE OPY

Relevant links:
https://ekababisong.org/evaluating-actions/
https://medium.com/@harshit158/softmax-temperature-5492e4007f71
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Q-Learning

Breakout Atari game

In practice, Value lteration is impractical...

= Very limited states/actions

= Cannot generalize to unobserved states

Deep RL = RL + Neural Networks

10/04/2025

Q(s,a;0) = Q*(s,a)

TIES4911 — Lecture 11

* Image size: 84 x 84 (resized)
* Consecutive 4 images
* Grayscale with 256 gray levels

25684%84X4 (o5 in the Q-table!

= 1099970 >> 1082 gtoms in the universe

So, size of the Q table is intractable...

Q(s,a) — Q(3,1) —




Q values for corresponding 4 actions: . Dee p Q- Learn | n g

Q(St' al)v Q(stl aZ)! Q(stl a3) and Q(Str

State s;: 4*84*84 stack of last 4 frames
(grayscaled, downsampled and cropped)

- -‘\\ r/- -\\
Action + State State = Expected Return for Each Action

Expected Return
Q(s,ay)

Dhj:;p — Q(s,a) - Deep Q(s, az)
NN

Q(s,a,)

Agent Output ) N Input Agent Output )

target predicted
A

f v
L=E H‘(r + y max Q(s’,a’)) — Q(s, a)H ] Q-Loss

Relevant links: = Deep Q-Network (DQN): uses the same network for both Q

. V= i .
hitps:/www.youtube.comwatch?v=AhyznRSDIWS 4 pgyble DQN: separate networks for each Q to reduce bias

https://www.youtube.com/watch?v=V1eYniJORnk . i . .
https://mww.youtube.com/watch?v=SgC6AZss478 caused by the inaccuracies of Q network at the beginning of training
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Deep Q-Learning improvements

* Experience Replay e = (st at,7e+1, St+1)

» Stores experiences (actions, state transitions, and rewards) and creates
mini-batches from them for the training process

* Fixed Target Network

* Error calculation includes the target function depends on network
parameters and thus changes quickly. Updating it only every 1,000
steps increases stability of training process.

Q(s¢,a) + Q(s¢,a) + a |7y + ymax
p

Replay
Target
Breakout
River Raid
Seaquest

Space Invaders

Relevant links:
https://www.youtube.com/watch?v=zR11FLZ-O9M

10/04/2025 TIES4911 — Lecture 11
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Deep Q-Learning

Convglunon Fully connected

g
<
o
<
3
g
3

Deep Q-Network (DQN): Atari

détanhh ddadaar

&

CR R R RN
D e R B R

ulufulullu
®
BEEEO

4 : : rele]ely -

ndttth
C e e e e e
o0

DQN Atari Results

Input Filter size Num filters | Activation | Output

84x84x4 8x8 32 RelLU 20x20x32
20x20x32 | 4x4 64 RelLU 9x9x64

Surpass Below
3x3 64 RelLU 7x7x64 human-level human-level
ai.

RelLU 512

T(T

T
100%  200% 300% 400%  500%  600% 1000%

T

Linear 18

T

% Human Level Performance

T
0%

Relevant links:
https://arxiv.org/abs/1312.5602
https://www.ncbi.nlm.nih.gov/pubmed/25719670
https://www.youtube.com/watch?v=V1eYniJORnk
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Deep Q-Learning

Approximate Q and infer optimal policy

Value Learning

Directly optimize policy space

Find Q (s, a)

Policy L '
e olicy Learning
a

Find t(s)

DownS|des of Q-learning: Sample 0= T[(S)

It models only scenarios with discrete and
small action space, and cannot handle
continuous action space

It cannot learn stochastic policies since policy
is deterministically computed from Q-function
maximizing the reward

10/04/2025 TIES4911 — Lecture 11
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Policy Gradients

Instead of Q-function approximation and inferencing the optimal policy 7 (s)

— Q(s,a;) =20
"\
— Q(s,@2) =3 — 7(s) = argmax Q(s, a)

=a1@

— Q(S'a3) =0

state, s

Let’s optimize the policy z(s) directly, and output probability distribution over the space of
all actions given that state P(als) (probability to resolve the highest Q value taking action
a in the state s). Now, simply sample from the learned probability distribution to get the
next action... —— P(ay]s) =09

A"
& .
LY
LY
A

— P(az|s) = 0.1—: n(s) ~ P(als)
& a =a, ¢@

il
r

ry
i

Relevant links: state, s P(as|s) =0
https://www.youtube.com/watch?v=AhyznRSDjw8 C:}
https://www.youtube.com/watch?v=SgC6AZss478

https://www.youtube.com/watch?v=TjHH_--718g

https://www.youtube.com/watch?v=VnpRp7ZgIfA
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Policy Gradients
Now, dealing with probability distribution we may work with Continuous Action Space

Discreet Action Space Continuous Action Space

Which direction ...? <z $8 =)

—  Meanpu =

-1
T P(als) = N a?)
m(s) ~ P(als)
— Variance, 6% = 0.5 / = —0.8 [m/s]

&

Relevant links: staie, 8 i
https://www.youtube.com/watch?v=AhyznRSDjw8
https://www.youtube.com/watch?v=SgC6AZss478 a

https://www.youtube.com/watch?v=TjHH_--7I8g Faster ih: mm Fster
https://www.youtube.com/watch?v=VnpRp7ZgIfA Left Right
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Define Policy Network ...
raw pixels hidden layer

probability of
oving UP
LYV

EAER

Supervised Learning...

forward pass Supervised Learning

(correct label is provided)

log probabilities

-1.2 [-0.36

gradients

1.0 |0

block of differentiable compute
(e.g. neural net)

backward pass

Policy Gradients...

forward pass Reinforcement Learning

log probabilities

1.2 |-0.36 | ——— sample an action:

block of differentiable compute

(e.g. neural net) gradients

0 -1.0
-—
~ y

eventual reward -1.0

backward pass

Relevant links:
http://karpathy.github.io/2016/05/31/rl/
https://www.youtube.com/watch?v=JgvyzIkgxFO

10/04/2025
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Policy Gradients

UP DOWN UP upr DOWN DOWN DOWN upP

WIN

DOWN UP uP DOWN UP UP

L 4
DOWN_ o DOWN
@

-®
DOWN uP
@

LOSE

@
uP uP

-@
DOWN
@ -

‘e
°
f

@
DOWN
L

@ LOSE

up up DOWN up up
~@

f
= Run a policy for a while
= See what actions led to high rewards and increase their
probability, slightly encouraging every single action we made
= See what actions led to low rewards and decrease their
probability, slightly discouraging every single action we made
In particular, anytt ! ' d ¢ '

-® WIN

ng with frequent rewart gnhals that req

precise play, fast reflexes, and not too much long-term planning
correlations between rewards

y the approact

Drawbacks of Policy Gradients:
= Punishment of good actions and rewarding bad...

uP DOWN up uP DOWN_ o DOWN_ 2 DOWN

@ @ @ L @ @ @
DOWN
@

DOWN uP
h. >
pown_LUP
o —
uP

R ° o .0 WIN

= |In complex cases, random behavior of the agent might not
lead to “win” result at all, and Policy Gradients is never going
to see a single positive reward...

= Needs more data, and less stable during training...

upP

@ @ WIN

UP UpP UpP

@
DOWN

LOSE

uP uP DOWN_ 2 DOWN
~@

LOSE

DOWN UP DOWN_

UpP

29
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Policy Gradients
Use Sparse Rewards giving |

penalty to the latest actions
that lead to the termination.

up up upP DOWN DOWN DOWN
- -0 —-0"-0 -

® o' .0 WN

DOWN o UP

DOWN_ UpP UP

LOSE

DOWN DOWN @ DOWN UP

- LOSE

®
[
PR DOWN
®

@

L L
DOWN uP

> > L L

DOWN o UP

o .o WIN

Another solution for Sparse Rewards is Reward Shaping — process of manually designing of a reward

function that needs to guide the policy to the desired behavior. Basically, it could be seen as a set of some
“local rewards” given for positive completion of sub-goals.

Downsides of Reward Shaping:

» |t is a custom process that needs to be redone for any
new environment...

It suffers from the Alignment Problem. The Policy becomes over fitted to the specific reward function

(ensure collection of as many as possible local rewards) and is not generalized to the initially
intended behavior...

In complicated case (e.g. AlphaGo), it leads to constraining the
Policy to the particular behavior (which might not be optimal)...

Relevant links:
http://karpathy.github.io/2016/05/31/rl/
https://www.youtube.com/watch?v=JgvyzIkgxFO
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Policy Gradient

Training Algorithm

log-likelihood of action

|. Initialize the agent loss = —log P(a;|s;) R;

2. Run a policy until termination reward

3. Record all states, actions, rewards

: Gradient descent update:

[ 4. Decrease probability of actions that

resulted in low reward w’' =w —Vloss
w' = w +|V log P(a;|s¢) Rt]

Policy gradient!

5. Increase probability of actions that
resulted in high reward

Illil— ::m:rm 65191 Introduction to Deep Leaming

sinforcer 12912
— @ introtodeepleamingcom W @MITDeeplLeaming Williams Reinforcement Learning 1992, 1129720

Relevant links:
https://www.youtube.com/watch?v=AhyznRSDjw8
https://www.youtube.com/watch?v=SgC6AZss478
https://www.youtube.com/watch?v=TjHH_--718g
https://www.youtube.com/watch?v=VnpRp7ZgIfA
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Advantage Actor-Critic (A2C)(A3C)

It combines policy-based and value-based networks...

* Combine DQN (value-based) and REINFORCE (policy-based)

* Two neural networks (Actor and Critic):
* Actor is policy-based: Samples the action from a policy
* Critic is value-based: Measures how good the chosen action is

Policy Update: AH = (Y * v@ *k (lOg 7T(St’ Ata 9)) *M
New update: Af = a * Vg * (log W(St, Ah 9)) * Q(St, At)

DeepMind OpenAl

Training in parallel Training in parallel

Agent 1

Parameters

- - Agent2
https://deeplearning.mit.edu 2019 Global Global
Network Network Coordinator
Parameters. Agent3

Actor-Critic

upP DOWN DOWN up ’ Agentn
e o0 e ®

1 3

Re= D Vr=b b= V(stawe) A3C (Async) A2C (Sync)

X
log p(u)Xy'r”, -V
H ’ )

* Both use parallelism in training

- H’ g . |:|\:E’_} s * A2C syncs up for global parameter update and then start each

R, W iteration with the same policy

Relevant links:
https://www.youtube.com/watch?v=zR11FLZ-O9M
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Deep Deterministic Policy Gradient (DDPG)

Injects exploration to the system by adding noise: either to the action space (to the output), or to the
parameters of the network.

Actor-Critic framework for learning a deterministic policy
Can be thought of as: DQN for continuous action spaces

As with all DQN, following tricks are required:
* Experience Replay

* Target network Action

reducing scale of the noise

Exploration: add noise to actions, {+}Nm
as training progresses

|

Input

For the full list of references visit:

ok https://deeplearning.mit.edu 2019

Relevant links:
https://www.youtube.com/watch?v=zR11FLZ-O9M

10/04/2025 TIES4911 — Lecture 11

33




UNIVERSITY OF JYVASKYLA

Board Size
nxn

I x| 3| 3333% |
2%2 81| 7037% 57
3%3 19,683 | 64.40% 12,675
4x4 43,046,721 | 56.49% 24,318,165
5%5 847,288,609,443 | 48.90% 414,295,148,741
9x9 4.434264882x 10°8 | 23.44% 1.03919148791 = 0%
13%13 4.300233593x% 10% |  8.66% 3.72497923077= 107
19x19 1.740896506% 10!72 1.20% | 2.08168199382x10'7

Positions 31 % Legal Legal Positions

Greater number of legal board positions than atoms in the universe.

AlphaGo Beats Top Human Player at Go (2016)

Human expert Supervised Learning RL
positions policy network policy network Self-play data Value network

580“
Classification A A
- Self Self
J

‘e

Regression

—_—

A O

SIS

('

I) Initial training: human data

2) Self-play and reinforcement learning

Relevant links: > super-human performance \_ )

https://www.youtube.com/watch?v=nZfaHIxDD5w
https://www.youtube.com/watch?v=W XuK6gekU1Y
https://www.youtube.com/watch?v=4PyWLgrt7YY
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Evolution of —Zero algorithms

Knowledge

Domains

Human Domain Known
data knowledge rules

AlphaGo becomes the first program to master Go using
neural networks and tree search
(Jan 2016, Nature)

Go

AlphaGo Zero learns to play completely on its own,

without human knowledge
(Oct 2017, Nature)

Go Chess Shogi

AlphaZero masters three perfect information games
using a single algorithm for all games
(Dec 2018, Science)

Go Chess Shogi Atari

MuZero learns the rules of the game, allowing it to also
master environments with unknown dynamics.
(Dec 2020, Nature)

Relevant links:
https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
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AlphaStar (2019)

Mastering the Real-Time Strategy Game StarCraft Il
AlphaStar’s behavior is generated by a deep neural network that receives input data
from the raw game interface (a list of units and their properties), and outputs a
sequence of instructions that constitute an action within the game. More specifically,
the neural network architecture applies a transformer torso to the units (similar to
relational deep reinforcement learning), combined with a deep LSTM core, an auto-
regressive policy head with a pointer network, and a centralized value baseline.

AlphaStar League

Reinforcement Learning b e g;:b tion
u

Human
Data

| Previously Trained Agents | AlphaStar Tralning League

StarCraft Il

v [

Supervised Learning Opponent

®
8
3

Estimated MMR

StarCraft Il Pro Match

L [ ¥aa |

Player Opponent

T

T T T T T T T
2 4 6 8 1@ 12 14
Training Days

Relevant links:

https://deepmind.com/blog/article/alphastar-mastering-real-time-strategy-game-starcraft-ii
https://www.youtube.com/watch?v=IPERfjRaZug
https://www.youtube.com/watch?v=UuhECwm31dM
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OpenAl Five (2016-2019)

Team of five neural networks, OpenAl Five, has started to defeat amateur human teams at Dota 2.
OpenAl has used the multiplayer video game Dota 2 as a research platform for general-purpose Al
systems. Their Dota 2 Al, called OpenAl Five, learned by playing over 10,000 years of games against
itself. It demonstrated the ability to achieve expert-level performance, learn human—Al cooperation, and
operate at internet scale.

April 13, 2019. OpenAl Five wins back-to-back games versus
. Dota 2 world champions OG at Finals, becoming the first Al to
beat the world champions in an esports game.

Human View AI View

COOROR K

(oG}

HroOoRroeRr
ol oNoNo)

Relevant links:

https://openai.com/projects/five/

https://arxiv.org/abs/1912.06680
https://openai.com/blog/openai-five-defeats-dota-2-world-champions/
https://openai.com/blog/openai-five/
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Dreamer v3 (2023)

DreamerV3 learns a world model from experiences and uses it to train an actor critic policy from
imagined trajectories. The world model encodes sensory inputs into categorical representations and
predicts future representations and rewards given actions. https://danijar.com/project/dreamerv3/

It is a general algorithm that outperforms specialized
methods across over 150 diverse tasks, with a single
configuration. Dreamer learns a model of the environment
and improves its behaviour by imagining future scenarios.
Robustness techniques based on normalization, balancing
and transformations enable stable learning across domains.
Applied out of the box, Dreamer is the first algorithm to
collect diamonds in Minecraft from scratch.

Relevant links:

https://arxiv.org/pdf/2301.04104, https://github.com/danijar/dreamerv3
https://www.youtube.com/watch?v=vfpZuOR1s1Y
https://arxiv.org/abs/2503.02279
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(a) ‘World Model Leammg (b) Actor Critic Learning

DreamerV3 masters a wide range of domains with a fixed set of
hyperparameters, outperforming specialized methods. Removing
the need for tuning reduces the amount of expert knowledge and
computational resources needed to apply reinforcement learning.

Atari ProcGen DMLab Minecraft
57 tasks, 200M steps 16 tasks, 50M steps 30 tasks, 100M steps 1 task, 100M steps
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Visual Control
20 tasks, 1M steps
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Reinforcement Learning From Human Feedback

& Google Cloud

Create preference
dataset

Use preference dataset
to train a reward model

Use reward model in an
RL loop to fine tune LLM

Agent

State
Current LLM
Context

RLPOLICY = LLM

©pDeeplearning.Al

Reward

i
Environment

Output from the reward
model for a {prompt,
completion pair}

=

Action
Generate tokens

Proximal Policy Optimization (PPO)

Relevant links:

PROMPT DATASET BASE LLM

“l want to grow “the user would
houseplants but..” like to..”

PROMPT COMPLETION PAIR
{“I want to grow houseplants
but..”, “the user would like
to.."

REWARD MODEL

Model weights updated
via PPO

—— Reward (score)

https://www.youtube.com/watch?v=MrlUI6 TUV6k&list=PLu-JywtxEqQEwWh3tbOCidtqP-WdVTxJswi&index=13
https://www.youtube.com/watch?v=WMmGzx-jWvs , https://www.youtube.com/watch?v=SXpJ9EmG3s4
https://www.youtube.com/watch?v=Mu_-FWIuhDA , https://www.youtube.com/watch?v=Z_JUqJBpVOk
https://www.youtube.com/watch?v=qGyFrqc34yc
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Reinforcement Learning From Human Feedback

Reference summaries

2.78 6.7B
Model size

Step

Collect demonstration data,
and train a supervised policy.

A promptis

sampled from our =
xplain the moon
prompt dataset. landing to a 6 yaar old

Y
A labeler

demonstrates the @
desired output
&

Some people went
to the moon..

behavior.

|
This data is used !
to fine-tune GPT-3
with supervised
learning. 2

2RR

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model z =

xplain the moon
outputs are landing to a & year old
sampled. o

Esilain gty Expiminwa

Alabeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt »

is sampled from o

the dataset. about frogs
Y

The policy -

enerates
) A

an output, \}fo
|
Y
onee upon a time.,
|
The reward model

calculates a
[} .

reward for T
- e
the output.

RM

The reward is
used to update
the policy
using PPO.

|
Y
Tk

Figure 2: A diagram illustrating the three steps of our method: (1) supervised fine-tuning (SFT), (2)
reward model (RM) training, and (3) reinforcement learning via proximal policy optimization (PPO)
on this reward model. Blue arrows indicate that this data is used to train one of our models. In Step 2,
Relevant links: boxes A-D are samples from our models that get ranked by labelers. See Section 3 for more details

https://arxiv.org/abs/2203.02155 on our method.
https://arxiv.org/abs/2009.01325
https://www.youtube.com/watch?v=SXpJ9EmG3s4
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even more approaches...

Imitation Learning (IL) allows agents to learn from demonstrations or examples, while RL relies on
trial-and-error to discover optimal strategies.

Inverse reinforcement learning (IRL) is the problem of inferring the reward function of an agent, given
its policy or observed behavior. Analogous to RL, IRL is perceived both as a problem and as a class of

methods

Inverse Q-Learning (IQ-Learn) is a simple, stable & data-efficient framework for Inverse Q-Learning

Imitation Learning (IL), that directly learns soft Q-functions from expert data. 1Q- Learn Q-values from expert demos to recover
Learn enables non-adverserial imitation learning, working on both offline and both optimal policy and rewards
online IL settings. It is performant even with very sparse expert data, and scales to

complex image-based environments, surpassing prior methods by more than 3x.
https://arxiv.org/abs/2106.12142

. Inverse

Policy Leaming Q-Leaming / SAC
(optionally learn Q)
PPO/SAC

Expert
Te

Adversarial Leaming Ours stable leaming

Relevant links: GAIL/AIRL 1Q-Learn
https://arxiv.org/abs/1806.06877
https://arxiv.org/abs/2401.03857

Adversarial Inverse RL

https://medium.com/@hassaanidrees7/reinforcement-learning-vs-0744a860ffa7 X Doesn't scale to complex envs v/ Scales well to complex envs
X Difficult to convergence +~ Convergence Guarantees

https://bair.berkeley.edu/blog/2022/04/25/rl-or-bc/
https://arxiv.org/abs/2108.04763 X Sensitive to hyperparameters ~/ Stable Simple Optimization
https://danieltakeshi.github.io/2019/04/30/il-and-rl/ V' Warks offline and culine
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Challenges for RL in Real World Applications

“Run a policy until termination” among training steps...

Open Challenges:

Real world observation + one-shot trial & error

Improve the ability of algorithms to form policies transformable across multiple of domains (including
the real world)...

Realistic simulation + transfer learning

Improve simulation environment to be realistically similar to the real world so that things learned in
simulation could be directly transformed to the real world...

Relevant links:
https://www.youtube.com/watch?v=AhyznRSDjw8
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RL Tools

Gym is a toolkit for developing and comparing reinforcement learning algorithms. It supports
teaching agents everything from walking to playing games like Pong or Pinball. The team that has
been maintaining Gym since 2021 has moved all future development to Gymnas'v‘um

Links: https://github.com/openai/gym , https://www.gymlibrary.dev/
https://gymnasium.farama.org/ , https://github.com/Farama-Foundation/Gymnasium

TensorFlow Agents (TF-Agents) is a reliable, scalable and easy to use
Reinforcement Learning library for TensorFlow.

Links: https://github.com/tensorflow/agents
https://www.tensorflow.org/agents/overview

RILCard is a toolkit for Reinforcement Learning in Card Game. It supports multiple card
environments with easy-to-use interfaces for implementing various reinforcement learning and
searching algorithms. The goal of RLCard is to bridge reinforcement learning and imperfect

information games.

Links: https://rlcard.org/
https://github.com/datamllab/rlcard

REWFORCEJs is a Reinforcement Learning library that implements several common RL
algorithms supported with fun web demos, and is currently maintained by @karpathy. In
particular, the library currently includes: Dynamic Programming, Tabular Temporal Difference
Learning, Deep Q Learning, Policy Gradients.

Links: https://cs.stanford.edu/people/karpathy/reinforcejs/

https://github.com/karpathy/reinforcejs
http://karpathy.github.io/2016/05/31/rl/

DeepTraffic playground

Links: https://deeplearning.mit.edu/deeptraffic/
10/04/2025 TIES4911 — Lecture 11

OB

L2

TensorFlow
D RL Card
Data Lab

©®REINFORCEjs




UNIVERSITY OF JYVASKYLA

Relevant Sources

Intro to Reinforcement Learning:
https://www.youtube.com/watch?v=AhyznRSDjw8
https://www.youtube.com/watch?v=lvoHnicueoE
https://www.youtube.com/watch?v=JgvyzIkgxFO
https://www.youtube.com/watch?v=zR11FLZ-O9M
https://www.youtube.com/watch?v=LzaWrmKL1Z4

RL Courses:

https://www.youtube.com/playlist?list=PLoROMvodv4rOSOPzutgyCTapiGlY2Nd8u
https://www.youtube.com/watch?v=2pWv7GOvufO&list=RDQMWhPupz0YKeA&start_radio=1
https://www.youtube.com/watch?v=0MNVhXEX9to&list=PLMrJAkhleNNQe1JXNvaFvVURXGY4gE9k74
https://www.youtube.com/watch?v=JHrIF10v20g&list=PL_iWQOSE6TIX7MaC6C3HcdOf1g337dIC9
https://www.youtube.com/watch?v=nyjbcRQ-uQ8&list=PLZbbT50_s2xoWNVdDudn51XM8I0OuZ_Njv
https://www.youtube.com/playlist?list=PLkoCaltfOX]CU6GKAfRCkChOOSH6-JC_2

RL Courses (Practical Tutorial)
https://www.youtube.com/watch?v=ELE2_Mftqoc
https://simoninithomas.github.io/deep-rl-course/
https://www.youtube.com/watch?v=K2gjAixgLgk

Deep Reinforcement Learning from AlphaGo to AlphaStar:
https://www.youtube.com/watch?v=x5Q79XCxMVc

OpenAI Spinning Up: https://spinningup.openai.com/en/latest/spinningup/rl_intro.html
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Relevant Sources

RL books:
http://incompleteideas.net/book/the-book-2nd.html

RL tutorials:

https://spinningup.openai.com/en/latest/spinningup/rl_intro.html
https://towardsdatascience.com/reinforcement-learning-tutorial-part-1-g-learning-cadb36998b28
https://towardsdatascience.com/newbies-guide-to-study-reinforcement-learning-8b9002eff643
https://lilianweng.github.io/lil-log/2018/02/19/a-long-peek-into-reinforcement-learning.html
https://adventuresinmachinelearning.com/reinforcement-learning-tensorflow/
https://www.learndatasci.com/tutorials/reinforcement-g-learning-scratch-python-openai-gym/
https://towardsdatascience.com/deeptraffic-dgn-tuning-for-traffic-navigation-75-01-mph-solution-23087e2411cf
https://pathmind.com/wiki/deep-reinforcement-learning
https://medium.com/emergent-future/simple-reinforcement-learning-with-tensorflow-part-0-g-learning-with-tables-and-neural-networks-
d195264329d0
https://missinglink.ai/guides/tensorflow/tensorflow-reinforcement-learning-introduction-and-hands-on-tutorial/
https://towardsdatascience.com/introduction-to-tf-agents-a-library-for-reinforcement-learning-in-tensorflow-68ab9add6ad6

RL - Practical Tutorial with Python (Q learning and DQN)
https://www.youtube.com/playlist?list=PLQVvvaa0QuDezJFIOU5wDdfy4e9vdnx-7
https://pythonprogramming.net/qg-learning-reinforcement-learning-python-tutorial/
https://www.youtube.com/watch?v=SMZfgeHFFcA
https://www.youtube.com/watch?v=yMk_XtIEzH8&Ilist=RDCMUCfzZICWGW YylQ0aLC5w48gBQ4&start_radio=1
https://www.youtube.com/watch?v=Mut_u40Sqz4
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