ENCLOSURE METHOD FOR THE $p$-LAPLACE EQUATION
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ABSTRACT. We study the enclosure method for the $p$-Calderón problem, which is a nonlinear generalization of the inverse conductivity problem due to Calderón that involves the $p$-Laplace equation. The method allows one to reconstruct the convex hull of an inclusion in the nonlinear model by using exponentially growing solutions introduced by Wolff. We justify this method for the penetrable obstacle case, where the inclusion is modelled as a jump in the conductivity. The result is based on a monotonicity inequality and the properties of the Wolff solutions.

CONTENTS

1. Introduction 1
Acknowledgements 6
2. Monotonicity inequality 6
3. Wolff solutions 8
4. Main result and the proof 10
5. Remarks 14
References 17

1. INTRODUCTION

We develop a reconstruction formula for identifying the shape or location of an obstacle, embedded in a known background medium, from the boundary measurements for an underlying non-linear PDE. There is a large literature concerning the case where the underlying equation is linear, and the related questions have applications to geophysical problems (detection of mines [13] or minerals [46] within the earth), bio-medical imaging (for example EIT [58] and coupled physics imaging methods [5]), radar technology etc.

Several methods have been proposed to reconstruct the shape of the obstacle in the linear case. We first mention the sampling and probing
methods which are based on Isakov’s idea of using singular solutions of the elliptic PDE to reconstruct the obstacles included in a known background medium [33]. Among the sampling methods we refer to the work of Cakoni-Colton [12], Colton-Kirsch [14] for the linear sampling method, and Kirsch-Grinberg [38] and Harrach [21] for the factorization method. Related to probing methods we cite the probe method by Ikehata [28] and the singular source method by Potthast [49]. Due to the use of Green’s type or singular solutions of the forward problem, an inconvenient step of probing methods is the need to use approximating domains isolating the source point of the use point sources. This step is quite inconvenient since to perform this method one needs to avoid the unknown obstacle, see [50] and references therein. To deal with this issue Ikehata proposed the enclosure method [29], which uses complex geometrical optics (CGO) solutions of the forward problem in place of point sources. Other methods include those based on oscillating-decaying solutions [44] or monotonicity arguments [22]. Our main concern in this paper is to study the enclosure method for a nonlinear equation.

Let us describe the enclosure method for the linear problem. Here we consider the conductivity problem with homogeneous background. Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \), be a bounded open set with Lipschitz boundary. Assume that the inclusion \( D \subset \Omega \) is an open set (not necessarily connected) with Lipschitz boundary. The conductivity of the obstacle is taken to be jump discontinuous along \( \partial D \), i.e., we consider \( \sigma(x) := 1 + \sigma_D(x) \chi_D(x) \), a measurable function, where

\[
\sigma_D \in L^\infty_+(\Omega) = \{ \gamma \in L^\infty(\Omega); \gamma > \varepsilon > 0 \text{ for some } \varepsilon \in \mathbb{R} \},
\]

and \( \chi_D \) is the characteristic function of \( D \). Therefore, we formulate the following Dirichlet boundary value problem for the penetrable obstacle case:

\[
\begin{aligned}
\text{div}(\sigma(x) \nabla u) &= 0 \text{ in } \Omega, \\
u &= f \text{ on } \partial\Omega.
\end{aligned}
\]

Given boundary data \( f \in H^{1/2}(\partial\Omega) \), the above problem (1.2) is well posed in \( H^1(\Omega) \). Hence we define the voltage to current map, known also as the Dirichlet-to-Neumann map (the DN map for short), formally by

\[
\Lambda_\sigma f := \sigma \frac{\partial u}{\partial \nu} |_{\partial\Omega}
\]

where \( u \) satisfies the conductivity problem (1.2). Using the weak definition (see Section [2]), the DN map becomes a bounded map

\[
\Lambda_\sigma : H^{1/2}(\partial\Omega) \to H^{-1/2}(\partial\Omega).
\]
The inverse problem in this formulation is to reconstruct the shape and location of an unknown obstacle $D$ from the knowledge of the DN map $\Lambda_\sigma$. The enclosure method introduced by Ikehata [29] uses CGO solutions with linear phase for the Laplace equation to detect the convex hull of $D$. The principal idea behind this method is to analyze the behavior of an indicator function, defined via the difference of the DN maps $\Lambda_\sigma - \Lambda_1$ and the boundary values of CGO solutions, to decide whether or not the level set of the linear phase function touches the surface of the obstacle. Taking all possible level sets touching the interface produces the convex hull of the obstacle. Note that if $D$ consists of several disjoint parts, the method only gives the convex hull of the set $D$.

There is an extensive literature in this direction for the linear models, see for instance [28, 30, 32, 59] and the references therein, for an overview. Here we would like to mention a few of the results. Using CGO solutions with spherical phase functions for the scalar Helmholtz model, a reconstruction scheme has been proposed by Nakamura and Yoshida [45] to detect some non-convex parts of the impenetrable obstacle from the DN map in $\mathbb{R}^n$, $n = 2, 3$. In two dimensions the scalar problem has been studied by Nagayasu-Uhlmann-Wang [43], where they used CGO solutions with harmonic polynomial phases. In the recent work by Sini and Yoshida [54], both the penetrable and impenetrable obstacle cases were considered and some earlier curvature conditions on the boundary of the obstacles were removed. Concerning the Maxwell model, the enclosure method has been studied by Zhou [61] and Kar and Sini [36]. We also cite several other works related to the stationary models with fixed frequencies, see for instance [29, 31] and references therein.

In analogy with the linear model, our interest in this paper is to consider the weighted $p$-harmonic model. In the linear model we have a linear Ohm’s law (or Fourier’s law of heat conduction); the current $j$ is proportional to the conductivity $\sigma$ and the gradient of the potential $u$:

$$j = -\sigma \nabla u. \quad (1.3)$$

In the $p$-harmonic model the relation between current and potential is not linear; rather, we have

$$j = -\sigma |\nabla u|^{p-2} \nabla u \quad (1.4)$$

with $1 < p < \infty$, where $p$ does not need to be an integer. If $p = 2$, we recover the linear model. We combine the nonlinear Ohm’s law and Kirchhoff’s law, which states that the current $j$ is divergence-free, to
reach the weighted $p$-Laplace equation
\[
\text{div}(\sigma |\nabla u|^{p-2} \nabla u) = 0.
\]
If $\sigma \equiv 1$, this is the $p$-Laplace equation and solutions are called $p$-harmonic functions.

The $p$-Laplace equation is used to study nonlinear dielectrics [11, 17, 18, 39, 56, 57] and plastic moulding [3]. It is also used to model electro-rheological and thermo-rheological fluids [2, 9, 51], fluids governed by a power law [4], viscous flows in glaciology [20] and some plasticity phenomena [6, 27, 47, 48, 55]. The $n$-Laplacian is used in conformal geometry [40]. The formal 0-Laplacian is used in ultrasound mediated EIT [1, 7, 8, 19] and the formal 1-Laplacian in conductivity density imaging [25, 35, 37, 42, 53]. The limiting case $p = \infty$ is also of mathematical interest [16]. In the present article, we consider the case where $1 < p < \infty$.

Given a bounded open set $\Omega \subset \mathbb{R}^n$, $n \geq 2$, a subset $D \subset \Omega$ with Lipschitz boundary, and the conductivity $\sigma(x) := 1 + \sigma_D(x) \chi_D(x)$, $\sigma_D \in L_\infty(D)$, then for $1 < p < \infty$ the Dirichlet problem for the weighted $p$-Laplace equation can be stated as
\[
\begin{aligned}
\text{div}(\sigma(x)|\nabla u|^{p-2} \nabla u) &= 0 \text{ in } \Omega, \\
u &= f \text{ on } \partial \Omega.
\end{aligned}
\tag{1.5}
\]
The problem (1.5) is well posed in $W^{1,p}(\Omega)$ for a given Dirichlet boundary data $f \in W^{1,p}(\Omega)$ (the boundary values are understood so that $u - f \in W^{1,p}_0(\Omega)$), see for instance [15, 24, 41, 52], and the solution $u$ minimizes the $p$-Dirichlet energy
\[
E_p(v) = \int_{\Omega} \sigma(x)|\nabla u|^{p-2} \nabla u \cdot \nu \, dx
\]
over all $v \in W^{1,p}(\Omega)$ with $v - f \in W^{1,p}_0(\Omega)$. As in the linear case, we formally define the non-linear DN map (keeping the same notations as the linear case), by
\[
\Lambda_\sigma(f) := \sigma(x)|\nabla u|^{p-2} \nabla u \cdot \nu|_{\partial \Omega},
\]
where $u \in W^{1,p}(\Omega)$ satisfies (1.5). Using a natural weak definition (see Section 2), the DN map becomes a nonlinear map $\Lambda_\sigma : X \rightarrow X'$ where $X$ is the abstract trace space $X = W^{1,p}(\Omega)/W^{1,p}_0(\Omega)$ and $X'$ denotes the dual of $X$ (if $\partial \Omega$ has Lipschitz boundary, the trace space $X$ can be identified with the Besov space $B^{1-1/p}_{pp}(\partial \Omega)$). Physically $\Lambda_\sigma(f)$ is the current flux density caused by the boundary potential $f$. See [23] for further properties of $\Lambda_\sigma$. 

The precise formulation of the inverse problem studied in this article is as follows.

**Inverse Problem:** Detect the shape and location of the obstacle $D$ from the knowledge of the nonlinear DN map $\Lambda_\sigma$.

As in the linear case, complex geometrical optics type solutions for the $p$-harmonic equation will make it possible to justify the enclosure method. Complex geometrical optics solutions for the $p$-harmonic equation of the form $e^{\rho x}, \rho \in \mathbb{C}^n$, with the condition $(p - 1)|\text{Re}(\rho)|^2 = |\text{Im}(\rho)|^2$ and $\text{Re}(\rho) \cdot \text{Im}(\rho) = 0$, were used in [52] to prove a boundary determination result for the conductivities. Moreover, certain real valued exponential solutions to the $p$-Laplace equation were introduced by Wolff, see [60] and also Lemma 3.1 in Section 3, and these solutions were used in [52] to give a boundary uniqueness result for real valued data.

In order to deal with the enclosure method, both the complex exponentials and Wolff solutions could be used. We will only consider the Wolff solutions in this paper since they lead to a more general result and allow us to detect the obstacle by using real valued boundary data alone. The main components in the proof are a suitable monotonicity inequality, see Lemma 2.1, and the properties of Wolff solutions. The monotonicity inequality of Lemma 2.1 is a nonlinear version of earlier inequalities in the linear case (see e.g. [21, Lemma 1] and references therein). The inequality might also be of interest for other purposes, for example to obtain boundary uniqueness for higher order derivatives of conductivities.

The first contribution to the inverse $p$-Laplace problem is due to Salo and Zhong [52], where a boundary uniqueness result for the conductivities was established by using CGO and Wolff type solutions. Recently Brander [10] gave a boundary uniqueness result for the first normal derivative of the conductivity.

We also mention the superficially related work of Jiménez Bolaños and Vernescu [34]; they show that one can have ellipsoidal nonlinear inclusions that can be hidden from a single measurement with a layer of 2-harmonic material. The material in which they embed the inclusions is linear.

Part of the motivation for considering these problems comes from trying to understand inverse boundary value problems for strongly nonlinear equations. The $p$-Laplace type equations are a particular model where CGO type solutions can be used in a genuinely nonlinear way. Beyond the two results mentioned above and the enclosure method.
method established in this paper, there are many open questions for $p$-Laplace type models (including boundary uniqueness for higher order derivatives, interior uniqueness, the validity of sampling or probe type methods, or even the enclosure method for impenetrable obstacles).

We also remark that our results include the linear case ($p = 2$) as a special case.

The paper is organized as follows: In Section 2 we prove the monotonicity inequality. Then in Section 3 we discuss the Wolff type solutions and their properties. The statement and proof of the main result are provided in Section 4. Some further remarks are given in Section 5.
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2. Monotonicity inequality

Let $\Omega \subset \mathbb{R}^n$ be a bounded open set. If $\sigma \in L^\infty_+(\Omega)$, we define the DN map in the weak sense by

$$ (\Lambda_\sigma f, g) = \int_\Omega \sigma |\nabla u|^{p-2} \nabla u \cdot \nabla v \, dx, \quad f, g \in X, \quad (2.1) $$

where $u \in W^{1,p}(\Omega)$ is the unique solution of $\text{div}(\sigma |\nabla u|^{p-2} \nabla u) = 0$ in $\Omega$ with $u|_{\partial\Omega} = f$, and $v$ is any function in $W^{1,p}(\Omega)$ with $v|_{\partial\Omega} = g$. Recall that $X = W^{1,p}(\Omega)/W^{1,0}(\Omega)$, so $(\cdot, \cdot)$ is the duality between $X'$ and $X$. See [52, Appendix] for more details on the DN map. (Note that in this article we assume all functions are real valued.)

The following monotonicity inequality will be crucial for the enclosure method. In the linear case $p = 2$, this inequality may be found in [26, Lemma 2.6] or [21, Lemma 1], see also references therein.

**Lemma 2.1.** If $\sigma_0, \sigma_1 \in L^\infty_+(\Omega)$ and $1 < p < \infty$, and if $f \in W^{1,p}(\Omega)$, then

$$ (p - 1) \int_\Omega \frac{\sigma_0}{\sigma_1^{1/(p-1)}} \left( \frac{\sigma_1^{-1}}{p-1} - \frac{\sigma_0^{-1}}{p-1} \right) |\nabla u_0|^p \, dx \leq (\Lambda_{\sigma_1} - \Lambda_{\sigma_0}) f, \quad (2.2) $$

where $u_0 \in W^{1,p}(\Omega)$ solves $\text{div}(\sigma_0 |\nabla u_0|^{p-2} \nabla u_0) = 0$ in $\Omega$ with $u_0|_{\partial\Omega} = f$. 

$$ \leq \int_\Omega (\sigma_1 - \sigma_0) |\nabla u_0|^p \, dx, \quad (2.3) $$

where $u_0 \in W^{1,p}(\Omega)$ solves $\text{div}(\sigma_0 |\nabla u_0|^{p-2} \nabla u_0) = 0$ in $\Omega$ with $u_0|_{\partial\Omega} = f$. 


We emphasise that if $\sigma_1 \geq \sigma_0$, then all the terms in the inequality are nonnegative, but if $\sigma_1 \leq \sigma_0$, they are nonpositive.

**Proof.** Let $u_0, u_1 \in W^{1,p}(\Omega)$ be the solutions of the Dirichlet problem for the $p$-Laplace equation,

$$
\begin{aligned}
\text{div}(\sigma |\nabla u|^{p-2} \nabla u) &= 0 \quad \text{in } \Omega, \\
\quad u &= f \quad \text{on } \partial \Omega,
\end{aligned}
$$

(2.4)
corresponding to the conductivities $\sigma = \sigma_0$ and $\sigma = \sigma_1$ respectively.

Note that the solution of (2.4) can be characterized as the unique minimizer of the energy functional

$$
E(v) = \int_{\Omega} \sigma |\nabla v|^p dx
$$

over the set $\{ v \in W^{1,p}(\Omega); v - f \in W_0^{1,p}(\Omega) \}$ (see [52, Appendix]). Therefore, we obtain the following one sided inequality for the difference of DN maps:

$$
((\Lambda_{\sigma_1} - \Lambda_{\sigma_0})f, f) = \int_{\Omega} \sigma_1 |\nabla u_1|^p dx - \int_{\Omega} \sigma_0 |\nabla u_0|^p dx \\
\leq \int_{\Omega} (\sigma_1 - \sigma_0) |\nabla u_0|^p dx.
$$

To obtain the other side of the inequality, we rewrite the difference of DN maps as follows:

$$
((\Lambda_{\sigma_1} - \Lambda_{\sigma_0})f, f) = \int_{\Omega} [\beta \sigma_0 |\nabla u_0|^p - ((1 + \beta)\sigma_0 |\nabla u_0|^{p-2} \nabla u_0 \cdot \nabla u_0 - \sigma_1 |\nabla u_1|^p) ] dx \\
= \int_{\Omega} [\beta \sigma_0 |\nabla u_0|^p - ((1 + \beta)\sigma_0 |\nabla u_0|^{p-2} \nabla u_0 \cdot \nabla u_0 - \sigma_1 |\nabla u_1|^p) ] dx,
$$

where $\beta \in \mathbb{R}$; we will later choose $\beta = p - 1$. The last equality holds by the definition of the DN map, since both $u_0$ and $u_1$ have the same Dirichlet boundary values. Now, by applying Young’s inequality $|ab| \leq$
where \(1/p + 1/p' = 1\) and assuming \(\beta \geq -1\), we have
\[
(1 + \beta)\sigma_0 |\nabla u_0|^{p-2} \nabla u_0 \cdot \nabla u_1 - \sigma_1 |\nabla u_1|^p \\
= \frac{1 + \beta}{p^{1/p}} \frac{\sigma_0}{\sigma_1^{1/p}} |\nabla u_0|^{p-2} \nabla u_0 \cdot \sigma_1^{1/p} \nabla u_1 - \sigma_1 |\nabla u_1|^p \\
\leq \frac{1}{p'} \left( \frac{1 + \beta}{p^{1/p}} \right)^{p'} \frac{\sigma_0^{p'}}{\sigma_1^{1/(p-1)}} |\nabla u_0|^{1 - \beta} + \sigma_1 |\nabla u_1|^p - \sigma_1 |\nabla u_1|^p \\
= \frac{1}{p'} (1 + \beta)^{p'} \frac{1}{p^{1/(p-1)} \sigma_1^{1/(p-1)}} |\nabla u_0|^{p}.
\]

Therefore
\[
((\Lambda_{\sigma_1} - \Lambda_{\sigma_0}) f, f) \\
\geq \int_{\Omega} \left( \beta \sigma_0 - \frac{1}{p'} (1 + \beta)^{p'} \frac{1}{p^{1/(p-1)} \sigma_1^{1/(p-1)}} \right) |\nabla u_0|^p dx \\
= \int_{\Omega} \frac{\beta \sigma_0}{\sigma_1^{1/(p-1)}} \left( \frac{1}{p'} - \frac{1}{p} \frac{(1 + \beta)^{p'}}{\beta} \left( \frac{1}{p} \frac{1}{p'} \right)^{p-1} \sigma_0^{p-1} \right) |\nabla u_0|^p dx. 
\tag{2.5}
\]

Note that \(\frac{(1+\beta)^{p'}}{\beta} \rightarrow \infty\) as \(\beta \rightarrow \infty\) or \(\beta \rightarrow 0\). So, the function \(\beta \rightarrow \frac{(1+\beta)^{p'}}{\beta}\) attains its minimum at \(\beta = p - 1\). Thus, we choose \(\beta = p - 1\) so that from (2.5), we obtain the required inequality. Note that choosing \(\beta = p - 1\) in the beginning of the proof would have simplified the constants in the argument. \(\Box\)

### 3. Wolff solutions

The other main tool in justifying the enclosure method is the use of appropriate exponentially growing solutions. In the following lemma we describe real valued exponential solutions of the \(p\)-Laplace equation. The solutions are periodic in one direction and behave exponentially in a perpendicular direction. They were first introduced by Wolff [60, section 3] and later applied to inverse problems in [52, section 3].

**Lemma 3.1.** Let \(\rho, \rho^\perp \in \mathbb{R}^n\) satisfy \(|\rho| = |\rho^\perp| = 1\) and \(\rho \cdot \rho^\perp = 0\). Define \(h : \mathbb{R}^n \rightarrow \mathbb{R}\) by \(h(x) = e^{-\rho^\perp a(\rho^\perp \cdot x)}\), where the function \(a\) satisfies the differential equation
\[
a''(s) + V(a, a')a = 0 \tag{3.1}
\]
with
\[ V(a, a') = \frac{(2p - 3)(a')^2 + (p - 1)a^2}{(p - 1)(a')^2 + a^2} \tag{3.2} \]
The function \( h \) is then \( p \)-harmonic.

Given any initial conditions \((a_0, b_0) \in \mathbb{R}^2 \setminus \{(0, 0)\} \) there exists a solution \( a \in C^\infty(\mathbb{R}) \) to the differential equation (3.1) which is periodic with period \( \lambda_p > 0 \), satisfies the initial conditions \((a(0), a'(0)) = (a_0, b_0)\), satisfies \( \int_{\lambda_p} a(s) ds = 0 \), and furthermore there exist constants \( c \) and \( C \) depending on \( a_0, b_0, p \) such that for all \( s \in \mathbb{R} \) we have
\[ C > a(s)^2 + a'(s)^2 > c > 0. \tag{3.3} \]

Proof. Since the \( p \)-Laplace operator is rotation and reflection invariant, we can take \( \rho = e_1 = (1, 0, \ldots, 0) \) and \( \rho^\perp = e_n = (0, \ldots, 0, 1) \). Almost all of the claimed results are explicitly stated and proved in [52, Lemma 3.1]; we only need to check that the claim (3.3) holds. The upper bound follows from smoothness and periodicity of the function \( a \). The lower bound is also proven in [52, Lemma 3.1], though not explicitly mentioned in the statement of the lemma. The lemma proves that if \( I \) is the maximal interval of existence of the solution \((a, a') : I \to \mathbb{R}^2 \setminus \{(0, 0)\} \) of the ODE, then in fact \( I = \mathbb{R} \), so one has \((a(s), a'(s)) \neq (0, 0) \) for all \( s \in \mathbb{R} \). Then smoothness and periodicity imply that \( a(s)^2 + a'(s)^2 \geq c > 0 \) for all \( s \in \mathbb{R} \). \( \square \)

Let \( \tau \in \mathbb{R} \) be a large parameter and \( t \in \mathbb{R} \) be a constant. With the notation of Lemma 3.1 define \( u_0 : \mathbb{R}^n \to \mathbb{R} \) by
\[ u_0(x) = e^{\tau(x \cdot \rho - t)} a \left( \tau x \cdot \rho^\perp \right). \tag{3.4} \]
We use a fixed function \( a \) (for some fixed initial data \((a_0, b_0) \neq (0, 0)\)) and fixed directions \( \rho \) and \( \rho^\perp \) throughout the article. By Lemma 3.1, \( u_0 \) satisfies the \( p \)-Laplace equation in \( \mathbb{R}^n \). Note that \( a \) is oscillating as a periodic function which integrates to zero over the period. Thus \( u_0 \) has exponential behavior in the \( \rho \) direction and oscillates rapidly in the \( \rho^\perp \) direction if \( \tau \) is large. The functions \( u_0 \) will be used as the complex geometrical optics solutions in the enclosure method.

We record a formula for the gradient of \( u_0 \), which will be used later:
\[ \nabla u_0 = \tau \exp (\tau(x \cdot \rho - t)) \left( \rho a \left( \tau x \cdot \rho^\perp \right) + \rho^\perp a' \left( \tau x \cdot \rho^\perp \right) \right). \tag{3.5} \]
Note that
\[ 0 < c < \left| \left( \rho a \left( \tau x \cdot \rho^\perp \right) + \rho^\perp a' \left( \tau x \cdot \rho^\perp \right) \right) \right|^2 < C \tag{3.6} \]
for all \( x \in \mathbb{R}^n \) by equation (3.3).
4. Main result and the proof

In this section we use the following standing assumptions, unless otherwise mentioned. Also, we use \( u_0 \) to denote the solutions (3.4), and use them in the definition of the indicator and support functions below.

Recall that we consider the set \( \Omega \subset \mathbb{R}^n, n \geq 2 \), to be a bounded domain. The inclusion \( D, D \subset \Omega \), is assumed to be a bounded open set with Lipschitz boundary. We furthermore assume that the conductivity \( \sigma \) has a jump discontinuity along the interface \( \partial D \). In particular, we assume that \( \sigma(x) := 1 + \sigma_D(x)\chi_D(x) \), where \( \sigma_D \in L^\infty(D) \) and \( \chi_D \) is the characteristic function of \( D \). We let \( 1 < p < \infty \) and consider the following Dirichlet problem for \( f \in W^{1,p}(\Omega) \):

\[
\begin{cases}
\text{div}(\sigma(x)|\nabla u|^{p-2}\nabla u) = 0 \text{ in } \Omega, \\
u = f \text{ on } \partial \Omega.
\end{cases}
\]  \hspace{1cm} (4.1)

**Definition (Indicator function).** We define the indicator function

\[
I_\rho(u_0, \tau, t) := \tau^{n-p}((\Lambda_\sigma - \Lambda_1)(u_0), u_0)
\]

where \( \rho \in S^{n-1}, u_0 \) is the Wolff solution (3.4), \( \tau > 0, t \in \mathbb{R} \), and \( \Lambda_\sigma \) and \( \Lambda_1 \) are the non-linear DN maps corresponding to the conductivities \( \sigma, 1 \) respectively, defined by (2.1).

**Definition (Support function).** We define the support function \( h_D(\rho) \) of \( D \) as

\[
h_D(\rho) := \sup_{x \in D} x \cdot \rho, \quad \rho \in S^{n-1}.
\]

Now we state our main result.

**Theorem 4.1.** Given the standing assumptions (see the beginning of Section 4) we have the following characterization of \( h_D(\rho) \).

1. When \( t > h_D(\rho) \) we have

\[
\lim_{\tau \to \infty} |I_\rho(u_0, \tau, t)| = 0,
\]  \hspace{1cm} (4.2)

and more precisely,

\[
|I_\rho(u_0, \tau, t)| \leq Ce^{-ct}
\]  \hspace{1cm} (4.3)

for \( \tau > 0 \), and where \( C, c > 0 \).

2. When \( t = h_D(\rho) \) we have

\[
\lim_{\tau \to \infty} \inf |I_\rho(u_0, \tau, h_D(\rho))| > 0,
\]  \hspace{1cm} (4.4)

and more precisely

\[
c \leq |I_\rho(u_0, \tau, h_D(\rho))| \leq C\tau^n
\]  \hspace{1cm} (4.5)
when \( c, C > 0 \), and \( \tau > 0 \) for the upper bound, and \( \tau \gg 1 \) for the lower bound.

(3) When \( t < h_D(\rho) \) we have

\[
\lim_{\tau \to \infty} |I_\rho(u_0, \tau, t)| = \infty,
\]

and more precisely,

\[
|I_\rho(u_0, \tau, t)| \geq ce^{c\tau},
\]

where \( \tau \gg 1, c > 0 \).

From this theorem, we see that, for a fixed direction \( \rho \), the behavior of the indicator function \( I_\rho(u_0, \tau, t) \) changes drastically in terms of \( \tau \). Precisely, for \( t > h_D(\rho) \) it is decaying exponentially, for \( t < h_D(\rho) \) it is growing exponentially and for \( t = h_D(\rho) \) it has a polynomial behavior. Using this property of the indicator function and varying \( \rho \), we can reconstruct the support function \( h_D(\rho) \) from the non-linear DN map.

The proof consists of the following steps: In lemmata 4.2 and 4.5 we show that proving part (2) of the main theorem is enough. Lemmata 4.6 and 4.7 complete the proof by showing that the upper bound and the lower bound hold.

**Lemma 4.2.** Given the standing assumptions (see the beginning of Section 4), the identity

\[
I_\rho(u_0, \tau, t) = e^{2\tau(h_D(\rho) - t)} I_\rho(u_0, \tau, h_D(\rho)),
\]

holds.

The lemma is a straightforward consequence of the definitions of the indicator function and the Wolff solutions. In particular, we do not need any assumptions on the inclusion \( D \).

Another way of reconstructing the support function from Theorem 4.1 is as follows.

**Lemma 4.3.** Given the standing assumptions (see the beginning of Section 4), we have the formula

\[
h_D(\rho) - t = \lim_{\tau \to \infty} \frac{\log |I_\rho(u_0, \tau, t)|}{2\tau}
\]

Proof. Follows from (4.5) and the identity (4.8). \[\square\]

Finally, from this support function we can estimate the convex hull of \( D \), since for every direction \( \rho \) the support function determines a half-space that must contain the inclusion \( D \), and so that boundary of the half-space intersects \( \partial D \). The intersection of such half-spaces is the convex hull of the obstacle \( D \). Thus we obtain
Corollary 4.4. From the knowledge of the DN map we can recover the convex hull of the inclusion $D$.

If the domain $\Omega$ is not connected, then we can consider it component-wise by using a test function which equals the Wolff solution in the component under investigation and vanishes elsewhere. Hence, we can recover the convex hull of the inclusion within any fixed component.

We will now prove Theorem 4.1. To do this, we need only to show the estimate (4.5) as the other properties (4.3) and (4.7) will follow from (4.5) and the identity (4.8), as stated in the next lemma:

Lemma 4.5. Given the standing assumptions (see the beginning of Section 4), if we have $c \leq |I^\rho(u_0, \tau, h_D(\rho))| \leq C \tau^n$ for $\tau \gg 1$ and some positive constants $c, C$, then Theorem 4.1 holds.

Actually, we only need $\tau > 0$ for the upper bound. This is clear from the proof of the next lemma.

Lemma 4.6. Given the standing assumptions (see the beginning of Section 4), we have the upper bound

$$|I^\rho(u_0, \tau, h_D(\rho))| \leq C \tau^n$$

in equation (4.5).

Proof. We have by Lemma 2.1

$$|I^\rho(u_0, \tau, h_D(\rho))| \leq \tau^{n-p} \int_\Omega (\sigma - 1) |\nabla u_0|^p \, dx.$$ (4.11)

By (3.5) we have

$$|\nabla u_0|^p \leq C \tau^p,$$ (4.12)

since $t = h_D(\rho)$. By assumption $\sigma > 1 + \varepsilon$ on a set $D$ of positive measure. This completes the proof. $\square$

We do not need any geometric assumptions on the inclusion $D$ for the previous lemma (positive measure is sufficient). The proof of the lower bound in (4.5) is more difficult.

Now, from Lemma 2.1 we can write

$$|I^\rho(u_0, \tau, h_D(\rho))| \geq \tau^{(n-p)} \int_\Omega (p-1) \frac{1}{\sigma^{p-1}} (\sigma^{\frac{1}{p-1}} - 1)|\nabla u_0|^p \, dx$$

$$\geq C \tau^{(n-p)} \int_D |\nabla u_0|^p \, dx.$$ (4.13)
By (3.5) we obtain at $t = h_D(\rho)$

$$|I_\rho(u_0, \tau, h_D(\rho))| \geq C_T^{(n-p)} \int_D \tau^p e^{-p\tau(h_D(\rho)-x\cdot\rho)}dx$$

$$\geq C_T^n \int_D e^{-p\tau(h_D(\rho)-x\cdot\rho)}dx. \quad (4.14)$$

In preparation for the next lemma we define a cover of the set $K := \partial D \cap \{x \cdot \rho = h_D(\rho)\}$. For any $\alpha \in K$ and $\delta > 0$ we define

$$B(\alpha, \delta) := \{x \in \mathbb{R}^n; |x - \alpha| < \delta\}. \quad (4.15)$$

Then, $K \subset \cup_{\alpha \in K} B(\alpha, \delta)$. Since $K$ is compact, there exist $\alpha_1, \ldots, \alpha_N \in K$ such that $K \subset B(\alpha_1, \delta) \cup \cdots \cup B(\alpha_N, \delta)$. We define $D_{j, \delta} := D \cap B(\alpha_j, \delta), D_{\delta} := \cup_{j=1}^N D_{j, \delta}.$ Also

$$\int_{D\setminus D_{\delta}} e^{-p\tau(h_D(\rho)-x\cdot\rho)}dx = O(e^{-pc\tau}) \quad (4.16)$$

with positive constant $c$ as $\tau \to \infty$. Fix $j \in \{1, \ldots, N\},$ so that $\alpha_j \in K$. By translation we may assume that $\alpha_j = 0$. Then there exists a hyperplane $H_j$ so that we can parametrise the boundary $\partial D$ near $\alpha_j$ as a Lipschitz function defined on $H_j$, and with $\rho \notin H_j$. Let $y' = (y_1, \ldots, y_{n-1})$ be a basis of $H_j$. Denote the parametrization of $\partial D$ near $\alpha_j$ by $l_j(y')$. We select the remaining coordinate $y_n$ from the linear subspace spanned by $w$ so that we have

$$y_n = h_D(\rho) - x \cdot \rho. \quad (4.17)$$

**Lemma 4.7.** We assume the standing assumptions (see the beginning of Section 4). For $1 < p < \infty,$ the following estimate holds for $\tau \gg 1$:

$$\int_D e^{-p\tau(h_D(\rho)-x\cdot\rho)}dx \geq C_T^{-n}. \quad (4.18)$$

**Proof.**

$$\int_D e^{-p\tau(h_D(\rho)-x\cdot\rho)}dx \geq \int_{D_{\delta}} e^{-p\tau(h_D(\rho)-x\cdot\rho)}dx$$

$$\geq C_{\delta,N} \sum_{j=1}^N \int_{|y'|<\delta} dy' \int_{l_j(y')}^{\delta} e^{-p\tau y_n}dy_n$$

$$\geq C_T^{-1} \sum_{j=1}^N \int_{|y'|<\delta} e^{-p\tau l_j(y')}dy' - C \frac{1}{p} T^{-1} e^{-p\delta \tau}. \quad (4.19)$$

To find this hyperplane, take a vector $w$ that points inside $D$. Then $w \cdot \rho < 0$ and we can take $H_j$ to be the orthocomplement of the line spanned by $w.$
Since we have \( l_j(y') \leq C |y'| \) as \( \partial D \) is Lipschitz, we have the following estimate:

\[
\sum_{j=1}^{N} \int_{|y'|<\delta} e^{-pr l_j(y')} dy' \geq C \sum_{j=1}^{N} \int_{|y'|<\delta} e^{-Cpr |y'|} dy' \geq C \tau^{-(n-1)} \sum_{j=1}^{N} \int_{|y'|<\tau\delta} e^{-Cp|y'|} dy' \geq C \tau^{1-n}.
\] (4.21)

Hence, combining the estimates (4.19) and (4.21), we obtain the required estimate for \( \tau \gg 1 \). □

Finally, the proof of Theorem 4.1 for the penetrable obstacle case follows from equation (4.14) and lemma 4.7.

5. Remarks

In this section we give some further remarks on the problem. These remarks refer to the proofs in Section 4.

Remark 5.1. We can alternatively have an inclusion with smaller conductivity than its surroundings, which corresponds to \( 0 < \varepsilon < \sigma_D < 1 - \varepsilon \) for some \( \varepsilon > 0 \). The only difference in proofs is that the inequalities in the monotonicity inequality, Lemma 2.1, have reversed roles in the following proofs:

- At the very beginning of the proof of Lemma 4.6.
- In the inequality (4.13).

The sign of the indicator function is negative when the inclusion has smaller conductivity than the background and positive when the inclusion has higher conductivity than the background, as is easy to see from the monotonicity inequality (Lemma 2.1).

We can say something even when there are regions of higher and regions of lower conductivity. Let us write \( D_- = \{ x \in \Omega; \sigma(x) < 1 - c \} \) and \( D_+ = \{ x \in \Omega; \sigma(x) > 1 + c \} \) for some \( c > 0 \) with the assumption that \( \sigma(x) = 1 \) in the complement of \( D = D_+ \cup D_- \). We also assume that \( D_\pm \) both satisfy the assumptions we have previously made of \( D \).

Consider a direction \( \rho \in S^{n-1} \) such that \( \arg \max_{x \in \partial D} x \cdot \rho \subset (\overline{D_+} \setminus \overline{D_-}) \), where \( \arg \max_{x} A(x) \) is the set of \( x \) where \( A(x) \) reaches its maximum. Then there is \( \varepsilon > 0 \) with

\[
\text{dist} (\{ x \in \Omega; x \cdot \rho = h_D(\rho) \} , D_-) = \varepsilon,
\] (5.1)
and we have the following estimate for $x \in D_-$:

$$|\nabla u(x)| \leq C\tau \exp(\tau (x \cdot \rho - h_D(\rho))) \leq C\tau \exp(-\varepsilon \tau) \to 0 \quad (5.2)$$

as $\tau \to \infty$. Note that the argument is still valid if we change the roles of $D_+$ and $D_-$. 

We are about to check that the upper and lower bounds in the estimate (4.5) hold in this more complicated situation. For the upper bound we have an additional exponentially small term in the inequality (4.11); we can absorb it into the constant by assuming that $\tau \geq 1$. For the lower bound a similar error term first appears in estimate (4.13). One can remove the error term by selecting a sufficiently small $\delta > 0$ later in the proof, so that $D_- \subset (D \setminus D_\delta)$.

In this way, if we know that there is a direction from which we will first hit either $D_+$ or $D_-$, but not both, then we can identify when we hit the boundary of the obstacle and whether we hit $D_+$ or $D_-$ (from the sign of the indicator function). We need to know the good directions a priori, or they need to have full measure. If the good directions form a dense subset of $S^{n-1}$, then we can recover the convex hull of $D$ and recognise some boundary points as boundary points of either $\text{co}(D_+)$ or $\text{co}(D_-)$. If there are fewer good directions, then we might only be able to enclose a larger set then $\text{co}D$. As an illustrative example consider the simple case where $D_{\pm}$ are nice convex sets; see figure 1. For a counterexample see the chessboard figure 2, where $D_{\pm}$ are finite unions of convex sets with Lipschitz boundaries, but there are no good directions.

Figure 1. The left half of boundary of the domain $D_+$ can be detected.
Figure 2. The interior of the region ABCD, the dashed regions are denoted by $D_+$ and the other parts are denoted by $D_-$. 

Remark 5.2. The inclusion $D$ does not need to have Lipschitz boundary everywhere. The regularity of the boundary $\partial D$ is only used in proving Lemma 4.7.

As a first observation, we only consider the points of $\partial D$ that are also boundary points of the convex hull $\text{co} D$, so we only need to impose restrictions there. In particular, the set $D$ does not need to be open near points that are not near $\partial (\text{co} D)$. As a second observation, we need to be able to parametrise $\partial D$ near every point $x_0 \in \partial D \cap \partial (\text{co} D)$ as a function defined on some hyperspace $H$, so that $\rho \notin H$. To have the estimate (4.20) it is sufficient to have Lipschitz boundary near those points.

We also get partial results even when we do not have an inclusion, but do have monotonicity:

Remark 5.3. Suppose $\sigma \geq 1$ and the inequality is strict on a set of positive measure. Write $D = \{x \in \Omega; \sigma(x) > 1\}$. Then we have
By the identity (4.8) we know that for $t > h_D(\rho)$
\[ |I_\rho(u_0, \tau, t)| \leq Ce^{-c\tau} \] (5.3)
for $\tau > 0$, and with $C > 0$.

That is, we know what must happen if $t > h_D(\rho)$. If the absolute value of the indicator function does not vanish in the limit, then we must have $t \leq h_D(\rho)$. This is a sufficient condition, so it finds a subset of $co D$, which might be empty. The remark also applies to $\sigma \leq 1$; see remark 5.1.

References


**Department of Mathematics and Statistics, University of Jyväskylä**

*E-mail address*: tommi.o.brander@jyu.fi

**Department of Mathematics and Statistics, University of Jyväskylä**

*E-mail address*: manas.m.kar@maths.jyu.fi

**Department of Mathematics and Statistics, University of Jyväskylä**

*E-mail address*: mikko.j.salo@jyu.fi