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Abstract. We study the Lorentzian Calderón problem, where the objective is to determine a
globally hyperbolic Lorentzian metric up to a boundary fixing diffeomorphism from boundary mea-
surements given by the hyperbolic Dirichlet-to-Neumann map. This problem is a wave equation
analogue of the Calderón problem on Riemannian manifolds. We prove that if a globally hyper-
bolic metric agrees with the Minkowski metric outside a compact set and has the same hyperbolic
Dirichlet-to-Neumann map as the Minkowski metric, then it must be the Minkowski metric up to
diffeomorphism. In fact we prove the same result with a much smaller amount of measurements,
thus solving a formally determined inverse problem. To prove these results we introduce a new
method for geometric hyperbolic inverse problems. The method is based on distorted plane wave
solutions and on a combination of geometric, topological and unique continuation arguments.

1. Introduction

1.1. Background. The Calderón problem [Cal80Cal80] is the mathematical model underlying Electrical
Impedance Tomography, where the objective is to determine the electrical conductivity of a medium
from voltage and current measurements. This is a fundamental inverse boundary value problem for
elliptic equations and there is a substantial literature [Uhl09Uhl09]. The case of matrix conductivities
has a natural formulation in terms of Riemannian geometry. Let (M, g) be a compact oriented
Riemannian manifold with smooth boundary, and consider the Dirichlet problem

∆gu = 0 in M, u|∂M = f,

where ∆g is the Laplace-Beltrami operator. The elliptic Dirichlet-to-Neumann map is the operator

ΛEll
g : C∞(∂M) → C∞(∂M), ΛEll

g f = ∂νu|∂M ,

where ν denotes the unit outer normal vector to ∂M .

The Calderón problem amounts to determining the manifold M and metric g from boundary
measurements encoded by ΛEll

g . There is a natural gauge due to coordinate invariance: uniqueness

in the Calderón problem when dim(M) ≥ 3 amounts to showing that if ΛEll
g = ΛEll

g0 , then g = F ∗g0
for a diffeomorphism F :M →M with F |∂M = id. This problem is open. There are positive results
when (M, g) is real-analytic [LU01LU01] or for certain metrics g having conformal product structure,
that is, g(t, x) = c(t, x)(dt2 + h(x)) where h is a Riemannian metric [DKSU09DKSU09, DKLS16DKLS16, CFO23CFO23].

The Lorentzian Calderón problem is a wave equation analogue of the above problem. Let (M, g)
be a Lorentzian manifold with smooth boundary, and let □g be the corresponding wave operator.
(See Section 22 for more on Lorentzian geometry.) We wish to formulate boundary measurements
for the equation □gu = 0 in M . For wave equations it is natural to consider a Cauchy-Dirichlet
problem, and a standard condition for the well-posedness of the Cauchy problem is that the metric
g is globally hyperbolic. For manifoldsM with boundary, as in [AFO22AFO22], well-posedness follows from
the existence of a proper, surjective temporal function. A temporal function is a smooth function
τ : M → R for which dτ is timelike, and then τ can be considered as a global time coordinate. If
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additionally ∂M is timelike, then the problem

□gu = 0 in M, u|∂M = f, u|{τ≪0} = 0,

has a unique smooth solution for any f ∈ C∞
c (∂M) [Hör85Hör85, Theorem 24.1.1]. We can define the

hyperbolic Dirichlet-to-Neumann map as the operator

ΛHyp
g : C∞

c (∂M) → C∞(∂M), Λgf = ∂νu|∂M .
Uniqueness in the Lorentzian Calderón problem, when dim(M) ≥ 3, amounts to showing that if

ΛHyp
g = ΛHyp

g0 for two metrics g and g0 satisfying the above conditions, then F ∗g = g0 for some
diffeomorphism F :M →M with F |∂M = id.

There is a large literature on the classical case where (M, g) has ultrastatic (or product) structure,
that is, M = R × N and g(t, x) = −dt2 + h(x) where (N,h) is a compact Riemannian manifold
with smooth boundary. Then the wave operator is □g = ∂2t − ∆h, and the question above is
equivalent with the Gelfand problem [Gel57Gel57] or the inverse boundary spectral problem [KKL01KKL01].
The Boundary Control method, introduced in [Bel88Bel88, BK92BK92] and based on the time-optimal unique

continuation theorem in [Tat95Tat95], shows that ΛHyp
g determines g up to diffeomorphism. There

are many further developments, see e.g. [KKL01KKL01, LO14LO14, Las18Las18, KOP18KOP18]. The unique continuation
theorem remains valid for metrics g(t, x) depending real-analytically on t, and in this case, a version
of the Boundary Control method has been developed in [Esk07Esk07]. However, the Boundary Control
method does not extend to general Lorentzian metrics, since the time-optimal unique continuation
theorem fails in general [Ali83Ali83]. It is striking that the obstacles in both the elliptic and hyperbolic
Calderón problems (i.e. absence of real-analyticity or product structure) are similar. The recent
works [AFO22AFO22, AFO21AFO21] make progress in the Lorentzian Calderón problem in a fixed conformal
class by proving a time-optimal unique continuation theorem where real-analyticity is replaced by
Lorentzian curvature bounds.

Another approach to the Lorentzian Calderón problem is based on geometrical optics solutions.
These are high frequency solutions to □gu = 0 that propagate along light rays (=null geodesics),
and they allow one to extract information on a Lorentzian scattering relation of g or light ray

transforms of lower order terms from ΛHyp
g [SY18SY18]. However, the light ray transform is only known

to be invertible assuming real-analyticity and convex foliations [Ste17Ste17, MST23MST23] or product structure
[FIO21FIO21], and for the Lorentzian scattering relation there are partial results [MT24MT24, Ste24aSte24a, Ste24bSte24b,
UYZ21UYZ21, Wan24Wan24]. For related results on the Lorentzian Calderón problem see [SY18SY18, FIKO21FIKO21].

In the ultrastatic case the geometrical optics method reduces the Lorentzian Calderón problem
to the scattering/lens/boundary rigidity problem, which is another classical inverse problem in Rie-
mannian geometry dating back to [Her07Her07]. A modern geometric formulation was posed in [Mic81Mic81].
Among the first contributions, [Gro83Gro83] gave a rigidity result: if g has the same boundary distance
function as the Euclidean metric gEucl, then g = F ∗gEucl for a boundary fixing diffeomorphism F .
Much stronger results are now available (see the recent survey [SUVZ19SUVZ19]). For applications to the
Lorentzian Calderón problem, see [SU05SU05, SUV16SUV16] and references therein.

We now describe the new contributions of this article. We prove an analogue for the Lorentzian
Calderón problem of the rigidity result in [Gro83Gro83]: if g is a globally hyperbolic metric in R1+n

that agrees with the Minkowski metric gMin outside a compact set and satisfies ΛHyp
g = ΛHyp

gMin , then
g = F ∗gMin for some diffeomorphism with F = id outside a larger compact set. The main point
is that g can be an arbitrary smooth metric in a compact set (no real-analyticity, product type
or curvature assumptions) if it is globally hyperbolic. The corresponding rigidity question for the
classical Calderón problem, that is, does ΛEll

g = ΛEll
gEucl

imply that g is isometric to gEucl, is open.
Even the local version, where g is assumed to be close to gEucl, remains unsolved.
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To prove this result we introduce a new method for geometric hyperbolic inverse problems. The
method employs distorted plane waves, which form a useful class of special solutions in inverse
hyperbolic problems that are well adapted to reductions to unique continuation problems (compare
with geometrical optics solutions, which are related to scattering relation and ray transform prob-
lems). Our reduction involves a geometric result (see Theorem 1.61.6) that may be interesting in its
own right. For our method we do not need time-optimal unique continuation as in the Boundary
Control method or as in [AFO22AFO22]. In fact basically any unique continuation result that holds at
large times suffices.

Finally, the method actually requires much less data than the full map ΛHyp
g whose Schwartz

kernel depends on 2n variables. We solve a formally determined inverse problem where the metric g
depending on n+1 variables is determined up to diffeomorphism from measurements depending on
n+1 variables. The method is somewhat inspired by [RS20aRS20a, RS20bRS20b, MS22MS22], which also use plane
waves but adapt the Bukhgeim-Klibanov method for solving formally determined inverse problems
[BK81BK81]. See also the related work [Rom02Rom02]. Many further references in this direction are given in
the companion article [ORS24ORS24] that addresses the special case of ultrastatic manifolds.

1.2. Main results. We consider a smooth Lorentzian metric g in R1+n with signature (−,+, . . . ,+).
To simplify the statements we will assume that n ≥ 2 (see Remark 6.86.8 for the case n = 1 that
involves an additional conformal invariance). We assume that (R1+n, g) is time-oriented and that
the space-time structure agrees with the Minkowski one outside R×B where B is the unit ball in
Rn. More precisely, considering the Cartesian coordinates (t, x) in R1+n, we assume that

(1.1) g = gMin outside R×B,

and choose the time-orientation so that dt is future-directed outside R ×B.

In order to define boundary measurements, we will also need well-posedness of the Cauchy
problem for the Lorentzian wave operator □g defined by

□gu = −|g|−1/2
n∑

j,k=0

∂j(|g|1/2gjk∂ku).

Here x0 = t, and with our sign conventions gMin = −dt2 + dx2 and □gMin = ∂2t − ∆x. We will
assume the following (see Definition 2.22.2):

(1.2) g is globally hyperbolic.

We recall that a (topological) hypersurface Σ ⊂ R1+n is a Cauchy surface in (R1+n, g) if every
inextendible timelike curve meets Σ exactly once. Assumption (1.21.2) is equivalent with the existence
of a smooth spacelike Cauchy surface by Proposition 2.32.3, and it implies well-posedness of the Cauchy
problem for □g with Cauchy data prescribed on any such surface, see Proposition 2.52.5. Any metric
of the form g = c(t, x)(−dt2 + ht(x)) is globally hyperbolic if c > 0 and ht is a Riemannian metric
on Rn that has a uniform lower bound and depends smoothly on t, see Example 2.42.4 for details and
[BGP07BGP07, Section 1.3] for further examples. On the other hand, if g admits a closed causal curve
(causal loop) then g cannot be globally hyperbolic.

Finally we need a unique continuation property for the wave equation. If r ∈ R and I = (r,∞),
we say that □g has the unique continuation property in I ×B if any u ∈ C∞(I ×B) solving

□gu = 0 in I ×B, u|I×∂B = ∂νu|I×∂B = 0,
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must satisfy u = 0 in I1 ×B where I1 = (r1,∞) for some r1 > r. We assume:

(1.3)

{
There is R0 > 0 such that □g has the unique continuation property

in (r,∞)×B for any r > R0.

Examples of metrics on R×B satisfying (1.31.3) include the following:

• Ultrastatic metrics g = −dt2+h(x) where h is a Riemannian metric on B (for time-optimal
unique continuation see [Tat95Tat95]).

• Metrics that admit strictly pseudoconvex functions as in Hörmander’s unique continuation
theorem [Hör85Hör85, Theorem 28.3.4] whose level sets sweep out an appropriate region in R×B.
If h is a Riemannian metric on Rn that admits a strictly convex function φ(x), then ψ =
−t2 + αφ(x) for suitable α > 0 is strictly pseudoconvex for g = −dt2 + h(x). Another
example is given by metrics that satisfy a Lorentzian curvature condition (see [AFO22AFO22,
Theorem 2.1] for time-optimal unique continuation).

• Any smooth compactly supported perturbation of the above examples satisfies (1.31.3).

There are also counterexamples where unique continuation fails to hold across certain timelike
hypersurfaces for wave operators with smooth potentials [Ali83Ali83, AB95AB95, Ler19Ler19].

We now describe the boundary measurements in the inverse problem. Let g be a Lorentzian
metric on R1+n satisfying (1.11.1)–(1.21.2). For any ω ∈ Sn−1 and s ∈ R, the Minkowski plane wave
UgMin
ω,s (t, x) = H(t−x ·ω−s) solves □gMinU

gMin
ω,s = 0. Here H(t) is the Heaviside function. We define

the corresponding (distorted) plane wave Uω,s = Ug
ω,s for the metric g as the solution of

□gUω,s = 0 in R1+n, Uω,s|{τ≪0} = H(t− x · ω − s).

Here τ is a suitable temporal function that acts as a global time coordinate on a globally hyperbolic
manifold, and the above problem is well-posed by global hyperbolicity (for details see Propositions
2.32.3 and 5.15.1).

The data for our inverse problem is given by the restrictions Uω,s|R×∂B for all ω ∈ Ω and for all
time-delay parameters s ∈ R, where Ω is the finite set

(1.4) Ω = {±ej ,
1√
2
(ej + ek) : 1 ≤ j, k ≤ n, j < k}.

Here ej ∈ Rn is the jth coordinate vector. In other words, we consider the forward operator

FΩ : g 7→ (Fω(g))ω∈Ω,

where Fω(g) = (Ug
ω,s|R×∂B)s∈R. Note that when (1.11.1) holds, the measurement Ug

ω,s|R×∂B is well
defined as a distribution on R × ∂B by wave front set properties. Indeed, WF(Ug

ω,s) is contained
in the characteristic set of □g by [Hör85Hör85, Theorem 8.3.1] and this set is disjoint from N∗(R× ∂B)
by (1.11.1), so Ug

ω,s|R×∂B is well defined by [Hör85Hör85, Corollary 8.2.7].

We will prove the following.

Theorem 1.1. Let g be a smooth Lorentzian metric in R1+n satisfying (1.11.1)–(1.31.3), and suppose
that

FΩ(g) = FΩ(gMin).

Then

g = F ∗gMin,

where F : R1+n → R1+n is a diffeomorphism that satisfies F = id outside R×B.
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If g is Minkowski outside a compact set, then (1.31.3) is always satisfied and we have the following
corollary. By Example 2.42.4 the corollary applies in particular to any metric g = c(t, x)(−dt2+ht(x))
with g = gMin outside a compact set.

Corollary 1.2. Let g be a globally hyperbolic Lorentzian metric on R1+n that satisfies g = gMin

outside (−T, T ) × B for some T > 0. If FΩ(g) = FΩ(gMin), then g = F ∗gMin in R1+n for some
diffeomorphism F : R1+n → R1+n with F = id outside (−T − 2, T + 2)×B.

The above results solve a formally determined inverse problem, stating that a metric depending
on 1+n variables can be recovered up to diffeomorphism from the knowledge of plane waves Uω,s on
R× ∂B for all time delay variables s ∈ R (and for finitely many directions ω). Thus the boundary
measurements also depend on 1 + n variables.

In the standard Lorentzian Calderón problem we assume knowledge of the Cauchy data of all
solutions of the wave equation instead of just the plane waves. Any metric g satisfying (1.11.1)–(1.21.2)

restricts to a metric on R×B for which the map ΛHyp
g : C∞

c (R×∂B) → C∞(R×∂B) is well-defined
(see Section 1.11.1 and Proposition 2.62.6). Thus we also obtain the following result.

Corollary 1.3. Let g be a smooth Lorentzian metric in R1+n satisfying (1.11.1)–(1.31.3), and suppose
that

ΛHyp
g = ΛHyp

gMin
.

Then g = F ∗gMin for some diffeomorphism F : R1+n → R1+n with F = id outside R×B.

In particular, Corollary 1.31.3 is valid for any globally hyperbolic metric g in R1+n with g = gMin

outside (−T, T )×B for some T > 0. In this case F = id outside (−T − 2, T + 2)×B.

We remark that in the ultrastatic case where M = R × N and g = −dt2 + h with (N,h) a
compact Riemannian manifold with boundary, we obtain similar results from measurements at a
fixed time delay s ∈ R. This case is addressed in detail in the companion article [ORS24ORS24].

1.3. Methods. The proof of Theorem 1.11.1 proceeds roughly along the following lines.

1. From boundary measurements of distorted plane waves, we recover information on a sin-
gle plane wave (SPW) scattering relation of g in finitely many directions. See Definition 1.41.4.

2. By comparing the SPW scattering relations of g and gMin, we show using geometric and
topological arguments that g has a directional simplicity property (a certain family of null
geodesics parametrizes R1+n smoothly).

3. From directional simplicity, we observe that the distorted plane waves are in fact conormal
distributions related to solutions of eikonal equations.

4. We construct the desired diffeomorphism F out of solutions of eikonal equations. At this
point we employ the unique continuation property (1.31.3) and specific properties of gMin.

Let us now describe the above steps in more detail. Assume that g satisfies (1.11.1), fix ω ∈ Sn−1

and write
Σ± = {(t, x) ∈ R1+n : x · ω = ±1}, Σ±,σ = Σ± ∩ {t = σ}.

Given z ∈ Σ−, let γz(r) be the g-geodesic satisfying γz(0) = z and γ̇z(0) = (1, ω) that is defined in
the maximal interval (−∞, ρ(z)) where ρ(z) ∈ R+ ∪{∞}. These geodesics are closely connected to
distorted plane waves, since by Proposition 5.15.1 the wave front set of Uω,s lies over the union of the
curves γz for z ∈ Σ−,s−1.
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Definition 1.4. For any z ∈ Σ− let r+(z) = sup {r < ρ(z) : γz([0, r]) ⊂ {x · ω ≤ 1}} be the time
when γz exits {x · ω ≤ 1}, and let Tg = {z ∈ Σ− : r+(z) = ρ(z)} be the trapped set. Given any
positive λ ∈ C∞(Σ+), the single plane wave (SPW) scattering relation is the map

βλg : Σ− \ Tg → T ∗Σ+, z 7→ (γz(r+(z)), λ(γz(r+(z)))γ̇z(r+(z))).

We write βg = β1g when λ ≡ 1.

Thus the SPW scattering relation maps the start point on Σ− of a geodesic γz going in direction
(1, ω) to its end point and direction at the time when the geodesic exits {x ·ω ≤ 1}. Moreover, the
end direction may be multiplied by a positive scaling factor λ. The set βg(Σ−,s−1 \ Tg) is related
to the wave front set of the plane wave Uω,s. Our first result shows that boundary measurements
of plane waves determine the SPW scattering relation as a set.

Theorem 1.5. Let g be a Lorentzian metric in R1+n satisfying (1.11.1)–(1.21.2), let ω ∈ Sn−1, and
suppose that

Fω(g) = Fω(gMin).

Then there is a positive λ ∈ C∞(Σ+) such that, for any σ ∈ R,

βg(Σ−,σ \ Tg) = βλgMin
(Σ−,σ).

The conclusion means in particular that any point (z+, λ(1, ω)), with z+ ∈ Σ+,σ+2, is on a
geodesic starting at (z, (1, ω)) for some z ∈ Σ−,σ, but we do not know which point z it came from.
At this point the scaling factor λ is undetermined, but later we will show that in fact λ ≡ 1.

The next important step in the proof of Theorem 1.11.1 is the following geometric result that can be
understood as a directional simplicity result for the Lorentzian metric g. Recall that a Riemannian
manifold (M,h) is simple if the exponential map at any point p ∈M is a diffeomorphism onto M ,
and M is strictly convex and simply connected. The first property means that the radial geodesics
emanating from p parametrize M smoothly. The following result states instead that null geodesics
emanating from Σ− in direction (1, ω) parametrize R1+n smoothly.

Theorem 1.6. Let g be a Lorentzian metric in R1+n satisfying (1.11.1)–(1.21.2), let ω ∈ Sn−1, and
suppose that for any σ ∈ R we have

βg(Σ−,σ \ Tg) = βλgMin
(Σ−,σ)

for some positive λ ∈ C∞(Σ+). Then Tg = ∅, each γz is defined on all of R, and the map

Φ : Σ− × R → R1+n, Φ(z, r) = γz(r)

is a diffeomorphism. Moreover, γ̇z(r) = λ̂(γz(r))(1, ω) when γz(r) /∈ R× B, where λ̂ ∈ C∞(R1+n)

is positive and satisfies λ̂|{x·ω≤−1} = 1.

The result above is an analogue of the result in boundary rigidity stating that the simplicity of a
Riemannian metric can be read off from its boundary distance function [PSU23PSU23, Section 3.8]. For
simple manifolds, the knowledge of the boundary distance function is equivalent to the knowledge
of the full scattering relation [PSU23PSU23, Section 11.3]. In contrast, Theorem 1.61.6 only assumes partial
knowledge of the scattering relation (related to null geodesics with initial direction (1, ω) that is
normal to Σ−,σ). The assumption (1.11.1) is crucial since a local version of Theorem 1.61.6 may fail, see
Figure 11.

The proof of Theorem 1.61.6 begins with the nontrapping property Tg = ∅. There the key fact is
that any point w ∈ Σ+ lies on some geodesic γz with z ∈ Σ−, and one obtains a map Σ+ → Σ−,
w 7→ z that turns out to be a diffeomorphism by a topological argument. The next step is to show
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Figure 1. The points p = (x, y, z) in the strip on the sphere are mapped to the
rectangle in the plane by p 7→ (θ, y) where θ is the (signed) angle with the yz-plane.
The pushforward metric under this map can be extended to a smooth Riemannian
metric h on the plane. Blue h-geodesics are normal to the two gray lines θ = ±π/2.
The conclusions of Theorem 1.61.6 do not hold for the metric g = −dt2 + h. This
ultrastatic metric satisfies (1.21.2) but g ̸= gMin near the boundary of the rectangle,
highlighting the importance of (1.11.1).

that the set J−(Σ+,σ) ∩ Σ−, where J
− denotes causal past, agrees with the corresponding set for

gMin, that is, it is equal to {t ≤ σ − 2} ∩ Σ−. This is based on showing that ∂J−(Σ+,σ) is covered
by geodesics γz that are null and normal to Σ+,σ. Finally we show that the derivative of Φ cannot
be singular anywhere, since otherwise one would obtain a focal point of Σ−,σ−2 along some γz and
hence there would be a timelike curve from Σ−,σ−2 to Σ+,σ, which would contradict the earlier
statement on J−(Σ+,σ). The proof of Theorem 1.61.6 is concluded by invoking the Hadamard global
inverse function theorem, which involves showing that Φ is proper.

The next step is to show that the directional simplicity property in Theorem 1.61.6 implies that
the plane waves Uω,s are conormal distributions that can be represented in terms of solutions of
eikonal equations.

Theorem 1.7. Let g satisfy (1.11.1)–(1.21.2), let ω ∈ Sn−1 and suppose that the conclusions of Theorem
1.61.6 hold. Then there is a smooth function φω in R1+n solving the eikonal equation

g(dφω, dφω) = 0 in R1+n

such that φω = t−x ·ω outside R×B and dφω is nowhere vanishing. Moreover, Uω,s is a conormal
distribution having the representation

Uω,s = uω,sH(φω − s) in R1+n,

where uω,s is smooth.

The final step in the proof is to use the solutions φω of the eikonal equation and the unique
continuation property (1.31.3) to construct a diffeomorphism F : R1+n → R1+n such that F ∗g = gMin

and F = id outside R×B. The assumption in Theorem 1.11.1 is Fω(g) = Fω(gMin) for ω in the finite
set (1.41.4). We define the functions

σ =
1

2
(φe1 + φ−e1),

αj =
1

2
(φ−ej − φej ),

where 1 ≤ j ≤ n. The diffeomorphism F will be given by

F (t, x) = (σ(t, x), α1(t, x), . . . , αn(t, x)).
7



Since φω = t − x · ω outside R × B, one has σ = t and αj = xj outside R × B. Thus σ could be
considered as a new time coordinate, and αj as an analogue of the xj coordinate.

It remains to show that F is indeed a diffeomorphism and satisfies F ∗g = gMin. The first key
observation is that the plane waves Uω,s = uω,sH(φω − s) must satisfy uω,s ≡ 1 in {φω ≥ s}. In
fact, since any constant function vanishes under □g, the function v = uω,s − 1 solves the equation

□gv = 0 in {φω > s} ∩ (R×B).

The assumption Fω(g) = Fω(gMin) implies that v has zero Cauchy data on {φω > s}∩(R×∂B). We
can now invoke the unique continuation property (1.31.3), at some large enough time, and uniqueness
for the backward Cauchy problem to show that v ≡ 0 and therefore uω,s ≡ 1 in {φω ≥ s}.

Now inserting Uω,s = H(φω − s) in the equation □gUω,s = 0 yields that

□gφω = 0 on {φω = s}.
Since we have access to boundary measurements of plane waves for any time delay s, the above
holds for any s. Consequently φω solves the wave equation □gφω = 0 in addition to solving the
eikonal equation. This imposes very strong constraints on the functions φω. In particular, by the
unique continuation property again, for any ω ∈ Ω one obtains the global representation

φω = σ −
n∑

j=1

ωjαj .

This generalizes the fact that for gMin one has φω = t − x · ω everywhere. The previous property
is sufficient for proving that F ∗g = κgMin for some positive smooth function κ. In particular F
is a local diffeomorphism. The Hadamard global inverse function theorem, together with some
topological properties of φω, implies that F is a diffeomorphism. An additional argument yields
κ ≡ 1, which concludes the proof of Theorem 1.11.1.

Organization. This article is organized as follows. Section 11 is the introduction. In Section 22
we collect some facts from Lorentzian geometry and discuss certain properties of Cauchy temporal
functions. Section 33 contains geometric arguments related to the diffeomorphism property and
single plane wave scattering relation and gives the proof of Theorem 1.61.6. Section 44 relates the
diffeomorphism property appearing in Theorem 1.61.6 with solutions of eikonal equations. Section 55
establishes the basic properties of plane wave solutions. Our main results for inverse problems are
then proved in Section 66. Appendix AA contains certain auxiliary arguments.
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2. Lorentzian geometry

2.1. Globally hyperbolic spacetimes. For basic facts in Lorentzian geometry see [O’N83O’N83, Rin09Rin09].
Let (M, g) be a connected Lorentzian manifold of dimension 1 + n with signature (−,+, . . . ,+).
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We recall that a vector v ∈ TpM \ {0}, p ∈M , is timelike, spacelike or null, if respectively

g(v, v) < 0, g(v, v) > 0, g(v, v) = 0.(2.1)

A vector v is said to be causal if it is timelike or null, that is, g(v, v) ≤ 0. We will assume that
(M, g) is time-oriented, that is, there is a vector field Z on M such that Z(p) is timelike for all
p ∈ M . A causal vector v ∈ TpM , p ∈ M , is future-directed if g(v, Z) < 0 and past-directed if the
opposite inequality holds.

A submanifold S of M is called spacelike if all the non-zero tangent vectors of S are spacelike;
this is equivalent to the condition that the restriction of g on S is a Riemannian metric on S.

We recall a basic property (see [O’N83O’N83, Exercise 3 on p. 155]).

Lemma 2.1. Any two future-directed causal vectors v, w ∈ TpM satisfy g(v, w) ≤ 0 with equality
if and only if v is null and w = λv for some λ > 0.

The metric g induces isomorphisms TpM → T ∗
pM , v 7→ v♭ and T ∗

pM → TpM , ξ 7→ ξ♯ via

v♭(w) = g(v, w), ξ(w) = g(ξ♯, w).

The inner product of ξ, η ∈ T ∗
pM is defined via g(ξ, η) = g(ξ♯, η♯). We say that ξ ∈ T ∗

pM is timelike

if ξ♯ is, and that ξ is future-directed if ξ♯ is past-directed. We also write gradg(f) = df ♯.

A smooth curve γ : [a, b] → M is timelike if its tangent vector γ̇(s) is timelike for all s ∈ [a, b].
Spacelike, null, causal, as well as future and past-directed curves are defined analogously. These
definitions can be extended straightforwardly to piecewise smooth curves. However, a causal (or
timelike or null) curve is always required to be either future or past-directed, that is, the tangent
vector cannot switch causal cones at the breaking points.

For a pair of points p, q ∈ M we write p ≤ q if p = q or there is a future-directed causal curve
from p to q. The causal future of a set S ⊂M is defined by

J+(S) = {q ∈M : there is p ∈ S satisfying p ≤ q}.(2.2)

The past J−(S) is defined analogously, with the inequality reversed. We write J±(p) = J±({p})
for points p ∈M .

Definition 2.2. The manifold (M, g) is globally hyperbolic, see [HM19HM19], if

(i) there is no closed causal curve, and
(ii) the causal diamond J+(p) ∩ J−(q) is compact for all p, q ∈M .

If M is non-compact and 1 + n ≥ 3, then condition (i) follows from (ii) [HM19HM19].

A (topological) hypersurface Σ ⊂ M is called a Cauchy surface if every inextendible timelike
curve meets Σ exactly once. We quote a fundamental result.

Proposition 2.3. The following are equivalent conditions for (M, g).

(a) (M, g) is globally hyperbolic.
(b) There is a smooth spacelike Cauchy surface.
(c) There is a Cauchy temporal function, that is, a smooth function τ : M → R that satisfies

g(dτ, dτ) < 0, dτ is future-directed, and all level sets Σr = τ−1(r) are smooth spacelike
Cauchy surfaces.
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The function τ in (c) can be chosen so that it is surjective, and its restriction to any inextendible
future-directed causal curve is strictly increasing and surjective onto R. Moreover, each Σr is
connected, and there is a diffeomorphism F : R×Σ0 →M obtained by flowing Σ0 along −gradg(τ)
such that

(F ∗g)(r, x) = c(r, x)(−dr2 + hr(x))(2.3)

where c > 0 is smooth, hr(x) is a Riemannian metric on Σ0 smoothly depending on r, and r = τ .
The map F induces a diffeomorphism between Σr and Σr′ for any r, r′ ∈ R.

Proof. The equivalence of (a)–(c) was established in [BS03BS03, BS05BS05] (see also the survey [Sán22Sán22] or
[Rin09Rin09, Chapter 11]). The properties of τ on causal curves are stated in [Rin09Rin09, Theorem 11.18],
and the diffeomorphism F is given in [BS05BS05]. We remark that the connectedness of Σ0 follows from
the connectedness of M : if x1, x2 ∈ Σ0, then there is a continuous curve γ(s) joining F (0, x1) and
F (0, x2) in R1+n, and F−1(γ(s)) = (r(s), x(s)) where x(s) is a continuous curve in Σ0 joining x1
and x2. □

From now on, τ will denote a Cauchy temporal function that satisfies all the properties in
Proposition 2.32.3. In particular, the Cauchy surfaces Σr will be smooth, connected and spacelike.

Example 2.4. Let g = c(t, x)(−dt2 + ht) where c is a smooth positive function in R1+n and ht is
a Riemannian metric on Rn depending smoothly on t such that, for some λ > 0,

ht(v, v) ≥ λ|v|2Eucl
uniformly over (t, x) ∈ R1+n and v ∈ Rn. The last condition means that the time cones for
g cannot become arbitrarily wide. We claim that (R1+n, g) is globally hyperbolic. (Without the
lower bound on ht this may fail, see [Sán22Sán22, Section 6.2].) To see this, let γ be a smooth inextendible
timelike curve, so in particular γ̇(s) ̸= 0 for all s (the piecewise smooth case is analogous). By a
reparametrization we may arrange that |γ̇(s)|Eucl ≡ 1, and since γ is inextendible it must be defined
for all s ∈ R. We may assume that γ is future-directed (the past-directed case is analogous). Since
γ(s) = (γ0(s), η(s)) ∈ R× Rn is timelike, we have

γ̇0(s)
2 > ht(η̇(s), η̇(s)) ≥ λ|η̇(s)|2Eucl = λ(1− γ̇0(s)

2).

This gives

γ̇0(s) >

√
λ

1 + λ
.

It follows that s 7→ γ0(s) is bijective R → R and γ(s) intersects each Σr = {r} × Rn exactly once.
Thus any Σr is a Cauchy surface, and (R1+n, g) is globally hyperbolic.

Global hyperbolicity ensures that the Cauchy problem for the wave equation is well-posed and
one has finite propagation speed.

Proposition 2.5. Let (M, g) be globally hyperbolic, let τ be a Cauchy temporal function and let
τ0, s ∈ R. For any f ∈ Hs

loc(M) with supp(f) ⊂ {τ ≥ τ0}, there is a unique u ∈ Hs+1
loc (M) such

that
□gu = f in M, u|{τ<τ0} = 0.

One has finite propagation speed, meaning that

supp(u) ⊂ J+(supp(f)).

Similarly, if supp(f) ⊂ {τ ≤ τ0}, there is a unique v ∈ Hs+1
loc (M) such that

□gv = f in M, v|{τ>τ0} = 0,
10



and one has supp(v) ⊂ J−(supp(f)).

Proof. For a distribution f with supp(f) ⊂ {τ ≥ τ0} the existence of a distributional solution u
with supp(u) ⊂ J+(supp(f)) is given in [Bär15Bär15, Lemma 4.1] (for the smooth case see [BGP07BGP07,
Corollary 3.4.3]). Uniqueness follows from [BGP07BGP07, Theorem 3.1.1].

For regularity, if f ∈ Hs
loc(M) and u is the distributional solution given above, then u is mi-

crolocally Hs+2 away from the characteristic set of □g by [Hör85Hör85, Theorem 18.1.31]. Moreover, by
propagation of Hs+1 singularities [Hör85Hör85, Theorem 26.1.4] we see that u is microlocally Hs+1 along
every null bicharacteristic that reaches the set {τ < τ0} where u vanishes. However, the projection
of a null bicharacteristic is a null geodesic by Lemma 4.24.2, hence it is a causal curve that meets the
Cauchy surface {τ = τ0} exactly once. Thus every null bicharacteristic reaches {τ < τ0}. It follows
that u is microlocally Hs+1 everywhere in T ∗M \ 0, which gives that u is in Hs+1

loc (M) by [Hör85Hör85,
Theorem 18.1.31]. □

2.2. Spacetimes that are Minkowski outside a cylinder. We now consider globally hyperbolic
spacetimes (R1+n, g) that satisfy g = gMin outside R ×B. The next result shows that this condition
forces certain relations between t and τ .

Proposition 2.6. Let g satisfy (1.11.1)–(1.21.2), let τ be a Cauchy temporal function and let (tj , xj) be

a sequence in R×B.

(a) If τ(tj , xj) → ±∞, then tj → ±∞. Moreover, for any t0 ∈ R there are r± ∈ R such that

{τ ≤ r−} ⊂ {(t, x) ∈ R1+n : t < t0 +max(|x| − 1, 0)},
{τ ≥ r+} ⊂ {(t, x) ∈ R1+n : t > t0 −max(|x| − 1, 0)}.

(b) If tj → ±∞, then τ(tj , xj) → ±∞. In particular τ |R×B is a proper map.

We first prove part (a), which will be used frequently in this article. Part (b) will be used to

show that the map ΛHyp
g in Corollary 1.31.3 is well defined.

The next lemma describes the set Σr = τ−1(r) outside Rn ×B.

Lemma 2.7. Let g satisfy (1.11.1)–(1.21.2). There is a smooth real valued function α such that

Σr ∩ {|x| ≥ 1} = {(α(r, x), x) : |x| ≥ 1}.
For fixed x with |x| ≥ 1, the map r 7→ α(r, x) is strictly increasing and maps onto R.

Proof. If |x| ≥ 1, by (1.11.1) the curve t 7→ (t, x) is timelike and hence it intersects the Cauchy surface
Σr at a unique time t = α(r, x). Thus Σr ∩ {|x| ≥ 1} = {(α(r, x), x) : |x| ≥ 1} and

(2.4) τ(α(r, x), x) = r when |x| ≥ 1.

Consider the smooth map F (t, r, x) = τ(t, x)− r. Now t = α(r, x) for |x| ≥ 1 is the unique time for
which F (t, r, x) = 0, and ∂tF = ∂tτ > 0 since t 7→ (t, x) is timelike. The implicit function theorem
ensures that there is a smooth local extension of α near any (r, x) with |x| ≥ 1. Differentiating
(2.42.4) in r gives that ∂rα > 0, and the identity α(τ(t, x), x) = t shows that r 7→ α(r, x) maps onto
R. □

Proof of Proposition 2.62.6 (a). We argue by contradiction and suppose that (tj , xj) ∈ R × B with
τ(tj , xj) → −∞, but tj ̸→ −∞ (the proof for +∞ is analogous). Then there is t0 ∈ R so that, after
passing to a subsequence, for any j one has τ(tj , xj) = rj ≤ −j and tj ≥ t0.

11



On the other hand, by Lemma 2.72.7

(2.5) Σr ∩ {|x| ≥ 1} = {(α(r, x), x) : |x| ≥ 1}
where α is smooth on {|x| ≥ 1} and r 7→ α(r, x) is strictly increasing and surjective onto R. Thus
for any x with |x| = 1, there is rx such that α(r, x) ≤ t0 − 2 when r ≤ rx. By continuity and
compactness there is r0 such that α(r, x) ≤ t0 − 1 whenever |x| = 1 and r ≤ r0.

Now if j is sufficiently large, we have rj ≤ r0 and thus Σrj ∩ {|x| = 1} ⊂ {t ≤ t0 − 1}. On
the other hand (tj , xj) ∈ Σrj and tj ≥ t0. Since Σrj is connected there is a continuous curve γ(s)
in Σrj with γ(0) = (tj , xj) and γ(1) ∈ Σrj ∩ {|x| = 1}. We can arrange that this curve lies in
Σrj ∩ {|x| ≤ 1} simply by replacing it with γ|[0,a] where a is the first time when γ meets {|x| = 1}.
This implies that Σrj contains a point (t0, yj) where |yj | ≤ 1. By passing to a subsequence we may
assume that yj → y where |y| ≤ 1. But now we have

τ(t0, yj) = rj ≤ −j, (t0, yj) → (t0, y).

Thus τ(t0, yj) would converge both to −∞ and τ(t0, y), which is a contradiction.

For the second statement, we first observe that there is r− so that {τ ≤ r−}∩ (R×B) ⊂ {t < t0}
(otherwise one would get a contradiction with the first statement). If α is as above, then for r ≤ r−
we have

{τ = r} ∩ (R× ∂B) = {(α(r, x), x) : |x| = 1} ⊂ {t < t0}.
Since g = gMin outside R×B and since {τ = r} is spacelike, for r ≤ r− we must have

{τ = r} ⊂ {(t, x) ∈ R1+n : t < t0 +max(|x| − 1, 0)}.
This proves the second statement. □

To prove Proposition 2.62.6 (b), we state a lemma that is of independent interest. Note that in this
lemma {t = t0} is not necessarily a Cauchy surface, see Figure 22.

Lemma 2.8. Let g satisfy (1.11.1)–(1.21.2). Given t0 ∈ R, any inextendible timelike curve meets the set
{t = t0}.

Proof. Assume for notational simplicity that t0 = 0 and let γ be an inextendible future-directed
timelike curve. We argue by contradiction and suppose that γ stays forever in {t > 0} (the case
with {t < 0} is analogous). By Proposition 2.62.6 (a), there is r such that Σr ⊂ {t < max(|x| − 1, 0)}.
Since Σr is a Cauchy surface, γ meets Σr at some γ(s0) = (t0, x0). Since γ stays in {t > 0}, we
must have

|x0| > 1 and 0 < t0 < |x0| − 1.

Now γ(s) must stay in J−(t0, x0) ∩ {t > 0} for s ≤ s0, but by (1.11.1) this set is contained in the
compact set J−

Min(t0, x0) ∩ {t ≥ 0} where J−
Min is the causal past with respect to gMin. However, τ

is bounded in any compact set, which contradicts the fact that τ(γ(s)) → −∞ as s→ −∞. □

Proof of Proposition 2.62.6 (b). We first claim that for any r ∈ R,

(2.6) Σr ∩ (R×B) is compact.

To prove this, define

T = max
x∈∂B

|α(r, x)|.

For any z ∈ R1+n, let ηz be the integral curve of −gradg(τ) with ηz(0) = z. Note that ηz is timelike
and future-directed, depends smoothly on z, and τ is strictly increasing along ηz. Since Σr is a

12



Figure 2. Cartesian grid in the complex plane under the diffeomorphism F (reiθ) =

rei(θ+χ(r)θ0) where θ0 = 3π/4 and χ is a smooth, monotone cutoff function from R
to [0, 1] satisfying χ(0) = 1 and χ(r) = 0 for r > 1. Pushing gMin on R1+1 = C
forward through F , we get a metric g satisfying (1.1) and (1.2). The red curve is
the timelike g-geodesic t 7→ F (t, 0). It intersects three times the set {t = 0} (in
blue).

Cauchy surface, each ηz meets Σr transversally at a unique time S(z), and S is smooth by Lemma
3.33.3. Consider the smooth map

F : {t = 0} → Σr, F (z) = ηz(S(z)).

Lemma 2.82.8 ensures that for any w ∈ Σr, the curve ηw meets {t = 0} at some z, and then w = F (z).
Thus F is surjective. Now if z = (0, x) with |x| > T + 1 and if the curve ηz meets R × ∂B,
then the first point of intersection is in the set {t > T} by (1.11.1). Moreover, τ > r in the set
(R× ∂B) ∩ {t > T} by the definition of T and the fact that α is strictly increasing in r. Similarly,
for negative times ηz first meets R× ∂B (if it meets R× ∂B at all) in a set where {τ < r}. Thus
η(0,x) for |x| > T + 1 cannot meet Σr inside R×B. It follows that

Σr ∩ (R×B) ⊂ F ({(0, x) : |x| ≤ T + 1}).

The latter set is compact by continuity of F , which proves (2.62.6).

Next we prove that

(2.7) R1+n \ Σr has exactly two components given by {τ > r} and {τ < r}.

To see that {τ > r} is connected, fix two points z0, z1 ∈ {τ > r} and let γ : [0, 1] → R1+n be some
continuous curve joining z0 and z1. Let ρ = min{τ(z0), τ(z1)} > r. The set {t ∈ [0, 1] : τ(γ(t)) < ρ}
is an open subset of (0, 1), hence it is the union of disjoint open intervals (aj , bj). Since Σρ is
connected, we may replace each γ|[aj ,bj ] by a continuous curve in Σρ with the same endpoints. By

this procedure we obtain a continuous curve in {τ > r} joining z0 and z1, which shows that {τ > r}
is connected. The argument for {τ < r} is analogous. These are maximal connected subsets of
R1+n \ Σr, since any strictly larger set contains a point both in {τ > r} and {τ < r}, and such
points cannot be connected by a continuous curve in R1+n \ Σr. This proves (2.72.7).
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Finally we prove Proposition 2.62.6 (b). Suppose that (t, x) ∈ R×B and τ(t, x) ≤ R. We will show
that there is T = T (R) so that t ≤ T . This proves the statement in (b) for the + sign. The proof
for − sign is analogous, and together these facts imply the properness of τ |R×B.

By (2.62.6) one has ΣR ∩ (R×B) ⊂ (−T, T )×B for some T > 0. Then [T,∞)×B is a connected
subset of R1+n \ ΣR, and (2.72.7) implies that it must be contained either in {τ > R} or in {τ < R}.
However, since τ is strictly increasing along t 7→ (t, x) for x ∈ ∂B, one must have τ(t, x) > R when
x ∈ ∂B and t is sufficiently large. This implies that

[T,∞)×B ⊂ {τ > R}.
Consequently t ≤ T whenever (t, x) ∈ R×B and τ(t, x) ≤ R. □

3. The SPW scattering relation

In this section we will prove Theorem 1.61.6. It is enough to consider the case where ω = e1, so
that

Σ± = {(t, x1, x′) ∈ R1+n : x1 = ±1}, Σ±,σ = Σ± ∩ {t = σ}.
Recall that for z ∈ Σ−, γz : (−∞, ρ(z)) → R1+n is the geodesic with γz(0) = z and γ̇z(0) = (1, e1),
r+(z) is the time when γz exits {x1 ≤ 1}, Tg = {z ∈ Σ− : r+(z) = ρ(z)} is the trapped set, and
the SPW scattering relation is the map

βλg : Σ− \ Tg → T ∗Σ+, z 7→ (γz(r+(z)), λ(γz(r+(z)))γ̇z(r+(z))).

We start by proving a weak version of Theorem 1.61.6 that gives a diffeomorphism property from Σ−
to Σ+ and includes a nontrapping condition.

Proposition 3.1. Let g be a Lorentzian metric in R1+n satisfying (1.11.1), let λ ∈ C∞(Σ+) be
positive, and suppose that for any σ ∈ R one has

βg(Σ−,σ \ Tg) = βλgMin
(Σ−,σ).

Then

• Tg = ∅ and each γz is defined on all of R;
• r+ is smooth on Σ−;
• the map z 7→ γz(r+(z)) is a diffeomorphism Σ−,σ → Σ+,σ+2 for any σ; and
• γ̇z(r+(z)) = λ(γz(r+(z)))(1, e1) for all z ∈ Σ−.

For the proof we formulate two lemmas that will also be needed later when studying the eikonal
equation in Section 44. For completeness we also state the Hadamard global inverse function theorem,
which will be used in several places in this article to prove global diffeomorphism properties.

Theorem 3.2 ([KP02KP02, Theorem 6.2.8]). Let M1 and M2 be smooth connected manifolds having
the same dimension, and let f : M1 → M2 be a smooth map. If f is proper, the derivative Df is
invertible everywhere on M1, and M2 is simply connected, then f is a diffeomorphism.

The first lemma is a simple result on smoothness of intersection times.

Lemma 3.3. Let Z be a manifold, and assume that we have a smooth map

Z × R → R1+n, (z, r) 7→ ηz(r).

Let Σ be a smooth hypersurface in R1+n, and suppose that

ηz0(r0) ∈ Σ, η̇z0(r0) is transverse to Σ.
14



Then there is a smooth map r(z) near z0 such that r(z0) = r0 and

ηz(r) ∈ Σ for (z, r) near (z0, r0) ⇐⇒ r = r(z).

Proof. Let ρ : R1+n → R be a smooth defining function for Σ, so that Σ = ρ−1(0) and ∇ρ(z) is a
nonzero vector normal to Σ for any z ∈ Σ. We define the smooth function

F : Z × R → R1+n, F (z, r) = ρ(ηz(r)).

Then F (z0, r0) = 0 and ∂rF (z0, r0) = ∇ρ(ηz0(r0)) · η̇z0(r0). Since η̇z0(r0) is transverse to Σ, we
have ∂rF (z0, r0) ̸= 0. By the implicit function theorem, there is a smooth function r(z) near z0
such that r(z0) = r0 and

F (z, r) = 0 near (z0, r0) ⇐⇒ r = r(z).

Since F (z, r) = 0 is equivalent to ηz(r) ∈ Σ, the lemma follows. □

The second lemma gives a nontrapping property for a family of geodesics with certain properties.
It will also be needed in Section 44.

Lemma 3.4. Let g be a Lorentzian metric on R1+n, and let ηz be a family of geodesics depending
smoothly on z ∈ Σ− with the following properties.

(i) Any ηz that reaches Σ+ meets both Σ± exactly once, with ηz(0) = z and ηz(r+(z)) ∈ Σ+.
(ii) Any w ∈ Σ+ lies on a unique ηz where z ∈ Σ−, which defines a map κ : Σ+ → Σ−, w 7→ z.
(iii) η̇κ(w)(0) and η̇κ(w)(r+(κ(w))) are transverse to Σ± and depend smoothly on w.

Then κ : Σ+ → Σ− is an embedding. If κ is also surjective or proper, then it is a diffeomorphism,
and for any z ∈ Σ− the geodesic ηz meets Σ+ at a unique time r+(z) depending smoothly on z.

Proof. If w ∈ Σ+, write r(w) = r+(κ(w)) and v+(w) = η̇κ(w)(r(w)) and let γz,v be the g-geodesic
through z in direction v. Uniqueness of geodesics and (i) give that γw,v+(w)(s) = ηκ(w)(r(w) + s).
Thus in particular

γw,v+(w)(−r(w)) ∈ Σ−, γ̇w,v+(w)(−r(w))) is transverse to Σ−.

By (iii) γw,v+(w) depends smoothly on w and by (i) it meets Σ− only at time −r(w). Lemma 3.33.3
implies that r(w) depends smoothly on w. Thus the map

κ : Σ+ → Σ−, κ(w) = γw,v+(w)(−r(w)),
is smooth on Σ+.

On the other hand, fix w̄ ∈ Σ+ and write z̄ = κ(w̄) ∈ Σ−. Since

ηz̄(r+(z̄)) ∈ Σ+, η̇z̄(r+(z̄)) is transverse to Σ+,

Lemma 3.33.3 ensures that there is a smooth function R(z) for z near z̄ such that

ηz(R(z)) ∈ Σ+ for z near z̄.

By (i) one has R(z) = r+(z) and κ(ηz(R(z))) = z near z̄. This implies that Dκ is invertible near
w̄, and since w̄ ∈ Σ+ was arbitrary we see that κ is a local diffeomorphism. If κ(w1) = κ(w2) then
(i) implies that w1 = w2, showing that κ is injective and hence an embedding.

If κ is also surjective, then it is a diffeomorphism Σ+ → Σ−. On the other hand, if κ is proper,
the Hadamard global inverse function theorem (Theorem 3.23.2) implies that κ is a diffeomorphism.
Then any z ∈ Σ− is of the form z = κ(w) for a unique w ∈ Σ+. By (ii) ηz reaches Σ+, and by (i)
ηz meets Σ+ at the unique time r+(z). We proved above that r+(z) = R(z) is smooth. □
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Proof of Proposition 3.13.1. For the metric gMin, the geodesics starting at Σ− in direction (1, e1) are
the straight lines r 7→ z + r(1, e1). This shows that

βλgMin
(Σ−,σ) = {(w, λ(w)(1, e1)) : w ∈ Σ+,σ+2}.

The assumption βg(Σ−,σ \ Tg) = βλgMin
(Σ−,σ) for all σ implies that

{(γz(r+(z)), γ̇z(r+(z))) : z ∈ Σ−,σ \ Tg} = {(w, λ(w)(1, e1)) : w ∈ Σ+,σ+2}.
We can read off two facts:

• For any z ∈ Σ−,σ with z /∈ Tg, one has γz(r+(z)) ∈ Σ+,σ+2 and γ̇z(r+(z)) = λ(1, e1).
• Any w ∈ Σ+,σ+2 lies on some geodesic γz with z ∈ Σ−,σ.

Combining this with (1.11.1), which implies that geodesics are straight lines in {|x1| ≥ 1} and that any
γz that reaches Σ+ from {x1 < 1} must stay in {x1 > 1} afterwards, we obtain that any geodesic
γz with z /∈ Tg intersects both Σ− and Σ+ exactly once. Moreover, the tangent vector on Σ− is
(1, e1) and on Σ+ it is λ(w)(1, e1). By uniqueness of geodesics, it follows that any w ∈ Σ+,σ+2 lies
on exactly one geodesic γκ(w) where κ(w) ∈ Σ− (then κ(w) ∈ Σ−,σ).

We have proved that the family γz satisfies the conditions in Lemma 3.43.4. Thus κ : Σ+ → Σ− is
an embedding. Then also κ : Σ+,σ+2 → Σ−,σ is an embedding, and in particular κ(Σ+,σ+2) is open
in Σ−,σ. We write

κ(Σ+,σ+2) = κ(Σ+,σ+2 ∩ {|x′| ≥ 1}) ∪ κ(Σ+,σ+2 ∩ {|x′| ≤ 1}).
By (1.11.1), for |x′| ≥ 1 one has κ(σ+2, 1, x′) = (σ,−1, x′). Thus κ(Σ+,σ+2∩{|x′| ≥ 1}) is closed. On
the other hand, since κ is continuous, κ(Σ+,σ+2 ∩ {|x′| ≤ 1}) is compact and hence closed. Thus
κ(Σ+,σ+2) is an open and closed set, so by connectedness κ(Σ+,σ+2) = Σ−,σ and κ is surjective. By
Lemma 3.43.4 one has Tg = ∅, r+ is smooth, and the map κ−1 : z 7→ γz(r+(z)) is a diffeomorphism
mapping Σ−,σ onto Σ+,σ+2. Since each γz reaches Σ+ with tangent vector γ̇z(r+(z)) = λ(1, e1),
(1.11.1) implies that each γz is defined in all of R. □

The next proposition shows that the set J−(Σ+,σ) ∩ Σ− agrees with the corresponding set for
gMin, if the SPW scattering relations agree. Contrary to Proposition 3.13.1, both (1.11.1) and (1.21.2) are
assumed, not only (1.11.1).

Proposition 3.5. Let g be satisfy (1.11.1)–(1.21.2), let λ ∈ C∞(Σ+) be positive, and suppose that for
any σ ∈ R one has

βg(Σ−,σ \ Tg) = βλgMin
(Σ−,σ).

Then
J−(Σ+,σ) ∩ Σ− = {t ≤ σ − 2} ∩ Σ−.

Again the proof will be based on several lemmas. Below we will write

C = R×B.

The first lemma is related to points on ∂C.

Lemma 3.6. Let g satisfy (1.11.1) and let pj = (tj , xj) ∈ ∂C. If t1 ≤ t2 − π, then p1 ≤ p2. If g also
satisfies (1.21.2), then p1 ≤ p2 implies t1 < t2 + π.

Proof. Let t1 ≤ t2 − π and let η : [0, L] → Sn−1 be a unit speed length minimizing geodesic on
Sn−1 from x1 to x2. Then L ≤ π, and by (1.11.1) the curve γ(r) = (t1 + r, η(r)) is a future-directed
causal curve from p1 to (t1 + L, x2). Further, joining (t1 + L, x2) to (t2, x2) by the line segment
r 7→ (t1 + L+ r, x2) shows that p1 ≤ p2.
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Now assume that also (1.21.2) holds. We argue by contradiction and suppose that p1 ≤ p2 but
t1 ≥ t2 + π. Then t2 ≤ t1 − π, and the first part implies that p2 ≤ p1. The Cauchy temporal
function τ is strictly increasing on future-directed causal curves. Thus if one had p1 ̸= p2, then the
conditions p1 ≤ p2 and p2 ≤ p1 would yield τ(p1) < τ(p2) and τ(p2) < τ(p1), which is impossible.
Therefore p1 = p2, which contradicts the assumption t1 ≥ t2 + π. □

The next lemma gives a decomposition of J−(Σ+,σ). Below, J−
Min will denote the causal past

with respect to gMin.

Lemma 3.7. Let g satisfy (1.11.1)–(1.21.2), let σ ∈ R and R ≥ 2π + 1, and define

A = Σ+,σ ∩ {|x| ≥ R}, K = Σ+,σ ∩ {|x| ≤ R}.

Then

J−(Σ+,σ) = (J−
Min(A) \ C) ∪ J

−(K).

Proof. Let p ∈ J−(Σ+,σ) and let us show that p ∈ (J−
Min(A) \ C) ∪ J−(K). There is q ∈ Σ+,σ and

a past-directed causal curve γ from q to p. If q ∈ K, then p ∈ J−(K). Now suppose that q ∈ A.
If γ does not intersect C, then γ is causal with respect to gMin and p ∈ J−

Min(A) \ C. Suppose now
that γ intersects C and let p̃ = (t0, x0) ∈ ∂C be the first intersection point with ∂C. There holds
t0 ≤ σ− (R−1) ≤ σ−2π, as γ is causal with respect to gMin outside C and R ≥ 2π+1. By Lemma
3.63.6 one has p̃ ≤ q̃ for q̃ = (σ, e1). Thus p ≤ p̃ ≤ q̃. Since q̃ ∈ K, we have p ∈ J−(K).

Let now p ∈ (J−
Min(A) \ C) ∪ J−(K) and let us show that p ∈ J−(Σ+,σ). Observe that

J−(Σ+,σ) = J−(A ∪K) = J−(A) ∪ J−(K).

If p ∈ J−(K), then p ∈ J−(Σ+,σ). On the other hand, suppose that p ∈ J−
Min(A) \ C. There is

q ∈ A and a curve γ from q to p that is causal with respect to gMin. If γ does not intersect C, then
γ is causal with respect to g and p ∈ J−(A). Suppose now that γ intersects C, let p1 = (t1, x1)
be the first intersection point with ∂C, and let p2 = (t2, x2) ∈ ∂C be the last intersection point
with ∂C. One has t1 ≤ σ − (R − 1) ≤ σ − 2π. Moreover, since p2 ≤ p1, Lemma 3.63.6 implies that
t2 < t1+π ≤ σ−π. Using Lemma 3.63.6 again we see that p2 ≤ q where q = (σ, e1). Thus p2 ∈ J−(K).
Moreover, p ≤ p2 since the segment of γ from p2 to p is outside C due to p being outside C. □

Lemma 3.8. Let g satisfy (1.11.1)–(1.21.2) and let σ ∈ R. The set J−(Σ+,σ) is closed, and for any
z ∈ Σ− there is r > 0 such that z + rē0 ̸∈ J−(Σ+,σ) where ē0 = (1, 0) ∈ R1+n.

Proof. Let R ≥ 2π+1 and let A and K be as in Lemma 3.73.7. Due to the properties of the Minkowski
geometry, J−

Min(A) is closed. The set J−(K) is closed as K is compact, see [HM19HM19, Theorem 2.1].
As C is open, the closedness of J−(Σ+,σ) follows from Lemma 3.73.7.

If z ∈ Σ−, the future J+(z) is closed by [HM19HM19, Theorem 2.1], so J+(z) ∩ J−(K) is also closed.
Moreover, one has

J+(z) ∩ J−(K) ⊂ J+(K ∪ {z}) ∩ J−(K ∪ {z})
and the latter set is compact [HM19HM19, Proposition 2.3]. Thus J+(z)∩ J−(K) is compact, and there
is T > 0 such that

J+(z) ∩ J−(K) ⊂ {t ≤ T}.(3.1)

We see that z + rē0 ̸∈ J−
Min(A) ∪ J−(K) for r ≫ 0. □

Lemma 3.9. The boundary of J−(Σ+,σ), σ ∈ R, is covered by normal null geodesics from Σ+,σ.
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Proof. By Lemma 3.83.8 and [O’N83O’N83, Lemma 6, p. 404] applied to J−(Σ+,σ), we have

∂J−(Σ+,σ) = J−(Σ+,σ) \ I−(Σ+,σ),(3.2)

where I−(Σ+,σ) is the chronological past of Σ+,σ, that is, the set of points p ∈ M such that there
is a future-directed timelike curve from p to a point in Σ+,σ. Let p ∈ ∂J−(Σ+,σ). Then there is
a causal curve from p to Σ+,σ. This curve is a normal null geodesic, since otherwise we get the
contradiction p ∈ I−(Σ+,σ) from [O’N83O’N83, Theorem 51, p. 298]. □

Proof of Proposition 3.53.5. Observe that the past-directed normal null geodesics from Σ+,σ are the
geodesics starting in direction c(−1,±e1) ∈ R1+n for c > 0. By (1.11.1) the geodesics in direction
(−1, e1) never reach Σ−. Thus Lemma 3.93.9 ensures that ∂J−(Σ+,σ) ∩ Σ− is covered by geodesics
starting from Σ+,σ in direction −c(1, e1). In view of Proposition 3.13.1 such geodesics meet Σ− only
in the set Σ−,σ−2. Thus we have

∂J−(Σ+,σ) ∩ Σ− ⊂ Σ−,σ−2.(3.3)

Let z ∈ Σ−,σ−2. By Proposition 3.13.1 we have z ∈ J−(Σ+,σ). Consider the curve µ(r) = z+r(1, 0). If
r ≤ 0, then µ(r) ≤ z and therefore µ(r) ∈ J−(Σ+,σ). On the other hand, let r > 0. By Lemma 3.83.8,
there is R > 0 such that µ(R) ̸∈ J−(Σ+,σ). In view of (3.33.3), the curve µ can intersect ∂J−(Σ+,σ)

at most at µ(0). Hence the set {r > 0 : µ(r) /∈ J−(Σ+,σ)} is a nonempty open and closed subset
of {r > 0}. By connectedness µ(r) ̸∈ J−(Σ+,σ) when r > 0. □

The final proposition needed for the proof of Theorem 1.61.6 states that Φ is a local diffeomorphism.

Proposition 3.10. Let g satisfy (1.11.1)–(1.21.2), let λ ∈ C∞(Σ+) be positive, and suppose that for any
σ ∈ R one has

βg(Σ−,σ \ Tg) = βλgMin
(Σ−,σ).

Then the derivative of Φ : Σ− × R → R1+n, Φ(z, r) = γz(r) is invertible everywhere.

Proof. We write z = (t,−1, y) ∈ Σ− with y ∈ Rn−1 and Φ(z, r) = Φ(t, y, r). To get a contradiction,
suppose that Φ is singular at (z∗, r∗) ∈ Σ− × R with z∗ = (t∗,−1, y∗), that is, there is a direction
(δt, δy, δr) ∈ R1+n such that at (z∗, r∗) there holds

∂tΦδt+ ∂yjΦδyj + ∂rΦδr = 0.(3.4)

Define the vector field J(r) = ∂tΦ(z∗, r) along γ(r) = γz∗(r). Since Dr∂t = Dt∂r where D
denotes the covariant derivative and since γ is a null geodesic, we have

∂r(g(J, γ̇)) = g(Dr∂tΦ, γ̇) + g(J,Drγ̇) = g(Dt∂rΦ, γ̇) =
1

2
∂t(g(γ̇, γ̇)) = 0.

Thus g(J, γ̇) = g(J, γ̇)|r=0 = g(∂t, N) = −1 where N = (1, e1). A similar argument shows that
g(∂yjΦ, γ̇) = 0.

Returning to (3.43.4), and using the fact that γ̇ = ∂rΦ is a null vector, we have

0 = g(∂tΦδt+ ∂yjΦδyj + ∂rΦδr, γ̇) = −δt.

Thus δt = 0, and the map

Φ∗ : Rn−1 × R → R1+n, Φ∗(y, r) = Φ((t∗,−1, y), r)

is singular at (y∗, r∗) in the sense that DΦ∗ does not have full rank.
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Let us show that r∗ < r+(z∗). For z = (t∗,−1, y), by Proposition 3.13.1 we can write γz(r+(z)) =
(t∗ + 2, 1, ψ∗(y)) where ψ∗ is a diffeomorphism of Rn−1. Observe that if r ≥ r+(t∗,−1, y), then the
facts that γ̇z(r+(z)) = λ(1, 1, 0) and (1.11.1) imply that

Φ∗(y, r) = (t∗ + 2, 1, ψ∗(y)) + λ(t∗ + 2, 1, ψ∗(y))(r − r+(t∗,−1, y))(1, 1, 0).(3.5)

Thus for r ≥ r+(t∗,−1, y) the derivative DΦ∗ has the form ∗ λ
∗ λ

Dyψ∗ 0

 .(3.6)

Regardless of the elements marked with ∗ that were not computed explicitly, the columns of DΦ∗
are seen to be linearly independent since the columns of Dyψ∗ are. Thus r∗ < r+(z∗).

Observe that the null geodesic γ is normal to the spacelike submanifold Σ−,t∗ . Moreover, γ(r∗) is
a focal point of Σ−,t∗ along γ since Φ∗ is singular at (y∗, r∗), see [O’N83O’N83, Proposition 30, p. 283] (the
normal exponential map to Σ−,t∗ satisfies D exp(δy,Nδr) = DΦ∗(δy, δr)). By [O’N83O’N83, Proposition
48, p. 296] there is a timelike curve from some point z− ∈ Σ−,t∗ to the point γ(r+(z∗)) ∈ Σ+,t∗+2.
But then z− is in the interior of J−(Σ+,t∗+2) ∩ Σ−, see [O’N83O’N83, Lemma 6, p. 404]. This is a
contradiction since z− is on the boundary of J−(Σ+,t∗+2) ∩ Σ− according to Proposition 3.53.5. We
have shown that DΦ is invertible everywhere. □

Proof of Theorem 1.61.6. Proposition 3.13.1 ensures that Φ is defined on Σ−×R. By the Hadamard global
inverse function theorem (Theorem 3.23.2) and Proposition 3.103.10, to see that Φ : Σ− × R → R1+n is
a diffeomorphism it is enough to show that it is proper. Let K ⊂ R1+n be compact, so there is
R > 1 such that

(3.7) K ⊂ {(t, x1, y) : |t| ≤ R, |x1| ≤ R, |y| ≤ R}.
Since the Cauchy temporal function τ is smooth, there is T > 0 such that

(3.8) |τ | ≤ T in K.

Moreover, since the function α in Lemma 2.72.7 is smooth in {|x| ≥ 1}, there is A > 0 such that

(3.9) sup
|y|≤R

α(T, (−1, y)) ≤ A, inf
|y|≤R

α(−T, (1, y)) ≥ −A.

To show that Φ is proper, it is enough to show that there is C = C(K) > 0 such that for any
(z, r) with Φ(z, r) = γz(r) ∈ K where z = (t,−1, y), one has

|t| ≤ C, |y| ≤ C, |r| ≤ C.

We fix (z, r) with γz(r) ∈ K. First note that by (1.11.1) any geodesic γz̃ which begins in {|ỹ| > R}
stays forever in {|ỹ| > R}. Thus we have

|y| ≤ R.

Next we give a bound for t. If r ≤ 0, then (1.11.1) gives the identity γz(r) = z + r(1, e1). Together
with (3.73.7) this implies that |t+ r| ≤ R and | − 1 + r| ≤ R. Thus

(3.10) |r| ≤ R+ 1 and |t| ≤ 2R+ 1.

Similarly, if r ≥ r+(z), then γz(r) = γz(r+(z)) + λ(γz(r+(z)))(r − r+(z))(1, e1) by (1.11.1) and the
fact that γ̇z(r+(z)) = λ(1, e1). Proposition 3.13.1 ensures that γz(r+(z)) ∈ Σ+,t+2. Using (3.73.7) we get
|t+ 2 + λ(r − r+(z))| ≤ R and |1 + λ(r − r+(z))| ≤ R. This implies

(3.11) |λ(r − r+(z))| ≤ R+ 1 and |t| ≤ 2R+ 3.
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Finally, if 0 < r < r+(z), the fact that τ is increasing along γz implies that

τ(z) ≤ τ(γz(r)) ≤ τ(γz(r+(z))).

By (3.83.8) we have |τ(γz(r))| ≤ T . In particular τ(z) ≤ T . By (3.93.9) we have

t = α(τ(z), (−1, y)) ≤ α(T, (−1, y)) ≤ A.

On the other hand, by (3.83.8) we have −T ≤ τ(γz(r)) ≤ τ(γz(r+(z))). Since γz(r+(z)) is of the form
(t+ 2, 1, ỹ) where |ỹ| ≤ C, (3.93.9) gives

t+ 2 = α(τ(γz(r+(z))), (1, ỹ)) ≥ α(−T, (1, ỹ)) ≥ −A.

All in all we have proved that for some C = C(K) one has

|t| ≤ C.

It remains to give a bound for r. Since |t| ≤ C and |y| ≤ R, continuity and compactness give
that r+(z) ≤ C for some C = C(K) that may change from line to line. Since λ is smooth and
positive we also have

C−1 ≤ λ(γz(r+(z)) ≤ C.

Thus if Φ(z, r) ∈ K ∩ {|x1| ≤ 1}, then 0 ≤ r ≤ C. On the other hand, if Φ(z, r) ∈ K ∩ {x1 < −1},
then r < 0 and (3.103.10) gives |r| ≤ R + 1. Similarly, if Φ(z, r) ∈ K ∩ {x1 > 1}, then r > r+(z) and
(3.113.11) gives |λr| ≤ R + 1 + λr+ ≤ C, so |r| ≤ C. This concludes the proof that Φ is proper and
hence a diffeomorphism.

We already know from Proposition 3.13.1 that γ̇z(r) = λ(γz(r))(1, e1) when γz(r) ∈ Σ+, and

γ̇z(r) = (1, e1) when γz(r) ∈ Σ−. By (1.11.1) we have γ̇z(r) = λ̂(1, e1) for some smooth positive λ̂

whenever γz(r) /∈ R × B. Moreover, λ̂ = 1 in {x1 ≤ −1} ∪ {|y| ≥ 1}, and λ̂(w + s(1, e1)) = λ̂(w)
for w ∈ Σ+ and s ≥ 0. □

4. The eikonal equation

In Theorem 1.61.6 the conclusion is a diffeomorphism property, which we now characterize in terms
of solutions of eikonal equations. Let ω ∈ Sn−1 and recall that Σ− = {(t, x) ∈ R1+n : x · ω = −1}.
Given z ∈ Σ−, let γz(r) be the g-geodesic with γz(0) = z and γ̇z(0) = (1, ω) defined in the maximal
interval (−∞, ρ(z)). Consider the map

Φ : D → R1+n, Φ(z, r) = γz(r),

where D = {(z, r) : z ∈ Σ−, r < ρ(z)} is the maximal domain of Φ.

Proposition 4.1. Let g be a smooth Lorentzian metric in R1+n satisfying (1.11.1)–(1.21.2). Then the
following conditions are equivalent.

(a) Φ : D → R1+n is a diffeomorphism.
(b) There is a smooth function φ = φω in R1+n such that

g(dφ, dφ) = 0, φ|{x·ω≤−1} = t− x · ω.

Moreover, if (a) holds, then D = Σ− × R, φ = t− x · ω outside R ×B, and

dφ(γz(r)) = −γ̇z(r)♭.

In particular, dφ is nowhere vanishing and φ is constant along each γz. Moreover, if (b) holds
both for ω and ω̃ and dφω(z0) = λdφω̃(z0) for some z0 ∈ R1+n and some λ > 0, then ω = ω̃.
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In fact, for our main results we only need the implication (a) =⇒ (b). This is a standard
consequence of the geometric approach to solving eikonal equations via Lagrangian manifolds. For
completeness we will give a detailed proof including the implication (b) =⇒ (a) in Appendix AA.

We will also need the standard fact that for null bicharacteristics (z(r), ζ(r)) of □g, the curves
z(r) are null geodesics, and that ζ(r) = dφ(z(r)) if φ is a suitable smooth solution of the eikonal
equation. The proof is given in Appendix AA.

Lemma 4.2. Let g be a Lorentzian metric in R1+n and let p(z, ζ) = −1
2gz(ζ, ζ) = −1

2g
jk(z)ζjζk.

Given (z̄, ζ̄) ∈ T ∗R1+n \ 0, the integral curve of the Hamilton vector field Hp through (z̄, ζ̄) is the

curve (z(r), ζ(r)) where z(r) is the geodesic with z(0) = z̄ and ż(0) = −ζ̄♯, and ζ(r) = −ż(r)♭.
Moreover, if φ is a smooth solution of the eikonal equation

p(z, dφ(z)) = 0 near z([a, b])

and if ζ(r0) = dφ(z(r0)) for some r0 ∈ [a, b], then ζ(r) = dφ(z(r)) and φ(z(r)) is constant for all
r ∈ [a, b].

We give some further properties of φ.

Lemma 4.3. Let g satisfy (1.11.1), and let φ = φω be as in Proposition 4.14.1. Then the following
properties hold in R1+n.

(i) The vector field Z = −(dφ)♯ defined by

Zu = −g(dφ, du)
is future-directed, tangential to the surfaces {φ = s}, and satisfies Z|{x·ω≤−1} = ∂t+ω ·∇x.
The integral curves of Z are the future-directed null geodesics γz(r) for z ∈ Σ−.

(ii) If γ(r) is a future-directed causal curve, then ∂r(φ(γ(r))) ≥ 0 with equality if and only if
γ̇(r) = λZ(γ(r)) for some λ > 0. Analogously, ∂r(φ(γ(r))) ≤ 0 along past-directed causal
curves with equality if and only if γ̇(r) = −λZ(γ(r)) for some λ > 0.

Proof. (i) Since φ = t − x · ω in {x · ω ≤ −1} and g = gMin there, one has Z|{x·ω≤−1} =

−(dφ)♯|{x·ω≤−1} = ∂t + ω · ∇x. Thus Z is future-directed when x · ω ≤ −1. Now if Z would stop
being future-directed somewhere along a curve γz(r), then the null vector Z and hence dφ would
vanish somewhere, which is impossible by Proposition 4.14.1. One has dφ(Z) = Zφ = −g(dφ, dφ) = 0,
so Z is tangential to {φ = s}. Finally, Proposition 4.14.1 gives

γ̇z(r) = −dφ(γz(r))♯ = Z(γz(r)),

which shows that the integral curves of Z are the null geodesics γz(r).

(ii) Suppose now that γ(r) is causal and future-directed. We have

∂r(φ(γ(r))) = dφ(γ̇) = −g(Z, γ̇).
Since g(Z,Z) = 0 and g(γ̇, γ̇) ≤ 0 and both Z and γ̇ are future-directed, it follows from Lemma 2.12.1
that ∂r(φ(γ(r))) ≥ 0 with equality if and only if γ̇ = λZ for some λ > 0. The past-directed case is
analogous. □

We conclude this section by stating some topological properties of the functions φω.

Lemma 4.4. Let g satisfy (1.11.1)–(1.21.2). Assume that φ is a smooth solution of g(dφ, dφ) = 0 in
R1+n with φ = t − x · ω outside R × B. If (tj , xj) ∈ R × B and tj → ±∞, then φ(tj , xj) → ±∞.

In particular φ|R×B : R×B → R is proper and surjective.
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Proof. It is enough to consider ω = e1. By Proposition 4.14.1 we know that Φ is a diffeomorphism
Σ− × R → R1+n. (In the proof of the main results we could also obtain this conclusion from
Theorem 1.61.6, which would avoid using the direction (b) =⇒ (a) in Proposition 4.14.1.) Thus for any
w ∈ R1+n there is a unique pair (κ̃(w), r(w)) ∈ Σ−×R such that w = γκ̃(w)(r(w)). Write κ = κ̃|Σ+ .

The condition φ = t− x1 outside R×B implies that for any w ∈ Σ+, one has

γ̇κ(w)(r(w)) = −dφ(w)♯ = (1, e1).

Together with (1.11.1) these facts show that the family γz satisfies (i)–(iii) in Lemma 3.43.4. Thus
κ : Σ+ → Σ− is an embedding.

Next we prove that κ is proper. Let K ⊂ Σ− be compact, so that for some C > 1 one has

K ⊂ {(t,−1, x′) : |t| ≤ C, |x′| ≤ C}.

Let w = (t̃, 1, x̃′) ∈ κ−1(K), so there is a unique z = (t,−1, x′) ∈ K with γz(r+(z)) = w. The key
fact that we need is that φ is constant along the curves γz. Since also φ = t − x1 outside R × B,
we have

|t̃− 1| = |φ(w)| = |φ(z)| = |t+ 1|.
This implies that

|t̃| ≤ |t|+ 2 ≤ C + 2.

On the other hand, if |x̃′| > C then (1.11.1) implies that |x′| > C, so w /∈ κ−1(K). This proves that

κ−1(K) ⊂ {(t̃, 1, x̃′) : |t̃| ≤ C + 2, |x̃′| ≤ C}.

Thus κ is proper, and Lemma 3.43.4 implies that for any z ∈ Σ− the geodesic γz reaches Σ+ at a
unique time r+(z). By (i) it also follows that γz(r) stays outside R×B unless r ∈ [0, r+(z)].

We now prove that φ|R×B is proper. Suppose that w ∈ (φ|R×B)
−1([−C,C]), so w ∈ R× B and

|φ(w)| ≤ C. Write κ̃(w) = (t,−1, x′). Since φ is constant along γκ̃(w), we have

|t+ 1| = |φ(κ̃(w))| = |φ(w)| ≤ C.

Thus |t| ≤ C + 1. Consider the set

S = {(t,−1, x′) ∈ Σ− : |t| ≤ C + 1, |x′| ≤ 1}.

Since γz(r) stays outside R×B unless r ∈ [0, r+(z)], we have

(φ|R×B)
−1([−C,C]) ⊂ {Φ(z, r) : z ∈ S, r ∈ [0, r+(z)]}.

Now S is compact and r+ is smooth, so the last set is contained in Φ(S × [0, R]) for some R > 0.
This set is compact by continuity of Φ. We have proved that φ|R×B is proper. It is also surjective
onto R since φ = t− x · ω on R× ∂B.

Finally, fix s ∈ R. The set {φ > s} is connected, since any wj ∈ {φ > s} for j = 1, 2 can be first
connected to κ̃(wj) by the curve γκ̃(wj) along which φ is constant, and then κ̃(w1) and κ̃(w2) can

be joined by a line in Σ− ∩ {φ > s} = Σ− ∩ {t > s− 1}. Similarly {φ < s} is connected, and these
are maximal connected sets in R1+n \ {φ = s} since φ is continuous. Using that φ|R×B is proper,

the set {φ = s}∩ (R×B) is compact and hence contained in {|t| ≤ C} for some C. The connected
set {t > C} ∩ (R× B) must be contained in the component {φ > s} since φ = t− x1 on R× ∂B.
It follows that

{φ ≤ s} ∩ (R×B) ⊂ {t ≤ C}.
This proves that φ(tj , xj) → +∞ whenever (tj , xj) ∈ R×B and tj → ∞. The case where tj → −∞
is analogous. □
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5. Plane waves

In this section we let g be a smooth Lorentzian metric in R1+n satisfying (1.11.1)–(1.21.2). We fix
a Cauchy temporal function τ having the properties in Proposition 2.32.3 (our constructions will be
independent of the choice of τ). The following result gives a precise definition and some properties
of the distorted plane waves.

Proposition 5.1. Let g satisfy (1.11.1)–(1.21.2). For any ω ∈ Sn−1 and s ∈ R there is a unique solution
U = Ug

ω,s ∈ L2
loc(R1+n) of the problem

□gU = 0 in R1+n, U |{τ<τ0} = H(t− x · ω − s)

where τ0 ∈ R is chosen so that supp(□g(H(t−x ·ω−s))) ⊂ {τ > τ0}. The definition is independent
of the choice of such τ0, and also independent of the choice of the Cauchy temporal function τ .
Moreover, writing ω = e1 and x = (x1, x

′), one has

(5.1) supp(U) ⊂ J+({x1 ≤ −1 or |x′| ≥ 1} ∩ {t ≥ x1 + s}),

and WF(U) is the flowout of {(z, λ(1,−ω)) : z ∈ Σ−,s−1, λ ̸= 0} under the bicharacteristic flow
for □g.

Proof. By (1.11.1) the function f := −□g(H(t − x · ω − s)) is supported in the set {(t, x) : |x| ≤
1, t ≥ x · ω + s} and therefore also in [s − 1,∞) × B. By Proposition 2.62.6 (a) there is τ0 with
supp(f) ⊂ {τ > τ0}. Since g is globally hyperbolic, Proposition 2.52.5 ensures that there is a unique
solution R := G+f of □gR = f with R|{τ<τ0} = 0 and supp(R) ⊂ J+(supp(f)). This shows that
there is a unique distributional solution

U = H(t− x · ω − s)−G+(□g(H(t− x · ω − s)))

of □gU = 0 in R1+n with U |{τ<τ0} = H(t− x · ω − s).

Now let τ̃ be another Cauchy temporal function and let τ̃0 be such that supp(f) ⊂ {τ̃ > τ̃0} (such

a number exists by Proposition 2.62.6 (a)). Let R̃ be the solution of □gR̃ = f with R̃|{τ̃<τ̃0} = 0. Then

supp(R̃) ⊂ J+(supp(f)), and consequently □g(R−R̃) = 0 with supp(R−R̃) ⊂ J+(supp(f)). Since
τ is strictly increasing along future-directed causal curves, J+(supp(f)) is contained in {τ > τ0}
(or similarly in {τ̃ > τ̃0}). Thus R − R̃|{τ<τ0} = 0, and uniqueness of the Cauchy problem implies

that R = R̃ everywhere. This shows that the definition of U is independent of the choice of Cauchy
temporal function and of the choice of τ0.

To show (5.15.1), write Ũ0 = H(t− x · ω− s)χ{τ<τ0} where χ{τ<τ0} is the characteristic function of

{τ < τ0}. Then U = Ũ0 + R̃ where R̃ is the unique forward solution of

□gR̃ = −□gŨ0, R̃|{τ<τ0} = 0.

Fix T ≥ 3. By Proposition 2.62.6 (a) we may choose τ0 so that

(5.2) {τ ≤ τ0} ⊂ {(t, x) ∈ R1+n : t < s− (T − 1) + max(|x| − 1, 0)}.

Therefore supp(Ũ0) ⊂ A, where

A = {t < s− (T − 1) + max(|x| − 1, 0)} ∩ {t ≥ x · ω + s}.

It follows from T > 2 that A is disjoint from {|x| ≤ 1}. Writing ω = e1 and x = (x1, x
′) gives more

precise bounds such as

A ⊂ {x1 ≤
1

2T
(|x′|2 − T 2)} ∩ {t ≥ x1 + s},
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where T can be chosen arbitrarily large. In particular, the condition T ≥ 3 gives

(5.3) A ⊂ {x1 ≤ −1 or |x′| ≥ 1} ∩ {t ≥ x1 + s}.

Since Ũ0 is supported in A, finite propagation speed gives that R̃ and hence also U are supported
in J+(A). Hence (5.15.1) follows from (5.35.3).

Let us next determine WF(U). Since □gU = 0, it follows that WF(U) is contained in the
characteristic set of □g [Hör85Hör85, Theorem 8.3.1], and by propagation of singularities WF(U) is
invariant under the bicharacteristic flow there [Hör85Hör85, Theorem 26.1.1]. Let γ(r) = (z(r), ζ(r))
be any null bicharacteristic of □g and let ε > 0. By Lemma 4.24.2 z(r) is a null geodesic, hence
a causal curve, and therefore it meets {τ = τ0 − ε} at exactly one time r0. We also recall that
U = H(t − x · ω − s) in {τ < τ0}. The fact that WF(U) is invariant under bicharacteristic flow
yields that

(z(0), ζ(0)) ∈ WF(U) ⇐⇒ (z(r0), ζ(r0)) ∈ WF(H(t− x · ω − s)) = N∗({t = x · ω + s}).

Recalling (5.25.2), we have

{τ = τ0 − ε} ∩ {t = x · ω + s} ⊂ A.

By (5.35.3) it follows (writing again ω = e1) that

z(r0) ∈ {x1 ≤ −1 or |x′| ≥ 1} ∩ {t = x1 + s}.

If z(r0) ∈ {x1 ≥ −1, |x′| ≥ 1}, then by (1.11.1) the bicharacteristic must also contain a point of
N∗({x1 ≤ −1, t = x1 + s}). Thus WF(U) is the flowout of N∗({x · ω ≤ −1, t = x · ω + s}) under
the bicharacteristic flow. By (1.11.1) this is also the flowout of {(z, λ(1,−ω)) : z ∈ Σ−,s−1, λ ̸= 0}.

The function H(t − x · ω − s) is in L2
loc and therefore has empty L2 wave front set. Thus

repeating the above argument for the L2 wave front set of U (using the Sobolev wave front set
results in [Hör85Hör85, Theorems 18.1.31 and 26.1.4] instead of the C∞ versions) proves that the L2

wave front set of U is empty. Then [Hör85Hör85, Theorem 18.1.31] implies that U ∈ L2
loc(R1+n). □

If there is a smooth solution φω of the eikonal equation, the plane wave Uω,s has the following
support properties.

Lemma 5.2. Let g satisfy (1.11.1)–(1.21.2) and suppose that φ is a smooth solution of g(dφ, dφ) = 0
in R1+n with φ|{x·ω≤−1} = t− x · ω. Then supp(Ug

ω,s) ⊂ {φ ≥ s} and Ug
ω,s is smooth in {φ > s}.

Proof. Write ω = e1 and x = (x1, x
′). Since φ|{x1≤−1} = t− x1 and φ is constant along the curves

γz, it follows from (1.11.1) that φ = t − x1 in {x1 ≤ −1 or |x′| ≥ 1}. From Proposition 5.15.1 we know
that U = Ug

ω,s is in L2
loc(R1+n) and that

supp(U) ⊂ J+({x1 ≤ −1 or |x′| ≥ 1} ∩ {t ≥ x1 + s}) ⊂ J+({φ ≥ s}).

Lemma 4.34.3 implies that φ is nondecreasing along any future-directed causal curve. This implies
that

supp(U) ⊂ {φ ≥ s}.
By Proposition 5.15.1, WF(U) lies over {φ = s} so U is smooth in {φ > s}. □

Lemma 5.25.2 would already be sufficient for the applications to inverse problems. In the next
result we give more precise information and record the basic fact that the plane waves are conormal
distributions whenever the eikonal equation has a smooth solution. See [Hör85Hör85, Section 18.2] for
properties of conormal distributions and the notation Im(X,Y ).
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Lemma 5.3. Assume the conditions in Lemma 5.25.2. Then U = Ug
ω,s ∈ I−

1+n
4 (R1+n, Y ) where

Y = {φ = s}, and one has the representation

Uω,s = uH(φ− s)

where u is smooth in {φ ≥ s}.

The fact that U is conormal follows by writing U = Û0+ R̂ where Û0 = H(t−x ·ω− s)ψ(τ − τ0)
with ψ ∈ C∞(R) satisfying ψ(t) = 1 for t < 0 and ψ(t) = 0 for t > δ with δ > 0 small, and letting

R̂ be the solution of

□gR̂ = −□gÛ0, R|{τ<τ0} = 0

with τ0 chosen as in (5.35.3). Then Û0 is conormal with respect to {φ = s}, and [GU93GU93, Proposition

2.3] with the choice Λ1 = N∗({φ = s}) ensures that R̂ and hence U are conormal with respect to
{φ = s}. For completeness we give another direct proof of Lemma 5.35.3 in Appendix AA.

6. Distinguishing a Lorentzian metric from the Minkowski metric

In this section we will prove our main results, beginning with Theorem 1.11.1. We assume that we
can measure Uω,s|R×∂B for all ω ∈ Ω and for all time-delay parameters s ∈ R, where Ω is the finite
set

Ω = {±ej ,
1√
2
(ej + ek) : 1 ≤ j, k ≤ n, j < k}.

More precisely, recall the forward operator

FΩ : g 7→ (Ug
ω,s|R×∂B)ω∈Ω,s∈R.

We assume that

FΩ(g) = FΩ(gMin).

We wish to prove that F ∗g = gMin for some diffeomorphism F : R1+n → R1+n with F = id outside
R×B.

We now begin the proof of the uniqueness result. Let ω ∈ Ω and s ∈ R. First we use well-
posedness of the exterior Dirichlet problem to prove the following.

Lemma 6.1. Let g satisfy (1.11.1)–(1.21.2). If Ug
ω,s|R×∂B = UgMin

ω,s |R×∂B, then

Ug
ω,s = UgMin

ω,s in R× (Rn \B).

Proof. Write V = Ug
ω,s − UgMin

ω,s . Then V is an L2
loc function in R1+n that satisfies

□gMinV = 0 in R× (Rn \B), V |R×∂B = 0, V |{τ<τ0} = 0.

We wish to use propagation of singularities in the exterior region X := R × (Rn \ B) to conclude
that V is smooth in X. Indeed, any compressed generalized bicharacteristic of □gMin in X reaches
the Cauchy surface {τ = τ0 − ε}, near which V vanishes, after at most one reflection on ∂B that is
either transversal or diffractive. By propagation of singularities (see [MTMT, Theorem 7.4.3] or [Hör85Hör85,
Theorem 24.5.3]) we have WFb(V |X) = ∅, where V |X is defined by [Hör85Hör85, Corollary 18.3.31]. By
[Hör85Hör85, Theorem 18.3.27] we have V |X ∈ C∞(X). Now that we have proved that V is a smooth
solution in X, uniqueness [Hör85Hör85, Theorem 24.1.1] (or more precisely iteration of [Hör85Hör85, Theorems
23.2.7 and 24.1.4]) implies that V must vanish in R× (Rn \B). □

At this point we can prove Theorems 1.51.5 and 1.71.7.
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Proof of Theorem 1.51.5. If Fω(g) = Fω(gMin), Lemma 6.16.1 implies that

WF(Ug
ω,s|{|x|>1}) = WF(UgMin

ω,s |{|x|>1}) = N∗({t = x · ω + s}) ∩ T ∗({|x| > 1}).

By propagation of singularities we also know that WF(Ug
ω,s) is contained in the characteristic set of

□g and it is invariant under the bicharacteristic flow there. The bicharacteristic curves are related
to null geodesics as described in Lemma 4.24.2. Combining all these facts with (1.11.1), we see that

(6.1) WF(Ug
ω,s) ∩ π−1(Σ±) = {(z, λ(1,−ω)) : z ∈ Σ±,s±1, λ ̸= 0}

where π : T ∗R1+n → R1+n is the natural projection.

On the other hand, WF(Ug
ω,s) is the flowout of {(z, λ(1,−ω)) : z ∈ Σ−,s−1, λ ̸= 0} under the

bicharacteristic flow for □g by Proposition 5.15.1. Using Lemma 4.24.2 again, it follows that

WF(Ug
ω,s) ∩ π−1(Σ+) = {(γz(r),−λγ̇z(r)♭) : z ∈ Σ−,s−1, γz(r) ∈ Σ+, λ ̸= 0}.

Comparing these two expressions for WF(Ug
ω,s) ∩ π−1(Σ+), we see that any γz that reaches Σ+

must stay in {x · ω > 1} afterwards and that

βg(Σ−,s−1 \ Tg) = {(γz(r+(z)), γ̇z(r+(z))) : z ∈ Σ−,s−1 \ Tg}(6.2)

= {(z̃, λ(z̃)(1, ω)) : z̃ ∈ Σ+,s+1},

where λ is some nowhere vanishing function on Σ+.

One has λ > 0 since γ̇z(r+(z))) cannot point into {x · ω < 1}. Next we show that λ is smooth.
For w ∈ Σ+, let ηw be the g-geodesic with ηw(0) = 0 and η̇w(0) = (1, ω). By (6.26.2) any w̄ ∈ Σ+ is
of the form w̄ = γz̄(r+(z̄)), and ηw̄ meets Σ− transversally since γz̄ does. By Lemma 3.33.3 there is a
smooth function R such that z(w) = ηw(−R(w)) ∈ Σ− for w near w̄. Thus w = γz(w)(r+(z(w)))
near w̄. Since γz̄ meets Σ+ transversally, also r+ is smooth near z̄ by Lemma 3.33.3. We obtain the
formula

λ(w) =
1√
2
|γ̇z(w)(r+(z(w)))|Eucl.

Thus λ is smooth on Σ+. This concludes the proof that βg(Σ−,s−1 \ Tg) = βλgMin
(Σ−,s−1) where

λ ∈ C∞(Σ+) is positive. □

Proof of Theorem 1.71.7. Write ω = e1. The conclusion of Theorem 1.61.6 is that

Φ : Σ− × R → R1+n is a diffeomorphism with γ̇z(r) = λ̂(1, e1) when γz(r) /∈ R×B.

Here λ̂ ∈ C∞(R1+n) is positive and satisfies λ̂ = 1 in {x1 ≤ −1}. By (1.11.1), we also have λ̂ = 1 in
{|y| ≥ 1} if we write z = (t, x1, y). By Proposition 4.14.1, the fact that Φ is a diffeomorphism implies
the existence of smooth solution φ to the eikonal equation

g(dφ, dφ) = 0, φ|{x1≤−1} = t− x1.

Moreover, when γz(r) /∈ R×B we have

dφ(γz(r)) = −γ̇z(r)♭ = λ̂(γz(r))(1,−e1).

If we define q(t, x) = t− x1, this can be written as

dφ = λ̂ dq outside R×B.

Thus, outside R×B we have

0 = d(dφ) = d(λ̂ dq) = dλ̂ ∧ dq.
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If we consider coordinates (p, q, y) where p = t+ x1, this gives

∂pλ̂ dp ∧ dq +
∑

∂yj λ̂ dyj ∧ dq = 0 outside R×B.

By linear independence ∂pλ̂ = ∂yj λ̂ = 0 outside R×B. Combining this with the condition λ̂|{|y|≥1} =

1, we obtain λ̂ = 1 in {x1 ≥ 1}. Since λ̂ = 1 also in {x1 ≤ −1}, the condition (1.11.1) ensures that

λ̂ = 1 outside R × B. Thus dφ = dq outside R × B, so φ − q is constant outside R × B, and this
constant is 0 by the condition φ|{x1≤−1} = t− x1.

We have proved the claims about φ. Lemma 5.35.3 implies that the plane waves have the required
representation

Ug
ω,s(t, x) = uω,s(t, x)H(φω(t, x)− s) in R1+n

where uω,s is smooth in {φω ≥ s}. □

Remark 6.2. The fact that λ̂ ≡ 1 would also follow from the conclusion in Proposition 3.13.1 that
z 7→ γz(r+(z)) maps Σ−,σ onto Σ+,σ+2 for any σ ∈ R. Combining that with the facts that φ is
constant along γz and φ|{x1≤−1} = t− x1 would imply that φ|{x1≥1} = t− x1.

In particular, if FΩ(g) = FΩ(gMin), then Theorems 1.51.5–1.71.7 imply the following statement:

(6.3)

{
For any ω ∈ Ω the eikonal equation g(dφω, dφω) = 0 has a unique smooth

solution in R1+n with φω = t− x · ω outside R ×B.

We now invoke for the first time the unique continuation property (1.31.3). This is needed to prove
the crucial fact that the functions φω also solve the wave equation.

Lemma 6.3. Let g satisfy (1.11.1)–(1.31.3) and let φω be as in (6.36.3). Suppose that for some fixed s one
has Ug

ω,s|R×∂B = UgMin
ω,s |R×∂B. Then

□gφω = 0 in {(t, x) ∈ R1+n : φω(t, x) = s}.
Moreover, one has

Ug
ω,s = H(φω(t, x)− s) in R1+n.

Proof. Define v = uω,s − 1 in Q+, where

Q+ = {(t, x) : φω > s, x ∈ B},
Γ+ = {(t, x) : φω > s, x ∈ ∂B}.

Then v ∈ C∞(Q+) satisfies

(6.4) □gv = 0 in Q+, v|Γ+ = ∂νv|Γ+ = 0.

Lemma 4.44.4 guarantees that (r,∞)×B ⊂ {φω > s} for some r. By the unique continuation property
(1.31.3) there is r1 such that v = 0 when t > r1. Next we consider the zero extension of v defined by

ṽ =

{
v, (t, x) ∈ Q+,

0, otherwise.

Then ṽ ∈ L2
loc(R1+n) and ṽ is H2 across Γ+ by (6.46.4). Writing f = □gṽ, it follows that

□gṽ = f in R1+n,

where supp(f) ⊂ {φω ≤ s} by (6.46.4). Moreover, ṽ = 0 when t > r1. By Proposition 2.62.6 (a) there is
a Cauchy surface {τ = τ0} such that {τ ≥ τ0} ∩ (R × B) ⊂ {t > r1}. In particular, ṽ|{τ>τ0} = 0.
Then uniqueness in the backward Cauchy problem and finite propagation speed in Proposition 2.52.5
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imply that supp(ṽ) ⊂ J−(supp(f)) ⊂ J−({φω ≤ s}). Since by Lemma 4.34.3 the function φω is
nonincreasing along past-directed causal curves, we get supp(ṽ) ⊂ {φω ≤ s}. This implies that
uω,s = 1 in Q+.

In particular, we have

Ug
ω,s = H(φω − s) in R1+n.

Then □g(H(φω − s)) = 0 in R1+n. A direct computation gives

□g(H(φω − s)) = −g(dφω, dφω)H
′′(φω − s) + (□gφω)H

′(φω − s).

Since g(dφω, dφω) = 0, it follows that

□gφω|{φω=s} = 0. □

In the remainder of this section we assume that g satisfies (1.11.1)–(1.31.3), that FΩ(g) = FΩ(gMin),
and that for any ω ∈ Ω, φω is as in (6.36.3). We have proved that

□gφω|{φω=s} = 0.

Since we have measurements for all s ∈ R and ω ∈ Ω, we in fact have

□gφω = 0 in R1+n for any ω ∈ Ω.

In the Minkowski case φω = t − x · ω everywhere. We wish to have a similar representation in
the general case. Define

σ =
1

2
(φe1 + φ−e1),

αj =
1

2
(−φej + φ−ej ).

Note that □gσ = □gαj = 0 in R1+n, and σ = t and αj = xj when x /∈ B.

Lemma 6.4. For any ω ∈ Ω one has

φω = σ −
∑

ωjαj .

Proof. Write v = φω − (σ −
∑
ωjαj). Then

□gv = 0 in R1+n, v = 0 when x /∈ B.

By the unique continuation property (1.31.3), it follows that v = 0 when t > T for some T . Proposition
2.62.6 (a) ensures that there is a Cauchy surface {τ = τ0} with {τ ≥ τ0} ∩ (R × B) ⊂ {t > T}.
Uniqueness in the backward Cauchy problem then implies that v = 0 in R1+n. □

We now use Lemma 6.46.4 to show the following.

Lemma 6.5. One has

g(dσ, dσ) = −γ(t, x),
g(dσ, dαj) = 0,

g(dαj , dαk) = γ(t, x)δjk,

where γ > 0 is smooth and γ = 1 for x /∈ B.
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Proof. For ω ∈ Ω we have

0 = g(dφω, dφω) = g(dσ − ωjdαj , dσ − ωkdαk)

= g(dσ, dσ)− 2ωjg(dσ, dαj) + g(dαj , dαk)ωjωk.

In other words

[g(dσ, dσ)δjk + g(dαj , dαk)]ωjωk − 2ωjg(dσ, dαj) = 0, ω ∈ Ω.

Choosing ω = ±ej and subtracting the resulting equations, we get

g(dσ, dαj) = 0, 1 ≤ j ≤ n.

Then, writing γ(t, x) := −g(dσ, dσ) and choosing ω = ej , we obtain

g(dαj , dαj) = γ, 1 ≤ j ≤ n.

Finally, choosing ω = 1√
2
(ej + ek) with j ̸= k, we obtain

g(dαj , dαk) = 0, j ̸= k.

It remains to show that the conformal factor γ can never vanish. We argue by contradiction and
suppose that γ(t0, x0) = 0 for some (t0, x0). We first observe that σ = 1

2(φe1 + φ−e1) satisfies

4g(dσ, dσ) = g(dφe1 , dφe1) + 2g(dφe1 , dφ−e1) + g(dφ−e1 , dφ−e1).

Since γ(t0, x0) = 0 and since dφ±e1 are null, at (t0, x0) one must have

g(dφe1 , dφ−e1) = 0.

By Lemma 2.12.1, any null future-directed covectors dφ±e1 satisfying the above condition must also
satisfy dφ−e1 = λdφe1 for some λ > 0. Then Proposition 4.14.1 gives that e1 = −e1, which is a
contradiction. We have proved that γ is nonvanishing, and by connectedness γ > 0 since γ = 1
outside B. □

Write

F : R1+n → R1+n, F (t, x) = (σ(t, x), α1(t, x), . . . , αn(t, x)).

If x /∈ B one has F (t, x) = (t, x). The result of Lemma 6.56.5 may be rewritten in matrix form as

(6.5) (DF )g−1(DF )t = γg−1
Min.

Lemma 6.6. F is a diffeomorphism.

Proof. By taking determinants in (6.56.5) and using that γ > 0 we see that DF is invertible every-
where. By the Hadamard global inverse function theorem (Theorem 3.23.2) it is enough to show that
F : R1+n → R1+n is proper. To prove this, let K ⊂ R1+n be compact. Then F−1(K) is closed and

we need to show that F−1(K) is bounded. Now F−1(K) ∩ (R × B
c
) = K ∩ (R × B

c
) is bounded,

so it is sufficient to show that F−1(K) ∩ (R×B) is bounded.

We argue by contradiction and suppose that there is a sequence (tj , xj) ∈ F−1(K) ∩ (R × B)
with tj → ∞ (the case where tj → −∞ is analogous). Since K is compact one has |σ(tj , xj)| ≤ C
and |α1(tj , xj)| ≤ C for all j. Moreover, since φe1 = σ − α1, we have

|φe1(tj , xj)| ≤ 2C.

By Lemma 4.44.4 the map φe1 |R×B is proper. This implies that |tj | ≤ C ′ for some C ′, which is a
contradiction. □
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The equation (6.56.5) can be rewritten as

(F−1)∗g = κgMin

for the positive function κ = γ−1 with κ = 1 for x /∈ B. Since F is the identity for x /∈ B, the
boundary measurements for g and (F−1)∗g agree. The proof is thus concluded by the following
result.

Proposition 6.7. Let g satisfy (1.11.1)–(1.31.3), let n ≥ 2, and let κ > 0 be smooth with κ = 1 outside
R×B. If

Fe1(κgMin) = Fe1(gMin),

then κ = 1.

Proof. We repeat the argument above with the choice g = κgMin. By Lemma 6.16.1 we have UκgMin
e1,s =

UgMin
e1,s outside R× B for any s ∈ R. Since g = κgMin, the eikonal equation for g is the same as for

gMin, and thus the function

φ(t, x) = t− x1

is a global smooth solution of g(dφ, dφ) = 0. Lemma 6.36.3 then ensures that

□κgMin(t− x1) = 0 in Rn+1.

This equation can be rewritten as

(∂t + ∂x1)(κ
n−1
2 ) = 0.

Since κ = 1 when x1 = −1, this transport equation gives that κ = 1 everywhere. □

Remark 6.8. If n = 1, Proposition 6.76.7 fails since κ
n−1
2 ≡ 1. Thus we can only conclude that

(F−1)∗g = κgMin where F = id and κ = 1 outside R × B. This is the best possible result for
n = 1, since in this case one has □κg = κ−1□g and therefore also the boundary measurements have
a conformal invariance.

Proof of Theorem 1.11.1. Combining Theorems 1.51.5–1.71.7 with Lemmas 6.46.4–6.66.6 and Proposition 6.76.7
yields Theorem 1.11.1. □

Proof of Corollary 1.21.2. If g = gMin outside (−T, T ) × B and if I = (r,∞) where r > T , then any
solution of

□gu = 0 in I ×B, u|I×∂B = ∂νu|I×∂B = 0

must satisfy u = 0 in (r+1,∞)×B by the Holmgren-John uniqueness theorem or by propagation
of analytic singularities (see [Hör85Hör85, Theorems 8.6.5 and 8.6.13]). Thus the unique continuation
property (1.31.3) is valid. Theorem 1.11.1 shows that F ∗g = gMin for some diffeomorphism with F = id
outside R×B. Finally, since g = gMin outside (−T, T )×B, the eikonal solutions satisfy φω = t−x·ω
for |t| ≥ T + 2. From the definitions of σ and αj we see that F = id when |t| ≥ T + 2. □

Proof of Corollary 1.31.3. By Proposition 2.62.6, the map τ |R×B is proper and surjective. Therefore the
Dirichlet problem on R × B with zero Cauchy data for τ ≪ 0 is well-posed by [Hör85Hör85, Theorem

24.1.1], and the map ΛHyp
g is well defined on C∞

c (R× ∂B). Assume that ΛHyp
g = ΛHyp

gMin . We wish to
show that Ug

ω,s|R×∂B = UgMin
ω,s |R×∂B for all ω ∈ Sn−1 and s ∈ R. This can be done by approximating

the boundary values of plane waves by smooth functions.

Choose φj ∈ C∞
c (R) so that supp(φj) ⊂ [−1,∞) and φj → H in the sense of distributions, and let

ugMin
j = φj(t−x ·ω−s). Then ugMin

j solves □gMinu
gMin
j = 0 in R1+n, supp(ugMin

j ) ⊂ {t−x ·ω ≥ s−1},
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and ugMin
j → UgMin

ω,s = H(t − x · ω − s) in the sense of distributions. Write fj = ugMin
j |R×∂B, so

supp(fj) ⊂ [s− 2,∞)× ∂B, and let ûj ∈ C∞(R×B) be the solution of

□gûj = 0 in R×B, ûj |R×∂B = fj , ûj |{τ<τ0}∩(R×B) = 0,

where τ0 is chosen using Proposition 2.62.6 (a) such that

[s− 2,∞)×B ⊂ {τ > τ0}.

By the assumption ΛHyp
g = ΛHyp

gMin , the Cauchy data of ûj and ugMin
j agree on R× ∂B. We define

uj =

{
ûj in R×B,
ugMin
j outside R×B.

Then uj ∈ H2
loc(R1+n), and therefore uj solves □guj = 0 in R1+n.

By the condition [s − 2,∞) × B ⊂ {τ > τ0}, one has uj |{τ<τ0}∩(R×B) = ugMin
j |{τ<τ0}∩(R×B) = 0,

and by definition uj and ugMin
j agree in {τ < τ0} ∩ (R × Bc). Since □guj = 0 in R1+n and

uj |{τ<τ0} = ugMin
j |{τ<τ0}, uniqueness of the Cauchy problem yields that

uj = ugMin
j −G+(□g(u

gMin
j ))

where G+ is the forward solution operator for Cauchy surface {τ = τ0}. Since ugMin
j → UgMin

ω,s in

the sense of distributions and G+ is continuous [Bär15Bär15, Lemma 4.1], we also have

uj → UgMin
ω,s −G+(□g(U

gMin
ω,s )) = Ug

ω,s in the sense of distributions.

By taking distributional traces on R×∂B using [Hör85Hör85, Theorem 8.4.2 and Corollary 8.2.7], which
is possible since the wave front sets of the solutions uj and Ug

ω,s are disjoint from N∗(R× ∂B), we
obtain

Ug
ω,s|R×∂B = lim

j→∞
uj |R×∂B = UgMin

ω,s |R×∂B.

Thus we have proved that the boundary values of plane waves for g and gMin agree. The corollary
now follows from Theorem 1.11.1. □

Appendix A. Additional proofs

A.1. Eikonal equation. In this section we give the proof of Proposition 4.14.1. As preparation, we
first prove a version of this result that is valid in suitable open sets.

Lemma A.1. Let g be a smooth Lorentzian metric in R1+n with g = gMin in {x · ω ≤ −1}. Let
θ : Σ− → R+ ∪ {∞} be a lower semicontinuous function such that γz is defined on (−∞, θ(z)), let
Dθ = Dω,θ = {(z, r) : z ∈ Σ−, r < θ(z)}, and let

Φ : Dθ → R1+n, Φ(z, r) = γz(r).

The following conditions are equivalent.

(a) Φ : Dθ → Φ(Dθ) is a diffeomorphism.
(b) There is a smooth function φ = φω in some open set containing Φ(Dθ) such that

g(dφ, dφ) = 0, φ|{x·ω≤−1} = t− x · ω.
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If (a) holds, then φ in (b) is characterized by the property

dφ(γz(r)) = −γ̇z(r)♭, (z, r) ∈ Dθ.

In particular φ is constant along each γz. Moreover, if there is another unit vector ω̃ such that
g = gMin also in {x · ω̃ ≤ −1}, and if (b) holds both for ω and ω̃ and dφω(z0) = λdφω̃(z0) for some
z0 ∈ Φ(Dω,θ) ∩ Φ(Dω̃,θ̃) and some λ > 0, then ω = ω̃.

To establish this we need Lemma 4.24.2, which is proved next.

Proof of Lemma 4.24.2. The integral curve η(r) = (z(r), ζ(r)) of Hp with η(0) = (z̄, ζ̄) solves the
Hamilton equations

żj(r) = ∂ζjp(η(r)) = −gjk(z(r))ζk(r),

ζ̇l(r) = −∂zlp(η(r)) =
1

2
∂zlg

km(z(r))ζk(r)ζm(r).

We denote by ∇ the Levi-Civita connection for g. If ζ(r) is considered as a 1-form along z(r), one
has

∇żζ = (ζ̇l − Γk
jlż

jζk) dx
l = (

1

2
(∂zlg

km)ζkζm + Γk
jlg

jmζkζm) dxl

= (−1

2
gka(∂zlgab)g

bm + Γk
jlg

jm)ζkζm dx
r.

After inserting the definition of the Christoffel symbol, a short computation yields that ∇żζ = 0,
that is, ζ(r) is the parallel transport of ζ̄ along z(r). Since ż = −ζ♯ and since ∇ commutes with
♯, this also implies that ∇ż ż = 0. Hence z(r) is the geodesic with z(0) = z̄ and ż(0) = −ζ̄♯.
Now both ζ(r) and −ż(r)♭ are parallel along z(r) and have the same initial condition, which yields

ζ(r) = −ż(r)♭.
Finally, suppose that φ is a smooth solution of p(z, dφ(z)) = 0 near z([a, b]) and ζ(r0) = dφ(z(r0))

where r0 ∈ [a, b]. Let Z(r) be the solution of the ODE

Ż(r) = ∇ζp(Z(r), dφ(Z(r)))

with initial condition Z(r0) = z(r0), and write Ξ(r) = dφ(Z(r)). Then Ξj(r) = ∂jφ(Z(r)) and

Ξ̇j(r) = ∂jkφ(Z(r))Ż
k(r).

On the other hand, differentiating the eikonal equation p(z, dφ(z)) = 0 gives

∂zjp(z, dφ(z)) + ∂ζkp(z, dφ(z))∂jkφ(z) = 0.

This holds near z([a, b]). It follows that at least for r close to r0 one has

Ξ̇j(r) = ∂jkφ(Z(r))∂ζkp(Z(r), dφ(Z(r))) = −∂zjp(Z(r),Ξ(r)).

Thus (Z(r),Ξ(r)) solves near r0 the same Hamilton ODE system as (z(r), ζ(r)) and has the same
initial condition at r0. By uniqueness for ODEs one has (Z(r),Ξ(r)) = (z(r), ζ(r)) near r0. Since
the eikonal equation holds near z([a, b]), repeating the above argument for a larger interval gives
that ζ(r) = dφ(z(r)) near z([a, b]). Then

∂r(φ(z(r))) = dφ(ż(r)) = ζ(r) · ∇ζp(z(r), ζ(r)) = 0

by the Euler homogeneity relation and the fact that p(z, dφ) = 0. □
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Proof of Lemma A.1A.1. We will write Dθ = D for brevity. Note that D is open since θ is lower
semicontinuous. First assume (a). Then (b) will follow by the geometric approach to solving
eikonal equations via Lagrangian manifolds (see e.g. [Hör85Hör85, Section 6.4] or [GS94GS94, Chapter 5] for
more details on the following facts). Let α = ζj dz

j be the canonical 1-form and let σ = dα be the
symplectic form on T ∗R1+n. We let Λ be the flowout of Λ0 = {(z, (1,−ω)) : z ∈ Σ−} with respect
to bicharacteristic flow of p(z, ζ) = −1

2gz(ζ, ζ), that is, in the notation of Lemma 4.24.2

Λ = {(z(r), ζ(r)) : z(0) ∈ Σ−, ζ(0) = (1,−ω), r < θ(z(0))}.
Then Φ(D) is an open set by (a), and Λ is a Lagrangian manifold in T ∗(Φ(D)) \ 0. This means
that ι∗σ = 0 where ι : Λ → T ∗(Φ(D)) is the natural inclusion. Thus we also have

d(ι∗α) = ι∗(dα) = ι∗σ = 0.

Since Φ : D → Φ(D) is a diffeomorphism by (a) and D is contractible, also Φ(D) is contractible
and its first de Rham cohomology group is trivial. Thus there is φ ∈ C∞(Φ(D)) with ι∗α = dφ.
Moreover, since Φ : D → Φ(D) is injective by (a), one has Λ = {(z, λ(z)) : z ∈ Φ(D)} for
some smooth 1-form λ on Φ(D). If we consider coordinates z on R1+n and if (z, ζ) are associated
canonical coordinates on T ∗R1+n, then we have

(ι∗α)z(v) = α(z,λ(z))(ι∗v) = λj(z)dz
j(ι∗v) = λj(z)v

j(z) = λz(v).

Thus λ = ι∗α = dφ, so Λ = {(z, dφ(z)) : z ∈ Φ(D)}. Since Λ ⊂ p−1(0) we see that φ solves
p(z, dφ(z)) = 0 in Φ(D). Finally, if (z, r) ∈ D and if (z(r), ζ(r)) is the bicharacteristic with
(z(0), ζ(0)) = (z, (1,−ω)), then Lemma 4.24.2 gives

dφ(γz(r)) = dφ(z(r)) = ζ(r) = −ż(r)♭ = −γ̇z(r)♭.

Conversely, assume that φ is as in (b). Define the vector field Z = −(dφ)♯, so that Z is smooth
near Φ(D). Lemma 4.24.2 gives that γz is an integral curve of Z, that is,

γ̇z(r) = Z(γz(r)), (z, r) ∈ D.

Thus Φ(z, r) = Ψr(z) for (z, r) ∈ D where Ψr is the flow of Z. The derivative of Φ is given by

DΦ|(z,r)(ż, ṙ) = DΨr(z)ż + Z(Ψr(z))ṙ = DΨr(z)(ż + ṙZ(z)).

Since DΨr is invertible and Z(z) is transverse to Σ−, we see that DΦ is invertible and Φ is a local
diffeomorphism D → Φ(D).

We proceed to proving injectivity of Φ. By the assumption g = gMin in {x · ω ≤ −1}, any
bicharacteristic (z(r), ζ(r)) with z(0) ∈ Σ− and ζ(0) = dφ(z(0)) = (1,−ω) stays in {x · ω < −1}
for negative times since the geodesic z(r) is a straight line for r < 0. The bicharacteristic cannot
return from {x · ω > −1} to Σ− at any positive time r since otherwise one would have ζ(r) =
dφ(z(r)) = (1,−ω) and ż(r) = (1, ω) would point into {x ·ω > −1}, which is not possible. Thus for
any z̄ ∈ Σ−, the integral curve γz̄(r) stays in {x · ω < −1} for negative times and in {x · ω > −1}
for positive times and it only intersects Σ− when r = 0.

Now suppose that z1, z2 ∈ Σ− and Φ(z1, r1) = Φ(z2, r2) = w. Then the integral curve of Z
through w contains both z1 and z2, so the previous discussion gives that z1 = z2. If r1 ̸= r2, then
the integral curve contains a loop and hence is periodic, which would contradict with the discussion
above. This proves that Φ is injective and therefore a diffeomorphism D → Φ(D).

For the final statement, if dφω(z0) = λdφω̃(z0) for some z0 and some λ > 0, then by following the
integral curve (z(r), ζ(r)) of Hp through dφω(z0) backwards to {x ·ω ≤ −1} or to {x · ω̃ ≤ −1} (the
integral curve must reach both sets since z0 ∈ Φ(Dω,θ) ∩ Φ(Dω̃,θ̃)) we obtain that ż(r) = (1, ω) =

(1, ω̃) for r ≪ 0. Thus ω = ω̃. □
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We now move to the proof of Proposition 4.14.1. In order to study this case we employ a nontrapping
condition stating that no geodesic γz(r) can stay in a compact set for all r ≥ 0. This is true under
the global hyperbolicity condition (1.21.2), since then the Cauchy temporal function must increase to
+∞ along such a geodesic.

Proof of Proposition 4.14.1. If ρ(z0) > a, then ρ(z) > a for z near z0 by the smooth dependence
on initial data of solutions to ODEs. This shows that the maximal existence time ρ is lower
semicontinuous, and therefore D is open and connected. If (a) holds, then Lemma A.1A.1 gives (b).
Now assume that (b) holds. From Lemma A.1A.1 we obtain that the derivative of Φ : D → R1+n

is invertible everywhere. If we can show that Φ is a proper map, the Hadamard global inverse
function theorem will imply that Φ is a diffeomorphism from D onto R1+n.

We now prove that Φ is proper. It is enough to consider ω = e1 and write coordinates in R1+n

as (t, x1, y) where y ∈ Rn−1. Let K ⊂ R1+n be compact. Then there is C > 1 such that

K ⊂ {|t| ≤ C, |x1| ≤ C, |y| ≤ C}.
By (1.11.1) any geodesic γz(r) for z = (t,−1, y) with |y| > C will stay in {|y| > C}. Thus

Φ−1(K) ⊂ {|y| ≤ C}.
Since φ is continuous, there is T > 0 such that |φ| ≤ T − 1 in K. Now if (z, r) ∈ Φ−1(K) where
z = (t,−1, y), then the fact that φ is constant along γz gives that

|t+ 1| = |φ(z)| = |φ(γz(r))| ≤ T − 1.

This yields
Φ−1(K) ⊂ {(z, r) : z ∈ S},

where S is the compact set

S = {(t,−1, y) ∈ Σ− : |t| ≤ T, |y| ≤ C}.

Finally we use the assumption (1.21.2), which ensures the existence of a smooth Cauchy temporal
function τ . Since K is compact, there is L > 0 such that |τ | ≤ L in K. Now τ is strictly
increasing along the inextendible causal curve γz, so there is a unique number R(z) < ρ(z) with
τ(γz(R(z))) = L. Thus in particular γz(r) /∈ K when r > R(z). We claim the following uniform
nontrapping statement:

(A.1) sup
z∈S

R(z) <∞.

We argue by contradiction and suppose that for any j there is zj ∈ S with R(zj) > j. After passing
to a subsequence, we may assume that zj → z ∈ S and R(zj) → ∞. Choose r0 > R(z), so that
τ(γz(r0)) > L and also τ(γzj (r0)) > L for j sufficiently large since z 7→ γz(r0) is continuous. Thus
R(zj) < r0 for j large, which contradicts the fact that R(zj) → ∞. This proves (A.1A.1).

Combining the above facts and writing R = supz∈S R(z) proves that

Φ−1(K) ⊂ {(z, r) : z ∈ S, r ≤ R}.
By (1.11.1) we also have Φ−1(K) ⊂ {(z, r) : r ≥ −C + 1}. Thus Φ−1(K) is a closed subset of D that
is contained in a compact subset of Σ− × R. This concludes the proof that Φ−1(K) is compact.
Hence Φ is proper and thus it is a diffeomorphism D → R1+n. This proves that (b) implies (a).

It remains to show that if (a) holds, then φ = t− x1 outside R×B and that D = Σ− ×R. Since
φ = t− x1 in {x1 ≤ −1}, the fact that φ is constant along each γz and (1.11.1) imply that

φ = t− x1 in {x1 ≤ −1} ∪ {|y| ≥ 1}.
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Now let w ∈ Σ+ ∩ {|y| ≤ 1}. Since Φ is a diffeomorphism onto R1+n there is a unique z ∈ Σ− such
that w = γz(r0) for some r0, and by (1.11.1) one must have z ∈ {|y| ≤ 1}.

Let us study the tangent vector of γz at time r0, written as

γ̇z(r0) = (λ0, λ1, v)

where λ0, λ1 ∈ R and v ∈ Rn−1. Here λ0 > 0 since γz is future-directed. We also have λ1 ≥ 0,
since otherwise γz would have come from {x1 > 1} before time r0, and then by (1.11.1) γz(r) would
have been a line segment in {x1 > 1} for r < r0, which is not possible. Since λ1 ≥ 0, (1.11.1) implies
that γz(r) for r ≥ r0 is a line segment in {x1 ≥ 1} with constant tangent vector (λ0, λ1, v). Now if
v ̸= 0, then γz would reach some point w̃ ∈ {|y| > 1} in finite time. But one also has w̃ = γz̃(r̃) for
some z̃ ∈ Σ− ∩ {|y| > 1} by (1.11.1). This contradicts the fact that Φ is a diffeomorphism onto R1+n,
so one must have v = 0. The fact that γ̇z(r0) is null then gives that λ0 = λ1 > 0.

We have proved that any w ∈ Σ+∩{|y| ≤ 1} is of the form w = γz(r0) for some z ∈ Σ−∩{|y| ≤ 1},
and there is λ > 0 such that

γ̇z(r0) = λ(1, e1).

Now Lemma A.1A.1 gives that

dφ(w) = −γ̇z(r0)♭ = λ(1,−e1).
In particular ∇yφ(w) = 0 for any w ∈ Σ+ ∩ {|y| ≤ 1}. Since φ = t− x1 in {|y| ≥ 1}, it follows that
φ = t− x1 on Σ+. Moreover, λ = ∂tφ = 1 on Σ+. Using that φ is constant along the curves γz, we
obtain φ = t− x1 in {x1 ≥ 1}. By (1.11.1) we finally get the property that

φ = t− x1 outside R×B.

It remains to show that D = Σ− × R. Lemma A.1A.1 gives that

γ̇z(r) = −dφ(γz(r))♯ = (1, e1), γz(r) /∈ R×B.

Thus by (1.11.1), any γz(r) that reaches Σ+ at time r+(z) must stay in {x1 > 1} for r > r+(z). The
fact that Φ : D → R1+n is a diffeomorphism ensures that any w ∈ Σ+ lies on a unique γz. Since
γ̇z(0) = γ̇z(r+(z)) = (1, e1), the family γz satisfies the properties in Lemma 3.43.4, and therefore the
map κ : Σ+ → Σ−, w 7→ z, is an embedding.

Next we prove that κ is surjective. If w ∈ Σ+,σ for some σ ∈ R and if z = (t,−1, ỹ) = κ(w), then
the fact that φ is constant along γz, together with φ = t− x1 for |x1| ≥ 1, gives

σ − 1 = φ(w) = φ(z) = t+ 1.

It follows that κ maps Σ+,σ to Σ+,σ−2. Since κ is an embedding, κ(Σ+,σ) is open in Σ+,σ−2. By
(1.11.1) one has κ(Σ+,σ ∩ {|y| ≥ 1}) = Σ−,σ−2 ∩ {|y| ≥ 1}. On the other hand κ(Σ+,σ ∩ {|y| ≤ 1})
is compact and hence closed. Combining these facts gives that κ(Σ+,σ) is both open and closed,
so by connectedness κ(Σ+,σ) = Σ−,σ−2. Thus κ : Σ+ → Σ− is a surjective embedding, hence a
diffeomorphism, and any γz reaches Σ+ at some time r+(z) with γ̇z(r+(z)) = (1, e1). It then follows
from (1.11.1) that D = Σ− × R. □

A.2. Plane waves. Here we give a proof of Lemma 5.35.3.

Proof of Lemma 5.35.3. Write β = φ − s. We use the progressing wave expansion and consider an
approximate plane wave

U (N) =

N∑
j=0

ujHj(β)
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where Hj(r) = rjH(r) and uj are smooth functions in R1+n. Recalling the sign convention for □g,
for any smooth function v we have

(A.2) □g(vHj(β)) = −g(dβ, dβ)vH ′′
j (β) + (Lv)H ′

j(β) + (□gv)Hj(β)

where L is the first order operator (with Z as in Lemma 4.34.3)

Lv = 2Zv + (□gβ)v.

Therefore also

□gU
(N) =

N∑
j=0

[
−g(dβ, dβ)ujH ′′

j (β) + (Luj)H
′
j(β) + (□guj)Hj(β)

]
.

Since g(dβ, dβ) = 0, this reduces to

□gU
(N) = (Lu0)δ(β) +

N∑
j=1

[jLuj + (□guj−1)]Hj−1(β) + (□guN )HN (β).

The next step is to choose the functions uj as solutions of the transport equations

Lu0 = 0, u0|{x·ω≤−1} = 1,

and for j ≥ 1

jLuj + (□guj−1) = 0, uj |{x·ω≤−1} = 0.

Recall from Lemma 4.34.3 that the integral curves of Z are the null geodesics γz(r). The diffeomor-
phism property in Proposition 4.14.1 ensures that no integral curve of Z is trapped in a compact
set, and this implies that the transport equations have smooth solutions uj for any j ≥ 1. More
concretely, any w ∈ R1+n can be written uniquely as w = Φ(z, r) = γz(r) where z = z(w) and
r = r(w) depend smoothly on w. Then u0 is given by

u0(w) = u0(γz(r)) = exp

[
−1

2

∫ r

0
(□gβ)(γz(ρ)) dρ

]
,

and for j ≥ 1 one has

uj(γz(r)) = − 1

2j
e−

1
2

∫ r
0 □gβ(γz(ρ)) dρ

∫ r

0
(□guj−1)(γz(ρ))e

1
2

∫ ρ
0 (□gβ)(γz(s)) ds dρ.

With the above choices, one has

□gU
(N) = (□guN )HN (β) ∈ HN

loc(R1+n), U (N)|{x·ω≤−1} = H(t− x · ω − s).

We choose τ0 so that (5.35.3) holds, and take R(N) to be the forward solution of

□gR
(N) = −□gU

(N), R(N)|{τ<τ0} = 0.

Proposition 2.52.5 gives that R(N) ∈ HN−1
loc (R1+n). We wish to prove that for any N , the plane wave

U is given by

U = U (N) +R(N).

By the uniqueness part of Proposition 5.15.1, this follows if we can show that

(A.3) U (N)|{τ<τ0} = H(t− x · ω − s)|{τ<τ0}.

Writing ω = e1 and x = (x1, x
′), condition (1.11.1) ensures that L = ∂t+∂x1 in {x1 ≤ −1 or |x′| ≥ 1}.

Thus we have

u0 = 1 and uj = 0 in {x1 ≤ −1 or |x′| ≥ 1} when j ≥ 1.
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In particular U (N) = H(t− x · ω − s) in {x1 ≤ −1 or |x′| ≥ 1}. On the other hand, we claim that

(A.4) {τ ≤ τ0} ∩ {x1 ≥ −1, |x′| ≤ 1} ⊂ {φ < s}.

Since U (N) = 0 in {φ < s} and H(t − x · ω − s) = 0 in {τ ≤ τ0} ∩ {x1 ≥ −1, |x′| ≤ 1} by (5.35.3),
this would imply (A.3A.3). To show (A.4A.4), fix w ∈ {τ ≤ τ0} ∩ {x1 ≥ −1, |x′| ≤ 1} and use the
diffeomorphism property in Proposition 4.14.1 to write w = γz(r) for some z ∈ Σ− and r ≥ 0. Note
that z ∈ {|x′| ≤ 1} by (1.11.1). Now τ is increasing along γz, so

τ(z) ≤ τ(w) ≤ τ0.

This implies that z ∈ {t < s − 1, |x′| ≤ 1} by Proposition 2.62.6 (a) if we chose τ0 small enough to
begin with. The function φ is constant along γz, which gives φ(w) = φ(z) < s and proves (A.4A.4).

To show that U ∈ I−
1+n
4 (R1+n, Y ), we use [Hör85Hör85, Definition 18.2.6] and fix N ≥ 1 together with

first order operators L1, . . . , LN with smooth coefficients tangential to Y . We proved above that

(A.5) U = U (N+1) +R(N+1).

We need to show that
L1 . . . LNU ∈ L2

loc(R1+n).

Since R(N+1) ∈ HN
loc, we have L1 . . . LNR

(N+1) ∈ L2
loc. On the other hand the function U (N+1) is

smooth away from Y , so by (A.5A.5) it is enough to show that any z0 ∈ Y has a neighborhood V in
R1+n such that

L1 . . . LNU
(N+1)|V ∈ L2(V ).

Fix z0 ∈ Y and choose V so small that there are local coordinates y = (y0, . . . , yn) in V with β = y0
in V . Then in V one has

U (N+1) =

N+1∑
j=0

uj(y)Hj(y0)

where uj are smooth in V . By [Hör85Hör85, Lemma 18.2.5], in V each operator Lj has the form

a0(y)y0∂y0 +

n∑
j=1

aj(y)∂yj + b(y)

where aj and b are smooth. It follows that L1 . . . LNU
(N+1)|V ∈ L2(V ) as required, and therefore

U ∈ I−
1+n
4 (R1+n, Y ).

Finally, to show that U = uH(β) where u is smooth, we note that U |{β≥0} ∈ HN
loc({β ≥ 0}) by

(A.5A.5). Since this is true for any N and since U is supported in {β ≥ 0}, the required representation
follows. □
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