
COEFFICIENT DETERMINATION FOR NON-LINEAR SCHRÖDINGER
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Abstract. We consider an inverse problem of recovering the unknown coefficients β(t, x)
and V (t, x) appearing in a time-dependent nonlinear Schrödinger equation (i∂t+∆+V )u+
βu2 = 0 in (0, T ) × M , on Euclidean geometry as well as on Riemannian geometry. We
consider measurements in Ω ⊂ M that is a neighborhood of the boundary of M and the
source-to-solution map Lβ,V that maps a source f supported in Ω×(0, T ) to the restriction
of the solution u in Ω × (0, T ). We show that the map Lβ,V uniquely determines the
time-dependent potential and the coefficient of the non-linearity, for the above non-linear
Schrödinger equation and for the Gross-Pitaevskii equation, with a cubic non-linear term
β|u|2 u, that is encountered in quantum physics.

1. Introduction and main results

Let T > 0 and (M, g) be a compact Riemannian manifold of dimension n ≥ 2 with smooth
boundary. Let Ω be a neighbourhood of boundary ∂M , and let V ∈ C∞

c (0, T )×M \ Ω),
and β ∈ C∞

c (0, T )×M \ Ω). Moreover, β is non-zero almost every where in the support of
V . We now consider the following initial boundary value problem for non-linear Schrödinger
equation:

(i∂t +∆g + V (t, x))u(t, x) + β(t, x)u2(t, x) = f(t, x) in (0, T )×M,

u(t, x) = 0 on (0, T )× ∂M,

u(0, x) = 0 in x ∈M.

(1.1)

Here ∆g stands for Laplace Beltrami operator on M and in local coordinates it is given by

∆gu := |g|−
1
2∂j(|g|

1
2 gjk∂ku).

When g is the Euclidean metric, we denote ∆g = ∆ =
∑n

j=1 ∂
2
j . The problem we are

interested in is to recover unknown coefficients V and β from the knowledge of source to
solution map LV,β defined as:

LV,βf := u|(0,T )×Ω, (1.2)

where the sources are in {f ∈ H : suppf ⊂ (0, T ) × Ω}. Here H is a sufficiently small
neighbourhood of the zero function in the space H2κ

00 , and u is the unique solution of the
non-linear Schrödinger equation (1.1) corresponding to the source term f . The function
space H2κ

00 is defined as

H2κ
00 := {f ∈ H2κ((0, T )× Ω) : ∂mt f |t=0 = 0 for 0 ≤ m ≤ 2κ− 1}.

The aim of this article is to prove the unique determination of the potential V (t, x) and
the coefficient β(t, x) from the knowledge of source to solution map LV,β in the Euclidean
setting as well as geometric setting. We now state our main result in the Euclidean setting:
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Theorem 1.1. Let n ≥ 2, T > 0 and M ⊂ Rn be a convex and compact set with a
smooth boundary, and Ω be a neighbourhood of ∂M . Suppose βj ∈ C∞

c (0, T )×M \ Ω) and
Vj ∈ C∞

c (0, T )×M \ Ω), for j = 1, 2. Moreover assume that βj are non-zero everywhere
in the support of Vj for j = 1, 2. Then the following holds true.

Lβ1,V1 = Lβ2,V2 =⇒ (β1, V1) = (β2, V2) in M.

We now state our main result on a Riemannian manifold (M, g) under the following
geometric assumption on (M, g).

Definition 1.1. We say that a manifold M is admissible if every point p ∈M is generated
by admissible geodesics. We say that a point p ∈M is generated by admissible geodesics if
there exist unit vectors ξ1, ξ2 ∈ TpM with ⟨ξ1, ξ2⟩g = 0 such that for

ξ0 = λ′ξ1 + λξ2, λ′ =
√

1− λ2, λ > 0 any small number,

we have γp,ξ0 ∩ γp,ξ1 ∩ γp,ξ2 = {p}. We further assume that each γp.ξj is non trapping, non-
tangential geodesic which does not self intersect at p ∈ M . Here γp,ξ is the geodesic with
the initial data (p, ξ) ∈ TM .

Let us now take a moment to consider some examples of admissible manifolds. First, it is
clear that ifM is a closed, bounded domain in Rn, then it satisfies Definition 1.1. Similarly,
if M is a simple manifold, it follows immediately that M is admissible. On the other hand,
if M is any neighbourhood of a hemisphere in S2, then M fails to be admissible, as every
geodesic which passes through any p ∈M sufficiently near the boundary also passes through
its antipodal point p′.

However, we note that not every admissible manifold is either i) simple, or ii) a closed,
bounded domain of Rn. For example, given any finite interval I, the cylinder M = I × S1
is admissible. Furthermore, so is any sufficiently small neighbourhood of the equator in S2
– we leave it up to the reader to verify that if M =

{
(θ, φ) ∈ S2 : φ ∈ [−ε, ε]

}
, then ε < π

4
is sufficient for M to be admissible.

Our second main result is as follows:

Theorem 1.2. Let (M, g) be an admissible manifold and Ω be a neighbourhood of ∂M .
Suppose βj ∈ C∞

c (0, T )×M \ Ω) and Vj ∈ C∞
c (0, T )×M \ Ω), for j = 1, 2. Moreover

assume that βj are non-zero everywhere in the support of Vj for j = 1, 2. Then

Lβ1,V1 = Lβ2,V2 =⇒ (β1, V1) = (β2, V2) everywhere in M.

The idea of proving our main results is to use boundary sources that create special
solutions of the linearised problem. In the Euclidean context, we utilize geometric optic
solutions, whereas in the geometric scenario, we use Gaussian beam constructions for the
linearized problem. These solutions can be combined to focus on a given point. By taking
advantage of how these solutions interact with each other, we can recover the coefficients
at that point. Importantly, our method does not require assuming that the geodesic ray
transform is invertible on (M, g), unlike the know results for the linear Schrödinger equation.

In fact, this method can be applied, with modifications, to a variety of non-linear
Schrödinger equations. We consider, as an example, the Gross-Pitaevskii equation in the
case where M ⊆ Rn is a convex Euclidean domain:

i∂tu+∆u+ V u+ β|u|2u = f on (0, T )×M ,

u|x∈∂M = 0,

u|t=0 = 0.

(1.3)

If we again denote the source-to-solution map for the above problem by

Lβ,V f = u|(0,T )×Ω,
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where f is supported in a given neighbourhood Ω of ∂M and u solves (1.3), then we have
the following result:

Theorem 1.3. Let n ≥ 2 and M ⊆ Rn be a convex Euclidean domain, and let Lβ,V be the
source-to-solution map for the Gross-Pitaevskii equation. Then

Lβ1,V1 = Lβ2,V2 =⇒ (β1, V1) = (β2, V2) everywhere in M.

One can formulate the result for Gross-Pitaevskii equation on certain Riemannian man-
ifolds like non-linear Schrödinger equation. However, for simplicity, we confine our focus
exclusively to the Euclidean setting.

1.1. Earlier studies and related results. The non-linear Schrödinger equations arise in
the study of Bose-Einstein condensates [PS03] and the propagation of light in nonlinear
optical fibers [Mel05]. They also appear in the study of gravity waves on water and the
models in waves in plasma [Mel05].

Literature dealing with the linearized problem of recovering the time-dependent potentials
of the dynamic Schrödinger equation is reasonably plentiful. It was initially shown by
Eskin [Esk08] that the time-dependent electromagnetic potentials are uniquely determined
by the Dirichlet-to-Neumann map. Logarithmic stability estimates for this recovery were
established in [BA17,CKS15] and further stability estimates of Hölder-type were established
by Kian and Soccorsi [KS19,KT20]. Let us also mention the work of Bellassoued and O.
ben Fraj [BBF20], which establishes logarithmic and double-logarithmic stability estimates
for the same problem with partial data. In the Riemannian setting, Hölder-stable recovery
of the potentials from the Dirichlet-to-Neumann was first established for time-independent
potentials [Bel17,BC10,BF10], and then for time-dependent potentials by [KT20]. Lastly,
there is the work [Tet22], which uniquely recovers the time- dependent Hermitian coefficients
appearing in the dynamic Schrödinger equation on a trivial vector bundle.

The inverse problem studied here is a generalization of the inverse problem introduced
by Calderón [Cal80], where the objective is to determine the electrical conductivity of a
medium by making voltage and current measurements on its boundary. It is closely related
to the problem of determining an unknown potential q(x) in a fixed energy Schrd̈inger
operator ∆ + q(x) from boundary measurements, first solved by Sylvester and Uhlmann
[SU87] in dimensions n ≥ 3 and by Bukhgeim [Buk08] in the 2- dimensional space. For the
inverse conductivity problem, the first global solution in two dimensions is due to Nachman
[Nac96] for conductivities with two derivatives and by Astala and Päıvar̈inta [AP06] the
uniqueness of the inverse problem was proven general isotropic conductivities in L∞. We
refer [Uhl09] for more results in this direction.

In the context of anisotropic conductivity, where the conductivity γ = (γij) is a pos-
itive definite smooth matrix, recovering γ from the Dirichlet-to-Neumann map poses the
anisotropic Calderón problem. In dimensions n ≥ 3, this problem is purely geometric
in nature and it is equivalent to reconstructing a Riemannian metric g from Λg, where

g = |det γ|1/(n−2)γ−1 (see [Uhl14]). Another variant involves recovering a conformal fac-
tor α from Λαg, where α is a smooth positive function and g is fixed, akin to retrieving
a Riemannian metric within the same conformal class. The analogous reduction of recov-
ering a conformal factor to retrieving a potential q from the DN map Λq associated with
−∆g + q = 0 is discussed in [Uhl14].

In dimensions n ≥ 3, the above mentioned problem remains open, with partial solutions
available for smooth manifolds exhibiting certain product structures; see [DSFKSU07,DS-
FKLS16]. For more general smooth Riemannian manifolds, additional results are found in
[UW21,MSS23]. While past works often rely on the injectivity or stability of the geodesic
ray transform for their proofs, this article adopts a novel approach. By strategically using
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nonlinearity as a tool, it avoids the need for such assumptions on the geodesic ray transform,
similar ideas can be found in [LLLS21a,LLLS21b,FO20,KU23] and the references therein.

The inverse problems for nonlinear elliptic equations have also been widely studied.
A standard method is to show that the first linearization of the nonlinear Dirichlet- to-
Neumann map is actually the Dirichlet-to-Neumann map of a linear equation, and to use the
theory of inverse problems for linear equations. For the semilinear stationary Schrod̈inger
equation ∆u + a(x, u) = 0, the problem of recovering the potential a(x, u) was studied in
[IS94, Sun10] in dimensions n ≥ 3, and in [IY13, IN95, Sun10] when n = 2. In addition,
inverse problems have been studied for quasilinear elliptic equations [KN02, SU97, Sun96].
Certain Calderón type inverse problems for quasilinear equations on Riemannian manifolds
were recently considered in [LLS20].

This paper uses extensively the non-linear interaction of solutions to solve inverse prob-
lems. In this approach, nonlinearity is used as a tool that helps in solving inverse problems
and the reconstruction applies the higher order linearizations of the source-to-solution map.
An Inverse problem for a non-linear scalar wave equation with a quadratic non-linearity
was studied in [KLU18] using the multiple-fold linearization and non-linear interaction of
non-smooth solutions of linearized equations. For the direct problem, the analysis of non-
linear interaction for hyperbolic equations started in the studies of Bony [Bon86], Melrose
and Ritter [MR85], and Rauch and Reed [RR82], see also [SB20, SBW21]. These stud-
ies used microlocal analysis and conormal singularities, see [GU93, GU81, MU79]. The
inverse problem for a semi-linear wave equation in (1 + 3)-dimensional Lorentzian space
with quadratic non-linearities was studied in [KLU18] using interaction of four waves. This
approach was extended for a general semi-linear term in [HUZ22, LUW18] and with qua-
dratic derivative in [WZ19]. In [KLOU22], the coupled Einstein and scalar field equations
were studied. The result has been more recently strengthened in [UW20] for the Ein-
stein scalar field equations with general sources. The inverse for semi-linear and quasi-
linear wave equations in (1 + n)-dimensional space are studied in [FLO21] using the three
wave interactions. In [FO20,LLLS21a,LLLS21b] similar multiple-fold linearization methods
have been introduced to study inverse problems for elliptic non-linear equations, see also
[KU20a,KU20b,BKSU23].

In recent works [CLOP22,CLOP21,FO22], the authors have also studied problems of re-
covering zeroth and first order terms for semi-linear wave equations with Minkowski metric.
The three wave interactions were used in [CLOP22,CLOP21] to determine the lower order
terms in the equations and in modelling non-linear elastic scattering from discontinuities
[dHUW19,dHUW20].

For the linear wave equation, the determination of general time-dependent coefficients
have been studied using the propagation of singularities. In the studies of recovery of sub-
principal coefficients for the linear wave equation, we refer the reader to the recent works
[FIKO21, FIO21, Ste17] for recovery of zeroth and first order coefficients and to [SY18]
for a reduction from the boundary data for the inverse problem associated to linear wave
equation to the study of geometrical transforms of the domain. This latter approach has
been recently extended to general real principal type differential operators [OSSU20]. Let us
also mention here the recent works [AFO21,AFO22] which recover zeroth order coefficients
of the wave equation on Lorentzian manifolds from the Dirichlet- to-Neumann map under
suitable geometric assumptions.

The remainder of the article is structured as follows. In Section 2, we establish the
well-defined and smooth nature of the source-to-solution map (1.2) in the vicinity of the
zero solution. Moving on to Section 3, we initially provide the proof of Theorem 1.1 in the
context of Euclidean geometry, aiming to enhance accessibility to the argument. In Section
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4, we demonstrate how this proof can be adapted for the Gross-Pitaevskii equation. Finally,
we present the proof of Theorem 1.2 in the geometric case in Section 5.

2. The Source-to-Solution Map

The aim of this section is to establish that the source-to-solution map for the problem
(1.1) is well defined and smooth in a neighbourhood of zero in the Euclidean setting. In
geometric setting similar argument works. More precisely we prove the following:

Proposition 2.1. Fix β, V in the equation (1.1). Then for any f ∈ H there is a unique
u ∈ H2κ

00 such that u = Lβ,V f , and the map Lβ,V : H → H2κ
00 is smooth.

In order to prove this result, we need some higher order energy estimates for the linearized
problem. Thus, we begin by recalling the inhomogeneous linear Schrödinger equation

(i∂t +∆+ V )u = f on (0, T )×M ,

u|x∈∂M = 0,

u|t=0 = 0,

(2.1)

and let S denote the solution operator for the above equation, defined by S(f) = u. Let us
also define the energy space

Hr,s((0, T )×M) = Hr(0, T ;L2(M)) ∩ L2(0, T ;Hs(M)),

together with the associated norm ∥·∥Hr,s((0,T )×M) = ∥·∥Hr(0,T ;L2(M)) + ∥·∥L2(0,T ;Hs(M)).
We recall here the usual energy estimates for the linearized problem (2.1), which hold

under the assumption that f |t=0 = 0 (for details, see for example [KS19]). These estimates
are:

∥u∥L∞(0,T ;L2(M)) ≤ C∥f∥L2((0,T )×M), (2.2)

∥∂tu∥L∞(0,T ;L2(M)) ≤ C∥f∥H1,0((0,T )×M), ∥∆u∥L2((0,T )×M) ≤ C∥f∥H1,0((0,T )×M). (2.3)

We now establish the desired higher order energy estimates for the linearised problem (2.1).

Lemma 2.2. The problem (2.1) satisfies the estimate

∥u∥H2κ((0,T )×M) ≤ C∥f∥H2κ((0,T )×M) (2.4)

for any choice of source term f ∈ H2κ
00 .

Proof. We begin by noting that i∂tu = f−∆u−V u. Then the assumption that ∂mt f |t=0 = 0
for m ≤ 2κ− 1, together with the fact that u|t=0 = 0, immediately implies that

∂mt u|t=0 = 0, when m ≤ 2κ. (2.5)

The proof of the estimate (2.4) is by induction. The case κ = 0 is implied by (2.2).
Therefore, suppose that we have shown the estimate (2.4) holds for κ ≤ K − 1. Then it
suffices to show that, for ρ, σ ∈ N such that ρ+ 2σ = 2K, we have

∥∂tρ∆σu∥L2((0,T )×M) ≤ ∥f∥H2K((0,T )×M). (2.6)

We begin by applying ∂t to (2.1), and observe that

(i∂t +∆+ V )∂tu = ∂tf − (∂tV )u. (2.7)

Then, since ∂tu satisfies the zero initial condition ∂tu|t=0 = 0, we can apply (2.3) to equation
(2.7) to observe that

∥∂2t u∥L∞(0,T ;L2(M)) ≤ C∥f∥H2,0((0,T )×M) + C∥(∂tV )u∥H1,0((0,T )×M),
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and using the fact that V ∈ C∞
0 ((0, T ) ×M \ Ω), together with the estimates (2.2) and

(2.3), we conclude that

∥∂2t u∥L∞(0,T ;L2(M)) ≤ C∥f∥H2,0((0,T )×M).

We can then proceed to apply this estimate to (2.7) and use the previously derived estimates
to obtain the bound

∥∂3t u∥L∞(0,T ;L2(M)) ≤ C∥f∥H3,0((0,T )×M),

and bootstrapping in this manner we can conclude that

∥∂mt u∥L∞(0,T ;L2(M)) ≤ C∥f∥Hm((0,T )×M). (2.8)

In particular, we note that estimate (2.8) holds for all m ≤ 2K, not just when m is even,
and this estimate establishes (2.6) in the case where σ = 0. Let us now consider the case
where σ = 1. Since u satisfies the Schrödinger equation, it follows that

∥∂2K−2
t ∆u∥L2((0,T )×M) ≤ C∥∂2K−2

t (f − i∂tu+ V u)∥L2((0,T )×M)

≤C∥f∥H2K−2((0,T )×M) + C∥∂2K−1
t u∥L2((0,T )×M) + C∥∂2K−2

t (V u)∥L2((0,T )×M).
(2.9)

From (2.8), we deduce that the second term on the right-hand side of (2.9) is bounded
by ∥f∥H2K−1((0,T )×M). Further, since V ∈ C∞

0 ((0, T ) ×M \ Ω), the induction hypothesis

implies that the third term is bounded by ∥f∥H2K−2((0,T )×M). Therefore, it follows that

∥∂K−2
t ∆u∥L2((0,T )×M) ≤ C∥f∥H2K−1((0,T )×M),

which establishes (2.6) in the case where σ = 1. It remains only to deal with the case where
σ ≥ 2. In this case, note that

∂t
ρ∆σu = ∂t

ρ∆σ−1(f − i∂tu− V u)

= ∂t
ρ∆σ−1(f − V u)− i∂t

ρ+1∆σ−2∆u

= ∂t
ρ∆σ−1(f − V u)− i∂t

ρ+1∆σ−2(f − i∂tu− V u).

Since the derivatives of u and f in the last expression are all of order 2K − 2 or lower, the
induction hypothesis then implies that

∥∂tρ∆σu∥L2((0,T )×M) ≤ C∥f∥H2K−2((0,T )×M),

and this finishes the proof of (2.6) for σ ≥ 2. □

In light of the above, we can now proceed to the proof of proposition 2.1.

Proof of Proposition 2.1. Let us first address the issue of uniqueness. Suppose that for
some f , we have two solutions of (1.1), which we denote by u and v. Then it follows that
(i∂t +∆+ V )(u− v) + β(u+ v)(u− v) = 0, and applying the energy estimate (2.2) for the
linear problem, we conclude that u− v = 0. This implies Lβ,V is well-defined.

We now fix some κ ∈ N large enough that H2κ is a Banach algebra. It follows from the
trace theorem that H2κ

00 is likewise a Banach algebra, and we can therefore define the map

K : H2κ
00 ×H2κ

00 → H2κ
00 via the expression K(u, f) = f − βu2.

We now consider the map Φ(u, f) = u − SK(u, f), and observe that Φ(u, f) = 0 implies
that u is a solution of the non-linear Schrödinger equation (1.1). Observe also that

S : H2κ
00 → H2κ

00

by the result of Lemma (2.2) together with (2.5). Therefore it follows that

Φ(u, f) : H2κ
00 ×H2κ

00 → H2κ
00 .
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We note that the map Φ is smooth in u and f , since K(u, f) is a polynomial and S is
linear. We can use the chain rule to compute ∂uΦ(0, 0) = Id, and the implicit function
theorem gives a smooth map f 7→ u from a neighbourhood H of the zero function in H2κ

00

to H2κ
00 , such that we have Φ(u(f), f) = 0 for all f ∈ H. This map must coincide with Lβ,V

in H, by the uniqueness already established. □

3. The Euclidean Case

We fix T > 0 and consider the case where M is a convex Euclidean domain of Rn. We
shall write (t, x) for the usual Cartesian coordinates of (0, T ) ×M . Let us first recall the
non-linear Schrödinger equation (1.1):

i∂tu+∆u+ V u+ βu2 = f on (0, T )×M ,

u|x∈∂M = 0,

u|t=0 = 0.

(3.1)

Before entering into the technical details of the proof of Theorem 1.1, we will first give
a brief explanation of how the non-linearity is used. Let f1, f2 ∈ H2k

0 be supported in
(0, T )× Ω, and consider the two-parameter family of source terms

fε := ε1f1 + ε2f2, ∀(ε1, ε2) ∈ R2.

For small enough ε1, ε2 it follows that fε ∈ H, and we let wε denote the unique solution of
(3.1) with this choice of source term. Then

w := ∂ε1∂ε2wε|ε=0,

solves the linear Schrödinger equation (2.1) with f = −2βU1U2,where Uj = ∂εjwε|ε=0, and
Uj satisfies the (2.1) with f = fj . In the proof of Theorem 1.1, we choose fj which generate
geometric optics solutions Uj supported near lines which intersect at some p ∈ M . As a
result of this, we hope to recover information about the coefficients (β, V ) at the point
p ∈M .

The remainder of this section is divided as follows. We briefly recall the construction of
approximate geometric optics solutions for the linear Schrödinger equation in section 3.1. In
section 3.2, we use the convexity of M to show that the source-to-solution map determines
the amplitudes of these solutions in Ω, and hence also the sources fj up to a small error.
Finally, in section 3.3, we show how the solutions generated by these sources can be used
to recover the coefficients.

3.1. Geometric Optics Solutions. In this section, we recall the construction of geometric
optics solutions to the linear Schrödinger equation. The details are largely the same as
those elsewhere in the literature (e.g. [KS19]), but we give them below for the reader’s
convenience. Let us begin by considering the homogeneous linear Schrödinger equation

i∂tu+∆u+ V u = 0 in (0, T )×M

u|t=0 = 0 in M.
(3.2)

The construction is based on the use of the ansatz

U(t, x) = eiτ(ξ·x−cτt)a(τ ; t, x) = eiτ(ξ·x−cτt)

(
N∑
k=0

ak(t, x)

τk

)
,
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where τ > 0 is a large parameter, c > 0 is some constant, ξ ∈ Rn, and the amplitudes ak
are to be determined. We insert U to the Schrödinger operator to deduce

(i∂t +∆+ V )U = eiτ(ξ·x−cτt)(i∂t +∆+ V )a+ τ2eiτ(ξ·x−cτt)(c− |ξ|2)a

+2iτeiτ(ξ·x−cτt)(Tξa),
(3.3)

where Tξ =
∑n

l=1 ξ
l∂xl is the transport operator in the ξ direction. We require the right-

hand side of the above to vanish in powers of τ . In particular, this imposes the condition
that

|ξ|2 = c, (3.4)

and that the amplitude functions ak satisfy the transport equations

Tξa0 = 0, TξaN =
i

2
(i∂t +∆+ V )aN−1 for N = 1, 2, · · · . (3.5)

Let us now fix some y ∈ M , and denote by γy,ξ the line through the point y with direc-
tion ξ, as parameterized by γy,ξ(s) = sξ + y. We can choose vectors ωl ∈ Rn such that

{ ξ
|ξ| , ω1, · · · , ωn−1} forms an orthonormal basis of Rn with respect to the Euclidean metric.

Then, for some small δ > 0, we choose the zeroth amplitude to be

a0(t, x) = ϕ(t)
n−1∏
l=1

χδ(ωl · (x− y)), (3.6)

where χδ ∈ C∞
0 (−δ, δ), and ϕ ∈ C∞

0 ((0, T )) is a smooth cutoff. Therefore it follows that for
all t ∈ (0, T ) the amplitude a0(t, ·) is supported in a δ-neighbourhood of the line γy,ξ(R).

We can then use the transport equations (3.5), with vanishing initial conditions imposed
upon the subset Σy,ξ = {x ∈ Rn : ξ · (x− y) = 0} to compute the remaining amplitudes ak
for k ≥ 1 iteratively. Thus we have that

ak(sξ + y) =
i

2

∫ s

0

[
(i∂t +∆+ V )ak−1

]
(s̃ξ + y)ds̃. (3.7)

It follows from the above that U(t, ·) is compactly supported in a δ-neighbourhood of γy,ξ(R)
for all t ∈ (0, T ). Then, by using (3.4) and (3.5) in the expression (3.3), we can deduce that

(i∂t +∆+ V )U = τ−Neiτ(ξ·x−cτt)(i∂t +∆+ V )aN ,

and then a direct computation shows that

∥(i∂t +∆+ V )U∥Hσ((0,T )×M) ≲ τ−N+2σ.

We now convert the approximate solution U(t, x) into a exact solution of (3.2) by writing
u = U +Rτ , where the remainder term Rτ solves

(i∂t +∆+ V )Rτ = −(i∂t +∆+ V )U in (0, T )×M ,

Rτ |x∈∂M = 0,

Rτ |t=0 = 0.

(3.8)

Then the energy estimate (2.4) immediately implies that

∥Rτ∥Hσ((0,T )×M) = ∥u− U∥Hσ((0,T )×M) ≲ τ−N+2σ, (3.9)

for even σ ∈ N, and we have verified that the ansatz U(t, x) is indeed an approximate
solution of the linear Schrödinger equation.



9

3.2. Determination of the Boundary Sources. We now demonstrate that the ampli-
tudes of geometric optics solutions are determined in (0, T ) × Ω by the source-to-solution
map Lβ,V . We begin by defining the map LV as

LV f = u|(0,T )×Ω,

where f is supported in (0, T )× Ω, and u solves the linear Schrödinger equation
(i∂t +∆+ V )u = f on (0, T )×M ,

u|x∈∂M = 0,

u|t=0 = 0.

Note that Lβ,V determines LV for any β, V via the expression LV f = ∂ϵLβ,V (ϵf)|ϵ=0. This
shows that

Lβ1,V1 = Lβ2,V2 =⇒ LV1 = LV2 .

We next consider the Schödinger equation which is backward in time.
(i∂t +∆+ V )w = h on (0, T )×M ,

w|x∈∂M = 0,

w|t=T = 0.

Then, it holds that L∗
V h = w|(0,T )×Ω with h supported in (0, T )×Ω. In fact, we can compute

that for source terms f, h supported in (0, T )× Ω there holds

⟨LV f, h⟩L2((0,T )×Ω) = ⟨f, w⟩L2((0,T )×Ω). (3.10)

For j = 1, 2, let us consider the potentials Vj ∈ C∞
0 ((0, T ) ×M \ Ω). Given any line

γq,ξ with initial point q ∈ ∂M and initial direction ξ ∈ Rn, we can define a sequence of

functions a
(j)
k corresponding to Vj as follows. First, let us choose vectors ω1, · · · , ωn−1 ∈ Rn

such that { ξ
|ξ| , ω1, · · · , ωn−1} is an orthonormal basis of Rn with respect to the Euclidean

metric. Then, for some small δ > 0, we once again choose the zeroth amplitude

a
(j)
0 (t, x) = ϕ(t)

n−1∏
l=1

χδ(ωl · (x− q)), (3.11)

where χδ ∈ C∞
0 (−δ, δ), and ϕ ∈ C∞

0 (0, T ) is a smooth cutoff. We can define the subsequent
functions by solving the following transport equations

2iTξa
(j)
k+1 + (i∂t +∆+ Vj)a

(j)
k = 0, a

(j)
k+1|Σq,ξ

= 0. (3.12)

We can define, for each τ > 0 and N ∈ N, an approximate geometric optics solution Uj

corresponding to the choice of a
(j)
0 and γq,ξ through the expression

Uj(t, x) = ei(τξ·x−|ξ|2τ2t)
N∑
k=0

τ−ka
(j)
k (t, x).

We denote by uj the corresponding exact solution of the Schrödinger equation{
(i∂t +∆+ Vj)uj = 0 on (0, T )×M ,

uj |t=0 = 0,

as constructed in the subsection 3.1. Note that Uj coincides with uj up to a small error
O(τ−N ) in L2. Let η ∈ C∞

0 (M) satisfy η = 1 inM \Ω, and choose fj = (i∂t+∆+Vj)(ηuj).



10

Then, we note that the function ηuj solves the Schrödinger equation
(i∂t +∆+ Vj)U = fj on (0, T )×M ,

U|x∈∂M = 0,

U|t=0 = 0,

with the source fj supported in (0, T ) × Ω. In a similar manner, we can consider the
geometric optics solution of the backwards-in-time problem,{

(i∂t +∆+ V2)w = 0 on (0, T )×M ,

w|t=T = 0,

and observe that w can be similarly approximated to O(τ−N ) by the expression

ei(τξ·x−|ξ|2τ2t)
N∑
k=0

τ−kwk(t, x),

where wk is a sequence which satisfies (3.12) with V = V2 for k ≥ 0 and w0 is given by
(3.11). Further, letting η̃ ∈ C∞

0 (M) also satisfy η = 1 in M \ Ω, we observe that, for
h = (i∂t +∆+ V2)(η̃w), the function η̃w solves

(i∂t +∆+ V2)W = h on (0, T )×M ,

W|x∈∂M = 0,

W|t=T = 0.

Lemma 3.1. Suppose that LV1 = LV2. Then a
(1)
k = a

(2)
k in (0, T )× Ω for all k ∈ N.

Proof. The result is trivial for k = 0. We next argue by induction and assume that the

result holds for all k ≤ K − 1 ≪ N . We note that a
(1)
K = a

(2)
K along γq,ξ until the line

leaves Ω, since V1 = V2 = 0 in this region. For the inductive step, let us first observe that
[(i∂t +∆+ Vj), η] = 2∇η · ∇+∆η. This further entails

(i∂t +∆+ V2)
(
η̃ei(τξ·x−|ξ|2τ2t)

N∑
k=0

τ−kwk

)
= ei(τξ·x−|ξ|2τ2t)(2iτ(Tξη̃)w0 +O(1),

)
and further, modulo a small error of O(τ−N ), that

(i∂t +∆+ Vj)
(
ηei(τξ·x−|ξ|2τ2t)

N∑
k=0

τ−ka
(j)
k

)

= ei(τξ·x−|ξ|2τ2t)(2iτ(Tξη) + 2∇η · ∇+∆η
) N∑
k=0

τ−ka
(j)
k .

Then, using the fact that LV1 = LV2 , the identity (3.10) implies that

0 = ⟨(LVj − LV2)fj , h⟩L2((0,T )×Ω) = ⟨ηuj , h⟩L2((0,T )×Ω) − ⟨fj , η̃w⟩L2((0,T )×Ω). (3.13)

Taking the difference of the expression (3.13) for j = 1 and j = 2, we deduce that

0 =
〈
ητ−K(a

(1)
K − a

(2)
K ) +O(τ−K−1), 2iτ(Tξη̃)w0 +O(1)

〉
−
〈
(2iτ(Tξη) + 2∇η · ∇+∆η)

(
τ−K(a

(1)
K − a

(2)
K ) +O(τ−K−1)

)
, η̃w0 +O(τ−1)

〉
.

By considering the leading order term, we can deduce that

0 =
〈
(ηTξη̃ + η̃Tξη)(a

(1)
K − a

(2)
K ), w0

〉
L2((0,T )×Ω)

,
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and if we choose η so that η = 1 in the support of η̃, we then have

⟨Tξη̃(a
(1)
K − a

(2)
K ), w0⟩L2((0,T )×Ω) = 0. (3.14)

We then fix a set Q such that M \ Ω ⊆ Q ⊆M int, with smooth boundary ∂Q such that
the line γq,ξ intersects ∂Q exactly twice, and such that, near the point x where γq,ξ exits
Q, the hyperplane Σx,ξ coincides with ∂Q. It follows from the convexity of M that we can
always construct a set with these properties as demonstrated in the figure below.

Q ⊂M

M \ Ω

∂M

γq,ξ

x

Σx,ξ

Figure 1. The set Q, shaded in gray.

We can then choose η̃ which converges to the indicator function of Q, so that, in a
neighbourhood of x, Tξη̃ converges to the Dirac delta distribution on Σx,ξ. Observe that
we can then choose w0 = ϕ1ϕ2, where ϕ1 converges to the delta distribution at t ∈ (0, T )
and ϕ2 converges to the delta distribution on γq,ξ. Thus, we can conclude from (3.14) that

a
(1)
K = a

(2)
K , as required. This completes the induction argument and the proof of Lemma

3.1. □

3.3. Proof of Theorem 1.1. We begin by fixing some p ∈ M \ Ω as well as some small
λ > 0. We choose vectors ξ0, ξ1, and ξ2, with the magnitude of ξ1 and ξ2 depending on
λ, and the magnitude and direction of ξ0 depending on λ. In particular, we choose such
vectors so that they satisfy

ξ0 = ξ1 + ξ2,

with ξ0, ξ1 and ξ2 pairwise non-colinear, and such that we have

|ξ0|2 = 1, |ξ1|2 = 1− λ2, |ξ2|2 = λ2.

Let us define qj ∈ ∂M to be the point at which the line γp,ξj intersects ∂M , defined such
that the vector p − qj is a positive multiple of ξj . Then, fixing N ∈ N sufficiently large,

we define the amplitude functions a
(j)
k as follows. We first construct a

(j)
0 by letting ξ = ξj

in expression (3.6), and define the remaining amplitudes a
(j)
1 , . . . , a

(j)
N by letting ξ = ξj in



12

p ∈M

ξ0
ξ1

ξ2

λ

Figure 2. The vectors ξ0, ξ1 and ξ2.

(3.7) for all y in the hyperplane Σqj ,ξj . Then, for τ > 0, we can define the approximate
geometric optics solutions

Uj(t, x) = ei(τξj ·x−τ
2|ξj |2t)

(
N∑
k=0

τ−ka
(j)
k (t, x)

)
.

Further, for each Uj , we can define the corresponding exact solution uj = Uj +Rτ,j , where
Rτ,j satisfies (3.8). Letting η ∈ C∞

0 (M) satisfy η = 1 in M \ Ω, we define the source term
fj =

(
i∂t +∆+ V

)
(ηuj). Then the function ηuj solves

i∂tUj +∆Uj + V Uj = fj on (0, T )×M ,

Uj |x∈∂M = 0,

Uj |t=0 = 0.

We note that the sources fj are supported in (0, T ) × Ω. Further, it can be shown that
fj ∈ H2κ

0 is determined by the source-to-solution map Lβ,V , up to any error O(τ−K) in the
H2κ-norm. To see this, let us first recall that [(i∂t+∆+V ), η] = 2∇η ·∇+∆η, this implies
that fj is given by the expression

fj = 2∇η · ∇Uj +∆ηUj + 2∇η · ∇Rj +∆ηRj .

We note that the first two terms on the right-hand side are uniquely determined by Lβ,V
as a result of Lemma 3.1. On the other hand, we can apply the estimate (3.9) to the last
two terms to conclude that they are O(τ−N+4κ+2) in the H2κ-norm.

Then, letting ϵ1, ϵ2 > 0 be small, we set ϵ = (ϵ1, ϵ2) and define the source term f =
ϵ1f1 + ϵ2f2. For small enough ε, it holds that f ∈ H, and we observe that

−1

2
∂ϵ1∂ϵ2Lβ,V f |ϵ=0 = w|(0,T )×Ω,

with w the solution of the linear Schrödinger equation
i∂tw +∆w + V w = βU1U2

w|x∈∂M = 0

w|t=0 = 0.

Then it follows that

−1

2

∫
(0,T )×Ω

∂ϵ1∂ϵ2Lβ,V f |ϵ=0 f0 dx dt =

∫
(0,T )×M

w (i∂t +∆+ V )U0 dx dt. (3.15)
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Recall that Lβ,V is a continuous map from H into H2κ
0 , and that f ∈ H is determined by

Lβ,V up to O(τ−N+4κ+2). Thus, the map Lβ,V determines the left-hand side of (3.15), up
to this error. We now integrate the right-hand side of (3.15) by parts, and observe that it
is given by ∫

(0,T )×M
βU0U1U2 dx dt. (3.16)

We would like to approximate Uj in this integral by ηUj . Therefore, let κ be large enough
that H2κ

0 is a Banach algebra, and let N ≥ 4κ+4. We see that, up to an error O(τ−2), the
integral (3.16) coincides with the integral∫

(0,T )×M
βη3 U0U1U2 dx dt.

Since ϕ(t) appearing in the definition of a
(j)
0 is arbitrary, it follows that Lβ,V determines for

all t ∈ (0, T ) the integral

I =

∫
M
β(t, ·)η3 U0(t, ·)U1(t, ·)U2(t, ·) dx, (3.17)

up to a small error O(τ−2). Henceforth, we shall supress this t-dependence in our notation.
We now expand the above integral (3.17) in powers of τ as

I = I0 + I1τ−1 +O(τ−2).

Observe that the phases of the approximate geometric optics solutions cancel each other
in the product U0U1U2, and further that η = 1 in supp

(
U0U1U2

)
. Therefore, it follows that

the source to solution map Lβ,V determines the integrals

I0 =
∫
M
βa

(0)
0 a

(1)
0 a

(2)
0 dx, and I1 =

∑
|e|=1

∫
M
βa(0)e0 a

(1)
e1 a

(2)
e2 dx,

where e is a multi-index, e = (e0, e1, e2) ∈ (N ∪ {0})3. Then, letting χδ in the definition

(3.6) of a
(j)
0 converge to the indicator function of the interval (−δ, δ), we obtain

I0 =
∫
Pδ

β(x) dx,

where Pδ is a small neighbourhood of p contained within a ball of radius δ. Thus, by letting
δ → 0, we recover the quantity

lim
δ→0

1

|Pδ|
I0 = β(p).

Since the choice of p ∈M \ Ω was arbitrary, we recover the function β(t, x) everywhere.
To recover the potential V , we now consider the integral I1. We recall from (3.7) that

a
(j)
1 is of the form a

(j)
1 = b

(j)
1 + c

(j)
1 , where it holds that

b
(j)
1 (sξj + y) =

i

2

∫ s

0

[
(i∂t +∆)a

(j)
0

]
(s̃ξj + y)ds̃,

c
(j)
1 (sξj + y) =

i

2

∫ s

0

[
V a

(j)
0

]
(s̃ξj + y)ds̃,

(3.18)

for all y in the hyperplane Σqj ,ξj = {x ∈ Rn : ξj · (x − qj)}. In particular, since a
(j)
0 is

independent of V , so is b
(j)
1 . Thus Lβ,V determines the quantity

J =

∫
M
c
(0)
1 a

(1)
0 a

(2)
0 β dx+

∫
M
a
(0)
0 c

(1)
1 a

(2)
0 β dx+

∫
M
a
(0)
0 a

(1)
0 c

(2)
1 β dx.
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Then, by letting χδ in the definition of a
(j)
0 converge to the indicator function of the interval

(−δ, δ), we deduce that Lβ,V determines the quantity

Jδ =
2∑
j=0

∫
Pδ

βcj dx, cj(sξj + y) =
i

2

∫ s

0
V (s̃ξj + y) ds̃,

for a small neighbourhood Pδ of p. Then, since β(p) is known and non-zero for almost all
p, we can let δ → 0 to recover the quantity

1

β(p)
lim
δ→0

1

|Pδ|
Jδ =

2∑
j=0

cj(p). (3.19)

It remains only to show that V can be recovered from (3.19). To this end, let ξ̂ denote the

vector of unit length in the direction of ξ2, so that ξ2 = λξ̂, and let s0 ∈ R be such that
γ
q2,ξ̂

(s0) = p. Then, it holds that

−2ic2(p) =

∫ s0/λ

0
V (s̃ξ2 + q2)ds̃ = λ−1

∫ s0

0
V (sξ̂ + q2) ds,

and we can similarly check that cj(p) = O(1) as λ→ 0 for j ̸= 2. Therefore, we have shown
that we can recover from Lβ,V the quantity

−2i lim
λ→0

(
λ

2∑
j=0

cj(p)

)
=

∫ s0

0
V (sξ̂ + q2) ds.

But this is precisely the truncated ray transform of V , which we can differentiate with
respect to s0 to recover V .

4. The Gross-Pitaevskii Equation

We again fix T > 0 and consider the case where M is a Euclidean domain of Rn and Ω is
a neighbourhood of ∂M . For a potential V ∈ C∞

0 ((0, T )×M \Ω), and a coupling coefficient
β ∈ C∞

0 ((0, T )×M \Ω) such that β is non-zero almost everywhere in supp(V ), we consider
the problem of finding u which, for a given source term f , solves the Gross-Pitaevskii
equation 

(i∂t +∆+ V + β|u|2)u = f on (0, T )×M ,

u|x∈∂M = 0,

u|t=0 = 0.

(4.1)

We now let Lβ,V denote the source-to-solution map, defined by

Lβ,V f = u|(0,T )×Ω,

where f is supported in (0, T )×Ω, and u solves the Gross-Pitaevskii equation (4.1) for the
chosen source term f . We note that this Lβ,V is also a smooth map from some H to H2κ

0

for large enough κ, by the same argument used for the non-linear Schrödinger equation in
Section 2. We now present the proof of Theorem 1.3.

Proof of Theorem 1.3. Let us now fix some p ∈M \Ω, and some small λ > 0. Let ξ0, · · · , ξ3
be vectors in Rn which depend on λ, where the direction of ξ3 is the same for all λ > 0.
Observe that it is possible to choose such vectors so that they satisfy

ξ0 + ξ1 = ξ2 + ξ3,
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with the ξj pairwise non-colinear, and such that they satisfy the conditions

|ξ0|2 = 1/2, |ξ1|2 = 1/2, |ξ2| = 1− λ2, |ξ3|2 = λ2.

p ∈M
ξ0

ξ1
ξ2

ξ3

λ

Figure 3. The vectors ξ0, ξ1, ξ2 and ξ3.

Let us define qj ∈ ∂M to be the initial point of the line γp,ξj , as we did previously. Then
for τ > 0 set

Uj(t, x) = ei(τξj ·x−τ
2|ξj |2t)

(
N∑
k=0

τ−ka
(j)
k (t, x)

)
where, for each j, we construct a

(j)
0 by letting ξ = ξj in (3.6), and define the remaining am-

plitudes a
(j)
k by taking ξ = ξj in (3.7). For each Uj , we once again define the corresponding

exact solution uj = Uj + Rτ,j as in (3.8). Letting η ∈ C∞
0 (M) satisfy η = 1 in M \ Ω, we

choose fj =
(
i∂t +∆+ V

)
(ηuj), and observe that ηuj solves
i∂tUj +∆Uj + V Uj = fj on (0, T )×M ,

Uj |x∈∂M = 0,

Uj |t=0 = Uj |t=T = 0.

(4.2)

Then, letting ϵ1, ϵ2, ϵ3 > 0 be small, we set ϵ = (ϵ1, ϵ2, ϵ3) and define the source term
f = ϵ1f1 + ϵ2f2 + ϵ3f3. For small enough ε, it holds that f ∈ H, and by linearizing the
equation (4.1) we deduce that

−1

6
∂ϵ1∂ϵ2∂ϵ3Lβ,V f |ϵ=0 = w|(0,T )×Ω,

where w solves the linear Schrödinger equation.
i∂tw +∆w + V w = β

(
U1U2U3 + U1U2U3 + U1U2U3

)
w|x∈∂M = 0

w|t=0 = 0.

Therefore, it holds that

−1

2

∫
(0,T )×Ω

∂ϵ1∂ϵ2Lβ,V f |ϵ=0 f0 dx dt =

∫
(0,T )×M

w (i∂t +∆+ V )U0 dx dt

We can integrate by parts to see that the right-hand side of the above is given by

I =

∫
(0,T )×M

βU0U1U2U3 dx dt+

∫
(0,T )×M

βU0U1U2U3 dx dt+

∫
(0,T )×M

βU0U1U2U3 dx dt.



16

Note that the phases of the geometric optics solutions cancel only in the first integral

appearing in I. Therefore, since β, a
(k)
j ∈ C∞

0 ((0, T )×M), an integration by parts tells us

that, choosing large enough N in (4.2), for any K ∈ N we have

I =

∫
(0,T )×M

βU0U1U2U3 dx dt+O(τ−K).

Then, choosing K ≥ 2, we can expand the integral I as

I = I0 + I1τ
−1 +O(τ−2),

and arguing as we did for the non-linear Schrödinger equation in Section 3, we deduce that
the source-to-solution map Lβ,V determines for all t ∈ (0, T ) the integrals

I0 =

∫
M
βa

(0)
0 a

(1)
0 a

(2)
0 a

(3)
0 dx and I1 =

∑
|e|=1

∫
M
βa(0)e0 a

(1)
e1 a

(2)
e2 a

(3)
e3 dx,

where e is a multi-index, e = (e0, e1, e2, e3) ∈ (N ∪ {0})4. Next, letting χδ in the definition

of a
(j)
0 converge to the indicator function of the interval (−δ, δ), we obtain I0 =

∫
Pδ
β(x)dx,

where Pδ is a small neighbourhood of p contained in a ball of radius δ. Taking the limit as
δ → 0, we can recover the quantity limδ→0

1
|Pδ|I0 = β(p). Since the choice of p ∈M \Ω was

arbitrary, we thus recover the function β(t, x) everywhere.
To recover the potential V , we consider the integral I1. Arguing as we did for the non-

linear Schrödinger equation in Section 3, we conclude that Lβ,V determines the quantity∑n
j=0 cj(p) where we have

cj(sξj + y) =
i

2

∫ s

0
V (s̃ξj + y)ds̃

for all y ∈ Σqj ,ξj . We now let ξ̂ denote the vector of unit length in the direction ξ3, so that

we have ξ3 = λξ̂, and let s0 ∈ R be such that γ
q3,ξ̂

(s0) = p. Then, we can check that

−2ic3(p) = λ−1

∫ s0

0
V (sξ̂ + q3)ds

and similarly that cj(p) = O(1) as λ → 0 for j ̸= 3. Thus, we can recover from Lβ,V the
quantity

−2i lim
λ→0

(
λ

3∑
j=0

cj(p)
)
=

∫ s0

0
V (sξ̂ + q3)ds.

But this is just the truncated ray-transform of V , and we can differentiate with respect to
s0 in order to recover V . □

5. The geometric case

We again fix T > 0 and let (M, g) be a compact Riemannian manifold and Ω is a
neighbourhood of ∂M . For a potential V ∈ C∞

0 ((0, T )×M \Ω), and a coupling coefficient
β ∈ C∞

0 ((0, T ) ×M \ Ω) such that β is non-zero almost everywhere in supp(V ). Let us
recall the non-linear Schrödinger equation on (M, g).

(i∂t +∆g + V )u+ βu2 = f on (0, T )×M ,

u|x∈∂M = 0,

u|t=0 = 0.

(5.1)

Let us also recall the source-to-solution map as follows:

Lβ,V f = u|(0,T )×Ω,
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where f is supported in (0, T ) × Ω, and u solves the equation (5.1) for the chosen source
term f . We note that this Lβ,V is also a smooth map from some H to H2κ

00 for large enough
κ, by the same argument used for the non-linear Schrödinger equation in the Euclidean
setting; see Section 2. We now present the proof of Theorem 1.2.

The rest of the section is organised as follows. In subsection 5.1 we give the Gaussian
beam construction of the linearised Schrödinger equation on (M, g). We then utilize those
solutions in subsection 5.2 to determine amplitudes up to small error from the source-to-
solution map. Finally in subsection 5.3 we present the proof of Theorem 1.2.

5.1. Gaussian beam construction. In this section we present the construction of special
solutions of (i∂t + ∆g + V )u = 0 on general manifolds. We closely follow the ideas from
[DSFKLS16, Section 3]. These special solutions concentrate near a given geodesic and they
are usually called Gaussian beams in the literature. We next embed the manifold (M, g)
into a closed manifold (N, g). To this end, we recall some results without their proofs.

Lemma 5.1 ([MSS23, Lemma 6.7]). Let (N, g) be a closed Riemannian manifold and γ :
(a, b) → N be a unit speed non-trapping geodesic. Then γ intersects itself only finitely many
times.

Lemma 5.2 ([DSFKLS16, Lemma 3.4]). Let F be a C∞ diffeomorphism of (a, b)×{0} ⊂ Rn
to a smooth n dimensional manifold such that F |(a,b)×{0} is injective and DF (t, 0) is invert-
ible for t ∈ (a, b). If [a0, b0] is a closed subinterval of (a, b), then F is a C∞ diffeomorphism
in some neighbourhood of [a0, b0]× {0} ∈ Rn.

Lemma 5.3 ([DSFKLS16, Lemma 3.5]). Let (N, g) be a closed Riemannian manifold. Let
γ be a unit speed geodesic with no loops. Given a closed subinterval [a0, b0] of (a, b) such that
γ|[a0,b0] intersects itself only at finitely many times {rj}Nj=1 with r0 = a0 < r1 < · · · < rN <

rN+1 = b0, there exists an open cover {(Uj , ϕj)}N+1
j=0 of γ[a0, b0] consisting of coordinate

neighbourhoods having the following properties:

1. ϕj(Uj) = Ij × B where I0 = (a, r0 − ϵ), Ij = (rj−1 − 2ϵ, rj − ϵ) with j = 1, · · · , N ,
IN+1 = (rN − 2ϵ, b), and B = B(0, δ) is an open ball in Rn−1, where δ can be taken
arbitrarily small.

2. ϕj(γ) = (r, 0, · · · , 0) for r ∈ Ij.
3. rj ∈ Ij and Īj ∩ Īk is empty unless |j − k| ≤ 1.

4. ϕj = ϕk on ϕ−1
j ((Ij ∩ Ik)×B).

Further, the metric in these coordinates satisfies gjk|γ(t) = δjk, ∂ig
jk|γ(t) = 0.

We now present the construction of special solutions of{
(i∂t +∆g + V )u = 0 in M

u(0, x) = 0 in M.
(5.2)

known as Gaussian beams along a geodesic γ. We first assume that γ does not intersect
itself. Hence, we can have one coordinate chart of γ denoted as (W,ϕ) and (r, y) be the
local coordinate within this chart. Let us consider the approximate Gaussian beam in the
following form.

Uτ (t, r, y) = ei(τψ(r,y)−τ
2t)a(t, r, y),

in the geodesic coordinates (r, y). The phase function ψ ∈ C∞(M) and amplitude aτ ∈
C∞
0 ((0, T )×M) are to be determined below. We write PV = i∂t +∆g + V and compute

PV
(
ei(τψ−τ

2t)a
)
= ei(τψ−τ

2t)
(
τ2(Eψ)a+ 2iτT a+ PV a

)
, (5.3)
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where the operators E , T : C∞((0, T )×M) → C∞((0, T )×M) are defined by

Eψ := 1− ⟨dψ, dψ⟩g, T a := ⟨dψ, da⟩g +
1

2
(∆gψ)a.

We wish to solve the eikonal equation Eψ = 0 and the transport equation T a = 0 to
determine the phase function and the amplitude on (M, g). On simple manifolds one can
construct these functions explicitly because the exponential map is a global diffeomorphism,
see [DSFKSU07]. Hence, one can work with a global coordinate system to write the solutions
globally on (M, g), however this is not the case for non-simple manifolds. On a non-simple
manifold, the idea is to prescribe the Taylor series of the functions ψ and a in a tubular
neighbourhood of the geodesic γ. This can be obtained by imposing the following conditions
on the eikonal and transport equations

∂α

∂yα
(Eψ)(r, 0, · · · , 0) = 0 ∀r ∈ I, (5.4)

∂α

∂yα
(T a)(r, 0, · · · , 0) = 0 ∀r ∈ I, (5.5)

where α ∈ (N ∪ {0})n−1 is a multi-index with |α| ≤ N.

Remark 5.1. Below we will use the fact that if a satisfies (5.5) and β ∈ Nn−1 then
ã(r, y) = yβa(r, y) also satisfies (5.5).

Let us construct ψ satisfying the eikonal equation (5.4). We write ψ =
∑N

j=0 ψj(r, y),

where ψj(r, y) is a homogeneous function of degree j in the y variable. By taking |α| = 0
in (5.4), we obtain the following equation on γ

n∑
k,l=1

gkl|γ∂kψ∂lψ = 1, ∀ r ∈ I.

Using the fact that gkl|γ = δkl, this becomes
∑n

l=1(∂lψ)
2 = 1. Similarly, we can take |α| = 1

in (5.4) and use the fact that gkl = δkl and ∂ig
kl = 0 on γ to deduce that

∑n
l=1 ∂

2
ilψ∂lψ =

0 ∀r ∈ I on γ for any i = 2, · · · , n. These equations are satisfied by setting

ψ0 = r and ψ1 = 0. (5.6)

We continue by noting that equation (5.4) with |α| = 2 is equivalent to

n∑
k,l=0

(
2gkl∂3ijkψ∂lψ + 2gkl∂2ikψ∂

2
jlψ + ∂2ijg

kl∂kψ∂lψ + 4∂ig
kl∂2jkψ∂lψ

)
= 0,

for any i, j = 2, · · · , n. Then, since it holds on γ that ∂ig
kl = 0, that ∂jψ = 1 if j = 1 and

∂jψ = 0 otherwise, and that ∂1∂jψ = 0 if j ̸= 1, we can rewrite the above equation on γ as:

∂2ijg
11 + 2∂31ijψ + 2

n∑
k=2

∂2kiψ∂
2
kjψ = 0 ∀r ∈ I. (5.7)

In light of the above, we set ψ2(r, y) =
1
2

∑n−1
ij=1Hij(r)y

iyj , where H is a smooth, symmetric,

complex matrix with positive-definite imaginary part, i.e.,ℑH(r) > 0 ∀r ∈ I. Notice that
∂yi∂yjψ = H ij . Therefore, in order to satisfy equation (5.7), we require that H(r) solves
the matrix Riccati equation

d

dr
H +H2 +D = 0 ∀r ∈ I, (5.8)
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where the matrix D is given by Dij = 1
2∂yi∂yjg

11. This is an ODE for H and it can be
solved using [KKL01, Lemma 2.56], which shows that there exists a solution H of equation
(5.8) with the desired properties, and this is sufficient to determine ψ2.

We next continue to find the functions ψ3, · · · , ψN by solving equation (5.4) for |α| =
3, · · · , N respectively. For example, let us give a brief summary in the case where |α| = 3.
We let ∂αy = ∂i∂j∂k for j = 2, · · · , n, so that (5.4) yields

2
n∑

k,l=0

(
gkl∂l∂

α
y ψ∂mψ + glm∂3ijlψ∂

2
kmψ + glm∂3iklψ∂

2
jmψ + glm∂3jklψ∂

2
imψ

)
+ Fα = 0,

where Fα depends only on glm and ψj for j ≤ 2. Since it holds on γ that∑
l,m

glm∂l∂
α
y ψ∂mψ = ∂r∂

α
y ψ,

we observe that the coefficients ∂αy ψ satisfy a system of linear ODEs on γ with the right-hand
side depending on ψj and ∂rψj for j ≤ 2. Thus, by prescribing some initial condition at
r = r0, we can solve these systems uniquely to obtain ψ3. The remaining polynomials ψj of
higher degree can then be constructed in the same manner. This completes the construction
of phase function ψ.

We now focus on the construction of amplitudes. We start with writing a as

a(t, r, y) = ϕ(t)χ
( |y|
δ′

) N∑
k=0

τ−kak(t, r, y), ak(t, r, y) =

N∑
j=0

ak,j(t, r, y), (5.9)

where for k, j = 0, · · · , N , it holds that ak,j are j-th degree homogeneous polynomials in

the y-variable, χ ∈ C∞
0 (R) satisfies χ(s) = 1 for |s| ≤ 1

4 and χ(s) = 0 for |s| ≥ 1
2 , and

ϕ ∈ C∞
0 (0, T ) is a smooth cutoff. Recalling the definition of T a, we see that a0 satisfies

∂αy

 n∑
k,l=1

(
gkl∂kψ∂la0

)
+

1

2
∆gψa0

 = 0 on γ, (5.10)

where α ∈ (N∪{0})n−1 is a multi-index with |α| ≤ N. By Lemma 5.3 we have that gkl|γ(r) =
δkl. Thus for |α| = 0, this preceding equation reduces to d

dra0,0 +
1
2 tr(H)a0,0 = 0 ∀r ∈ I.

This is an ODE for a0,0 along γ, and its solution can written as:

a0,0 = c0e
− 1

2

∫ r
r0

tr(H)(s)ds
,

where c0 is a constant chosen so that a0,0(r0) = 1. This implies c0 = 1.
The subsequent terms a0,j for j = 1, · · · , N can be constructed by considering equation

(5.10) with |α| = j, which reduces to solving linear first order ODEs on γ. Indeed, taking
|α| = j in (5.10) and recalling the definition of T , we obtain an equation of the form

∂ra0,j + tr(H)a0,j +Πj = 0 ∀r ∈ I and a0,j(r0) = 0,

where Πj is a homogeneous polynomial of degree j in the y-variable, whose coefficients

depend only upon {a0,l}j−1
l=0 and {ψl}j+2

l=0 .
To construct the subsequent amplitudes ak, we need to solve the equation

T ak + PV ak−1 = 0 for k ≥ 1 up to N -th order on γ. (5.11)

This can be accomplished by much the same argument used for a0, and so we omit the
details and refer [DSFKLS16,KS14]. However, let us establish an analogue of (3.18) for the
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approximate Gaussian beams. We consider equation (5.11) with |α| = 0 and k = 1, on γ.
This gives

2i
( d
dr
a1,0 +

1

2
tr(H)a1,0

)
= −(i∂t +∆)a0,0 − V a0,0.

Therefore, we may choose

a1,0(r) = b1,0(r) + c1,0(r), where

b1,0(r) = e
− 1

2

∫ r
r0

tr(H)(s)ds
∫ r

r0

i

2
e
− 1

2

∫ s
r0

tr(H)ds̃
(i∂t +∆)a0,0(s)ds

c1,0(r) = e
− 1

2

∫ r
r0

tr(H)(s)ds
∫ r

r0

i

2
e
− 1

2

∫ s
r0

tr(H)ds̃
V a0,0(s)ds.

(5.12)

We recall that a0 satisfies (5.10), whence it follows that b1,0 does not depend on V . This
completes the construction aτ .

The function Uτ = ei(τψ−τ
2t)aτ is then an approximate Gaussian beam of order N ,

provided that δ′ is small enough and it satisfies

(1) The equations (5.4), and (5.5) are satisfied.
(2) ℑ(ψ)|γ = 0, i.e. the imaginary part of the phase vanishes along γ.
(3) There exists c ≥ 0 such that ℑ(ψ)(r, y) ≥ c|y|2 for all (r, y) ∈ Φ(W ).

We now convert the approximate Gaussian beams into exact solutions of (5.2) via the
addition of a suitable remainder term i.e., u = Uτ +Rτ , where the remainder term satisfies

PVRτ = −PV Uτ in (0, T )×M (5.13)

Rτ |t=0 = 0.

Moreover, by Proposition 5.4 one has

∥Rτ∥Hs((0,T )×M ≲ ∥PV Uτ∥Hs((0,T )×M ≲ τ2s+
3−N

2 . (5.14)

Proposition 5.4. Let Uτ = ei(τψ−τ
2t)aτ be an approximate Gaussian beam of order N .

Then for τ ≫ 1 we have

∥PV Uτ∥Hs((0,T )×W ) ≲ τ
3−N

2
+2s, ∥Uτ∥Hs((0,T )×W ) ≲ τ2s. (5.15)

Proof. Using the fact that ℑψ satisfies ℑ(ψ)(r, y) ≥ c|y|2, we obtain |ei(τψ−τ2t)| ≤ Ce−
1
4
cτ |y|2

for sufficiently small y. Thus, since aτ is a smooth, compactly supported function, the
estimate

∥Uτ∥Hs((0,T )×W ) ≤Cτ2s∥Uτ∥L2((0,T )×W )

≲τ2s∥e−
1
4
cτ |y|2χ(|y|/δ′)∥L2((0,T )×W ) = O(τ2s),

provided that δ′ is small enough. By using equations (5.4), (5.5) in the identity (5.3), we
deduce similarly that

|∂σz PV Uτ | ≲ τ |σ||ei(τψ−τ2t)|
(
C0τ

2|y|N+1 + C1τ |y|N+1 + C2τ
−N
)
, (5.16)

for any σ ∈ Nn. Further, we deduce that

|∂mt PV Uτ | ≲ τ2m|ei(τψ−τ2t)|
(
C0τ

2|y|N+1 + C1τ |y|N+1 + C2τ
−N
)
, (5.17)

by the same argument. Thus, it follows from (5.16) and (5.17) that

∥PV Uτ∥Hs((0,T )×W ) ≲ τ2s∥e−
1
4
cτ |y|2(τ2|y|N+1 + τ−N )∥L2((0,T )×W ) = O(τ

3−N
2

+2s).

□
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Remark 5.2. Observe that, if Uτ = ei(τψ−τ
2t)aτ is an approximate Gaussian beam of order

N along γ, then U τ = e−i(τψ−τ
2t)aτ also satisfies the estimates of Proposition 5.4.

5.2. Determination of the boundary sources. Let us recall that

LV = ∂ϵLV,β(ϵf)|ϵ=0.

Here we show that LV determines the amplitudes up to a small error term. This is similar
to Lemma 3.1 in the Euclidean setting, however the proof is more involved in the geometric
setting.

Lemma 5.5. Suppose that LV1 = LV2 in (0, T )× Ω. Let Uτ,j = ei(τψ−τ
2t)aj be an approxi-

mate Gaussian beam solution of (5.2) concentrate near a geodesic γ. Then a1k = a2k on Ω∩γ
up to higher order for all integers k ≥ 0.

Proof. The proof is based on induction on k. Fix a geodesic γ and let (r, y) be the Fermi
coordinates in a tubular neighbourhood of γ. Let ℓ be the length of the geodesic γ and we
choose 0 < r1 < r2 < ℓ such that (r, y) ∈ Ω when r < r1 or r > r2. Now proving Lemma
5.5 is equivalent to proving the following: for any integer M ≥ 0 and for all integers k ≥ 0

(∂αy a
1
k)(r, 0) = (∂αy a

2
k)(r, 0) for r < r1 or r > r2, and multi-indices |α| =M . (5.18)

We divide the proof into several steps.

Step 1. We show that (∂αy a
1
0)(r, 0) = (∂αy a

2
0)(r, 0) for any multi-index |α| =M .

For |α| = 0 we have that a10 − a20 satisfies the transport equation

T (a10 − a20) = 0 on γ and (a10 − a20)(0) = 0.

As a10 − a20 = 0 at γ(0), this implies (a10 − a20)(r, 0) = 0 by unique solvability of ordinary
differential equations. Suppose that

(∂αy a
1
0)(r, 0) = (∂αy a

2
0)(r, 0) for any multi-index |α| ≤M . (5.19)

As T aj0 vanishes to a high order on γ, it follows from (5.19) that for a multi-index |α| =M+1
there holds

T ∂αy (a10 − a20) = 0 on γ.

As ∂αy (a
1
0 − a20) = 0 at γ(0), we see that (5.19) holds for |α| = M + 1. This completes the

induction argument as well as Step 1.

Step 2. Here we show that (5.18) holds true for k = K, and |α| = 0.

We argue by induction and assume that (5.18) is true for all k ≤ K− 1. Let η ∈ C∞
c (M)

such that η = 1 in M \ Ω. We set fj = (i∂t +∆g + Vj)(ηuj), where uj solves{
(i∂t +∆g + Vj)uj = 0 in (0, T )×M

uj = 0 at t = 0,

and coincides with the approximate Gaussian beam

Uj = ei(τψ(r,y)−τ
2t)aj(t, r, y) = ei(τψ(r,y)−τ

2t)
N∑
k=0

ajk(t, r, y)

up to a small error of order O(τ−N ) in the sense of L2. Clearly, the function ηuj satisfies
(i∂t +∆g + Vj)uj = fj in (0, T )×M

uj = 0 on ∂M

uj = 0 at t = 0,
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with sources fj supported in (0, T )× Ω. Further, let us consider a solution of{
(i∂t +∆g + V2)w = 0 in (0, T )×M

w = 0 at t = T.

that coincides with the approximate Gaussian beam

ei(τψ(r,y)−τ
2t)

N∑
k=0

wk(t, r, y),

up to a small error in the same sense.
Let η̃ ∈ C∞

c (M) such that η̃ = 1 in M \Ω. We set h = (i∂t+∆g +V2)(η̃w). Analogously
to (3.13), we have

⟨(LVj − LV2)fj , h⟩L2((0,T )×Ω) = ⟨ηuj , h⟩L2((0,T )×Ω) − ⟨fj , η̃w⟩L2((0,T )×Ω). (5.20)

Subtracting (5.20) for j = 1 from (5.20) for j = 2 we obtain

0 =⟨ei(τψ(r,y)−τ2t)ητ−K(a1K − a2K), ei(τψ(r,y)−τ
2t)2iτT η̃ w0 +O(1)⟩L2((0,T )×Ω)

− ⟨ei(τψ(r,y)−τ2t)(2iτT η + 2⟨∇η,∇⟩g +∆gη)τ
−K(a1K − a2K), ei(τψ(r,y)−τ

2t)η̃w0⟩L2((0,T )×Ω)

− ⟨ei(τψ(r,y)−τ2t)(2iτT η + 2⟨∇η,∇⟩g +∆gη)τ
−K(a1K − a2K),O(τ−1)⟩L2((0,T )×Ω)

+O(τ−K−1) +O(|y|∞).
(5.21)

We next consider the coefficient of τ−K+1 from the above integral identity and simplify. To
this end, recall that we choose 0 < r1 < r2 < ℓ such that in Fermi coordinates (r, y) ∈ Ω
when r < r1 or r > r2 and η(r, y) = η̃(r, y) = 0 when r > ℓ. Let I be the coefficient of
τ−K+1 in the above expansion. Since η and η̃ are real valued and T (·) is a complex valued
function, this implies

I = 2i

∫ T

0

∫
Ω
e−2τℑψ(η T η̃ + η̃T η)w0 (a

1
K − a2K)dvg dt

= 2 i

∫ T

0

∫ r1

0

∫
Rn−1

e−2τℑψ(η T η̃ + η̃T η)w0 (a
1
K − a2K)

√
|g|dr dy dt

+ 2 i

∫ T

0

∫ ℓ

r2

∫
Rn−1

e−2τℑψ(η T η̃ + η̃T η)w0 (a
1
K − a2K)

√
|g|dr dy dt.

Since a1K = a2K up to higher order before the geodesic enters the domain M \ Ω, that is
when r < r1, there holds∫ T

0

∫ r1

0

∫
Rn−1

e−2τℑψ(η T η̃ + η̃T η)w0 (a
1
K − a2K)

√
|g|dr dy dt = O(|y|∞).

This further entails, up to O(|y|∞)

I = 2 i

∫ T

0

∫ ℓ

r2

∫
Rn−1

e−2τℑψ(η T η̃ + η̃T η)w0 (a
1
K − a2K)

√
|g|dr dy dt.

Observe that, in the Fermi coordinates (r, y) we have the following expression for ψ:

ψ(r, y) = r +
1

2
H(r)y · y +O(|y|3) =⇒ Im(ψ) = Im(

1

2
H(r)y · y +O(|y|3)).

We next perform the change of variable y → y/
√
τ and obtain

I =
2i

τ (n−1)/2

∫ T

0

∫ ℓ

r2

∫
Rn−1

e−ℑH(r)y·y+τ−1/2O(|y|3)(η T η̃ + η̃T η)(r, y/
√
τ)
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× w0(t, r, y/
√
τ) (a1K − a2K)(r, y/

√
τ)
√
|g|(r, y/

√
τ) dy dr dt

=
2i

τ (n−1)/2

∫ T

0

∫ ℓ

r2

1√
detℑ(H(r))

∫
Rn−1

e−|y|2−τ−1/2O(|y|3)(η T η̃ + η̃T η)(r, (·)/
√
τ)

× w0(t, r, ·/
√
τ) (a1K − a2K)(r, ·/

√
τ)
√
|g|(r, ·/

√
τ) dy dr dt.

We multiply (5.21) by τ−K+1 and let τ → ∞ to conclude

0 =2i

∫ T

0

∫ ℓ

r2

1√
detℑ(H(r))

∫
Rn−1

e−|y|2(η T η̃ + η̃T η)(r, 0)

× w0(t, r, 0) (a
1
K − a2K)(r, 0)dy dr dt.

Next choosing w0(t, r, 0) = ϕ1(t)ϕ2(r) for some C∞
c functions in their respected variables,

from above we deduce that,

0 = 2i

∫ ℓ

r2

1√
det(ℑH(r))

ϕ2(r)(η T η̃ + η̃T η)(r, 0) (a1K − a2K)(r, 0)dr.

Further choosing η = 1 in the support of η̃ we obtain

0 =2i

∫ ℓ

r2

1√
det(ℑH(r))

ϕ2(r)(∂rη̃ +
1

2
η̃∆gψ(r, 0) +

1

2
η̃∆gψ(r, 0)) (a

1
K − a2K)(r, 0)dr

= 2i

∫ ℓ

r2

1√
det(ℑH(r))

ϕ2(r)[∂rη̃ + η̃Re(tr(H))(r)] (a1K − a2K)(r, 0)dr

= 2i

∫ ℓ

r2

ϕ2(r)√
det(ℑH(r))

e
−

∫ r
r0

Re(tr(H))(s)ds
∂r
[
η̃ e

∫ r
r0

Re(tr(H))(s)ds]
(a1K − a2K)(r, 0)dr.

Let r3 ∈ (r2, ℓ). We can choose η̃ ∈ C∞
c such that η̃ e

∫ r
r0

Re(tr(H))(s)ds
converges to the

indicator function of [r1, r3] near γ. Then ∂r[η̃ e
∫ r
r0

Re(tr(H))(s)ds
] will converge to δr1 − δr3 ,

and

ϕ2(r3)√
det(ℑH(r3))

e
−

∫ r3
r0

Re(tr(H))(s)ds
(a1K − a2K)(r3, 0) = 0.

Since ϕ2 solves some transport equation with non-zero initial condition on γ, this implies
ϕ2(r3) ̸= 0, and ℑH(r) is positive definite entails that det(ℑH)(r3) ̸= 0. This along

with preceding equation implies e
∫ r3
r0

Re(tr(H))(s)ds
(a1K − a2K)(r3, 0) = 0. Moreover, using

e
∫ r3
r0

Re(tr(H))(s)ds ̸= 0 we conclude (a1K − a2K)(r3, 0) = 0. We have shown (5.18) in the case
k = K and α = 0.

Step 3. We show that (a1K,α − a2K,α)(r, 0) = 0 for any multi-index α with |α| = p.

Here ajK(r, y) =
∑

α a
j
K,α(r)y

α. The proof is by induction in |α| = p and suppose that

the claim holds for p. Consider a multi-index α such that |α| = p + 1. We argue as in
Step 2 but rescale the Gaussian beam w by yβ with |β| = p+ 1, cf. Remark 5.1. Then

I = 2 i

∫ T

0

∫ ℓ

r2

∫
Rn−1

e−2τℑψ(η T η̃ + η̃T η)w0y
β(a1K,α − a2K,α)(r) y

α
√
|g|dr dy dt

+O(|y|2p+3).
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We now proceed exactly as above to conclude

I =
2i

τ (n−1)/2
τ−(2p+2)

∫ T

0

∫ ℓ

r2

1√
detℑ(H(r))

∫
Rn−1

e−|y|2−τ−1/2O(|y|3)(η T η̃ + η̃T η)(r, (·)/
√
τ)

× w0(t, r) y
β (a1K,α − a2K,α)(r) y

α
√
|g|(r, ·/

√
τ) dy dr dt+O(τ−(2p+3)/2).

Multiplying above by τK+2p+1 and letting τ → ∞ we conclude that

0 =
2i

τ (n−1)/2

∫ T

0

∫ ℓ

r2

1√
detℑ(H(r))

∫
Rn−1

e−|y|2yβyα (a1K,α − a2K,α)(r)

× (η T η̃ + η̃T η)(r, (·)/
√
τ)w0(t, r) dy dr dt.

Further choosing w0(t, r, 0) = ϕ1(t)ϕ2(r) for some C∞
c functions in their respected variables,

from above we deduce that,

0 =

∫
Rn−1

e−|y|2yβyα dy × 2i

∫ ℓ

r2

1√
det(ℑH(r))

(a1K,α − a2K,α)(r)ϕ2(r)(η T η̃ + η̃T η)(r, 0) dr.

This along with below Lemma 5.6 implies

0 =

∫ ℓ

r2

1√
det(ℑH(r))

(a1K,α − a2K,α)(r)ϕ2(r)(η T η̃ + η̃T η)(r, 0) dr.

Next proceed similarly as in Step 2 one can conclude that

(a1K,α − a2K,α)(r) = 0 for |α| = p+ 1.

This completes the induction step as well as the proof of Lemma 5.5. □

Lemma 5.6. Let n ≥ 1. Suppose
∫
Rn e

−|y|2aαy
α yβdy = 0 for any multi-index β and for

some constant tensor aα, then aα = 0.

Remark 5.3. Note that we prove Lemma 5.6 for any multi-index β with |α| = |β|. This is
stronger than Lemma 5.6 and we need this in our analysis.

Proof. We start with writing aαy
αyβ as

aαy
αyβ = aα1···αny

α1
1 . . . yαn

n yβ11 . . . yβnn with |α| = |β| = k.

Here we used Einstein summation convention for repeated indices. Note that the integral∫
Rn e

−|y|2aαy
α yβdy is non-zero when αi + βi is even for all 1 ≤ i ≤ n. Moreover, one has

0 =

∫
Rn

e−|y|2aαy
α yβdy

= aα1···αn

n∏
i=1

Γ(
αi + βi + 1

2
) when αi + βi is even for all 1 ≤ i ≤ n.

(5.22)

Thus proving Lemma 5.6 is equivalent to show that (5.22) implies aα = 0 for any multi-index
α with |α| = |β|.

This holds trivially when n = 1, because aα is a scalar function. We next argue by
induction and assume that (5.22) implies aα = 0 in any dimension n = N . Then for
n = N + 1 we denote α = (α1, α2, . . . , αN+1) = (α′, αN+1) and β = (β1, β2, . . . , βN+1) =
(β′, βN+1), where |α| = k = |β|. For any αN+1 we define

fαN+1 := aα1α2...αNαN+1

n∏
i=1

Γ(
αi + βi + 1

2
).
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By assumption we have that (5.22) is true for n = N + 1. Hence,

Γ(
αN+1 + βN+1 + 1

2
)fαN+1 = 0 for all 0 ≤ βN+1 ≤ k and αN+1 + βN+1 is even.

Next we assume that k = 2p and αN+1 + βN+1 = 2l where 0 ≤ l ≤ 2k. Then the preceding
system of equations can be written as

2p∑
2l−βN+1=0

Γ(l +
1

2
)f2l−βN+1

= 0.

Further denoting βN+1 = 2s from above we obtain

p+s∑
l=s

Γ(l +
1

2
)f2l−2s = 0 0 ≤ s ≤ p.

This can be written as a matrix equation Ap+1X = 0, where Ap+1 is given by

Ap+1 =


Γ(12) Γ(32) · · · Γ(p− 1

2) Γ(p+ 1
2)

Γ(32) Γ(52) · · · Γ(p+ 1
2) Γ(p+ 3

2)
...

...
. . .

...
...

Γ(p+ 1
2) Γ(p+ 3

2) · · · Γ(2p− 1
2) Γ(2p+ 1

2)

 .

We next show that det(Ap+1) ̸= 0. To achieve this we perform the following column
operation: (j + 1)-th column - j-th column ×(j − 1

2) for 1 ≤ j ≤ p. This implies

det(Ap+1) = p! Γ(
1

2
) det(Ap),

where Ap is given by

Ap =


Γ(32) Γ(52) · · · Γ(p+ 1

2)
Γ(52) Γ(72) · · · Γ(p+ 3

2)
...

...
. . .

...
Γ(p+ 1

2) Γ(p+ 3
2) · · · Γ(2p− 1

2)

 .

Next we do the following column operation: (j + 1)-th column - j-th column ×(j + 1
2) for

1 ≤ j ≤ p− 1. This further entails

det(Ap) = (p− 1)! Γ(
3

2
) det(Ap−1) =⇒ det(Ap+1) = p! (p− 1)! Γ(

1

2
) Γ(

3

2
) det(Ap−1).

Continuing in this way after finitely many steps we obtain

det(Ap+1) =

p−1∏
j=1

(p+ 1− j)! Γ(j − 1

2
) det(A2),

where A2 =

(
Γ(p− 1

2) Γ(p+ 1
2)

Γ(p+ 1
2) Γ(p+ 3

2)

)
. Since det(A2) = Γ(p− 1

2)×Γ(p+ 1
2), this further entails

det(Ap+1) =

p+1∏
j=1

(p+ 1− j)! Γ(j − 1

2
).

This clearly shows that det(Ap+1) ̸= 0 and fαN+1 = 0 for any fixed 0 ≤ αN+1 ≤ k.
Furthermore, choosing αN+1 = βN+1 we deduce that

0 = aα1α2...αNαN+1

N∏
i=1

Γ(
αi + βi + 1

2
),
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for all multi-index α′ and β′ in dimension N with |α′| = |β′|. Therefore by induction
hypotheses, this implies

aα1α2...αNαN+1 = 0, for any multi-index α with |α| = k.

This completes the proof. □

5.3. Proof of Theorem 1.2. We begin by recalling that M is an admissible manifold in
the sense of Definition 1.1. Therefore, we fix p ∈M \Ω and consider λ > 0, λ′ :=

√
1− λ2,

and ξ0, ξ1, ξ2 as in Definition 1.1 with ξ0 := λ′ξ1 + λξ2. For j = 0, 1, 2 we consider Fermi
coordinates along γp,ξj such that p = (0, 0 · · · , 0) in these coordinates. We construct an

approximate Gaussian beam U
(j)
τ in these coordinates along γp,ξj , and denote the cor-

responding exact solution of the Schrödinger equation by u
(j)
τ = U

(j)
τ + R

(j)
τ , where the

remainder R
(j)
τ is constructed as in (5.13).

We again let η ∈ C∞
0 (M) be such that η = 1 in M \ Ω, and consider the sources

f
(j)
τ = (i∂t +∆+ V )(ηu

(j)
τ ). Then the function ηu

(j)
τ solves


i∂tU (j)

τ +∆U (j)
τ + V U (j)

τ = f
(j)
τ on (0, T )×M ,

U (j)
τ |x∈∂M = 0,

U (j)
τ |t=0 = 0.

As before, we choose κ large enough that H2κ
0 is a Banach algebra. It can then be shown

that the source f
(j)
τ ∈ H2κ

0 is determined by the source-to-solution map Lβ,V , up to any

error O(τ−K) in the H2κ-norm. The proof of this fact follows, as in the case of geometric

optics, from the fact that [(i∂t + ∆ + V ), η] = 2⟨dη, d⟩g + ∆η, whence f
(j)
τ is given by the

expression f
(j)
τ = 2⟨dη, dU (j)

τ ⟩g + ∆ηU
(j)
τ + 2⟨dη, dR(j)

τ ⟩g + ∆ηR
(j)
τ . We note that the first

two terms on the right-hand side are uniquely determined by Lβ,V using Lemma 5.5. On
the other hand, we can apply estimate (5.14) to the last two terms to conclude that they

are O(τ
3−N

2
+4κ+2) in the H2κ-norm.

We next implement the second order linearization technique. To this end, let ε1, ε2 > 0

be small, we fix ε = (ε1, ε2) and define the source term fτ = ε1f
(1)
λ′τ + ε2f

(2)
λτ . For small

enough ε, it holds that fτ ∈ H, and we observe that

−1

2
∂ε1∂ε2Lβ,V fτ |ε=0 = wτ |(0,T )×Ω,

with wτ the solution of the linear Schrödinger equation
i∂twτ +∆wτ + V wτ = β U (1)

λ′τ U
(2)
λτ

wτ |x∈∂M = 0

wτ |t=0 = 0.

Then it follows that

−1

2

∫
(0,T )×Ω

∂ε1∂ε2Lβ,V fτ |ε=0f
(0)
τ dVg dt =

∫
(0,T )×M

wτ (i∂t +∆+ V )U (0)
τ dVgdt. (5.23)

Recall that Lβ,V is a continuous map from H in to H2κ
0 , and that fτ ∈ H is determined by

Lβ,V up to O(τ−
3−N

2
+4κ+2). Thus Lβ,V determines the left-hand side of (5.23) up to this

error. Integrating the right-hand side by parts, we observe that it is given by∫
(0,T )×M

βU (0)
τ U (1)

λ′τU
(2)
λτ dVgdt. (5.24)
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We would like to approximate U (j)
τ by ηU

(j)
τ in (5.24). Using the bound (5.14) for ηR

(j)
τ ,

together with the estimate (5.15) for U
(j)
τ and the fact that H2κ

0 is a Banach algebra, we
conclude that Lβ,V determines the integral∫

(0,T )×M
βη3U

(0)
τ U

(1)
λ′τU

(2)
λτ dVgdt,

up to an error of O(τ−K) order, provided that we have chosen the order N of the Gaussian

beams to be sufficiently large. Recall that η = 1 in supp
(
U

(0)
τ U

(1)
τ U

(2)
τ

)
and that ϕ(t) in the

definition of a
(j)
τ is arbitrary. Thus, the source-to-solution map determines, for all t ∈ (0, T ),

the integral

I =

∫
M
β(t, ·)U (0)

τ (t, ·)U (1)
λ′τ (t, ·)U

(2)
λτ (t, ·)dVg,

up to any polynomial error O(τ−K). Henceforth, we suppress this t-dependence in our
notation. In order to recover the pair (β, V ), we shall use the method of stationary phase
to analyze the integral I. Therefore, let us begin with the following result.

Lemma 5.7. The function

Ψ = −ψ(0) + λ′ψ(1) + λψ(2)

satisfies the following two conditions:

(i) ∇gΨ(p) = 0.
(ii) det(∇2

gΨ)(p) ̸= 0.

Where ψ(j) are approximate Gaussian beam solutions along the geodesics γp,ξj for j = 0, 1, 2,
and recall that these geodesics intersect only at p ∈M .

Proof. First of all, we note that ∇gψ
(j)(p) = ξj for j = 0, 1, 2. Thus, we observe that

∇gΨ(p) = −ξ0 + λ′ξ1 + λξ2,

which vanishes by the definitions of λ, λ′ and ξ0. For the last claim, it suffices to show that
D2ℑΨ(X,X) > 0 for X ∈ TpM \ 0. We first note that

ℑΨ = ℑψ(0) + λ′ℑψ(1) + λℑψ(2),

which implies that D2ℑΨ(X,X) ≥ 0. Indeed, in the system of Fermi coordinates along
γp,ξj , it holds that

D2ℑψ(j)|γp,ξj =

(
0 0
0 Hj

)
,

where Hj is the appropriate matrix solving (5.8) on γp,ξj . Therefore, using (5.6) and

ℑ(ψ)(r, y) ≥ c|y|2 we observe that for j = 0, 1, 2 we have

D2ℑψ(j)(X,X) ≥ 0 ∀X ∈ TpM,

D2ℑψ(j)(X,X) > 0 ∀X ∈ TpM \ span(ξ(j)).

Since ξ1 and ξ2 are linearly independent, the claimed result follows. □

We now turn to analyzing the integral I. Since γp,ξ0 ∩γp,ξ1 ∩γp,ξ2 = {p}, we observe that
the product

U
(0)
τ U

(1)
λ′τU

(2)
λτ = eiτΨa(0)τ a

(1)
λ′τa

(2)
λτ
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is supported in a neighbourhood of p. We can expand the amplitudes a
(j)
τ in terms of

functions v
(j)
k as in (5.9), and apply the method of stationary phase (for example, see

[Hör03, Theorem 7.7.5]) to the integral I termwise after expanding. Thus we recover

τ
n
2 eiτΨ(p)I = C0β(p)v

(0)
0 v

(1)
0 v

(2)
0 (p)

+τ−1C1β(p)
(
v
(0)
1 v

(1)
0 v

(2)
0 (p) +

1

λ′
v
(0)
0 v

(1)
1 v

(2)
0 (p) +

1

λ
v
(0)
0 v

(1)
0 v

(2)
1 (p)

)
+O(τ−2),

where C0, C1 are known constants which do not depend on the pair (β, V ). In particular,

by recalling that v
(j)
0 (p) = 1, we are able to recover β(p) from the first term of the above.

Since p ∈ M \ Ω was arbitrary, this is sufficient to recover β in its entirety. On the other
hand, since β is non-zero in supp(V ), we recover from the second term the quantity

v
(0)
1 (p) +

1

λ′
v
(1)
1 (p) +

1

λ
v
(2)
1 (p).

Then, since λ′ =
√
1− λ2 we can, in fact, obtain the quantity

lim
λ→0

λ
(
v
(0)
1 (p) +

1

λ′
v
(1)
1 (p) +

1

λ
v
(2)
1 (p)

)
= v

(2)
1 (p).

Finally, using the splitting (5.12) together with the fact that b1,0 does not depend on the
potential V , we recover c1,0 evaluated at p, which, letting p = γ(r1), we can compute to be

c1,0(0) =
i

2

∫ r1

r0

V (s, 0)ds (5.25)

in the Fermi coordinates along γp,ξ2 . We can recover V (p) by differentiating (5.25) with
respect to the upper limit of integration, and this completes the proof of Theorem 1.2.
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[KS19] Y. Kian and E. Soccorsi, Hölder stably determining the time-dependent electromagnetic potential of
the Schrödinger equation, SIAM J. Math. Anal. 51 (2019), no. 2, 627–647. MR3919408
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[SB20] A. Sá Barreto, Interactions of semilinear progressing waves in two or more space dimensions, Inverse
Probl. Imaging 14 (2020), no. 6, 1057–1105. MR4179245
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