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Abstract. We study the higher eigenvalues and eigenfunctions for the so-called $\infty$-eigenvalue problem. The problem arises as an asymptotic limit of the nonlinear eigenvalue problems for the $p$-Laplace operators and is very closely related to the geometry of the underlying domain. We are able to prove several properties that are known in the linear case $p = 2$ of the Laplacian, but are unknown for other values of $p$. In particular, we establish the validity of the Payne-Pólya-Weinberger conjecture regarding the ratio of the first two eigenvalues and the Payne nodal conjecture, which deals with the zero set of a second eigenfunction. The limit problem also exhibits phenomena that are not encountered for any $1 < p < \infty$.

1. Introduction

Let $\Omega$ be a given bounded domain in the Euclidean space $\mathbb{R}^n$. The minimization of the so-called Rayleigh quotient

$$\int_{\Omega} |\nabla u|^p \, dx \quad 1 < p < \infty$$

among all nonzero functions in the Sobolev space $W^{1,p}_0(\Omega)$ leads to a nonlinear eigenvalue problem. The corresponding Euler-Lagrange equation is

$$\text{div}(|\nabla u|^{p-2} \nabla u) + \lambda |u|^{p-2} u = 0,$$

interpreted in the usual weak form with test-functions under the integral sign. The objective of our work is the asymptotic case $p = \infty$, the so-called $\infty$-eigenvalue problem.

Notice that when $p = 2$, we have the familiar linear equation

$$\Delta u + \lambda u = 0,$$

a solution of which describes the shape of an eigenvibration, of frequency $\sqrt{\lambda}$, of a homogeneous membrane stretched in the frame $\Omega$, see [9]. It is well-known that in this case the spectrum is discrete and eigenfunctions form an orthonormal basis for $L^2(\Omega)$. For any $1 < p < \infty$, the first eigenvalue, say $\lambda_1 = \lambda_1(p)$, is the minimum of the Rayleigh quotient (1.1) and it is simple and isolated. For a new and direct proof of the simplicity we refer to [6]. It is also known that the second eigenvalue, say $\lambda_2 = \lambda_2(p)$, is well-defined and has a “variational characterization”, see [2]. However, surprisingly little is known about the higher eigenvalues and eigenfunctions when
To the best of our knowledge, it has not even been rigorously proved that it is impossible that every \( \lambda \geq \lambda_2 \) is an eigenvalue. Neither is anything known about the multiplicity of the higher eigenvalues. It does not seem to help to assume that \( \Omega \) is a ball or some other appealing geometric object, when it comes to the characterization of all the higher eigenvalues. One can produce infinitely many eigenvalues using various methods but none of them seems to guarantee that the whole spectrum is exhausted.

In order to shed some light on this problem it seems to be well motivated to study the extreme cases \( p = 1 \) and \( p = \infty \). We are here interested in the case \( p = \infty \) and continue our studies in [27]. For the first eigenfunction, or the “ground state”, the correct limit equation of (1.2) is

\[
\max \{ \Lambda_1 - |\nabla \log u|, \Delta_{\infty} u \} = 0,
\]

where \( \Lambda_1 \) is the reciprocal number of the radius of the largest ball that can be inscribed in the domain \( \Omega \), and

\[
\Delta_{\infty} u := \sum_{i,j=1}^n \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \frac{\partial^2 u}{\partial x_i \partial x_j}
\]

is the nowadays very popular infinity Laplace operator. The notation in (1.4) means that at each point \( x \in \Omega \) the larger of the two quantities is zero. Moreover, the above equation has to be interpreted in the viscosity sense. The ground state is in \( W^{1,\infty}_0(\Omega) \). Every first eigenfunction is a minimizer of

\[
\|\nabla u\|_{\infty, \Omega},
\]

where \( \|v\|_{\infty, \Omega} = \text{ess sup}_{x \in \Omega} |v(x)| \). However, the converse is not true, as (1.6) has minimizers that do not satisfy (1.4). For all this we refer to [27]. The equation is, indeed, somewhat complicated for \( p = \infty \) but it has at least one advantage: the value of \( \Lambda_1 \) can immediately be read off from the geometry of the underlying domain \( \Omega \). No such property is known even for \( p = 2 \). In passing, we mention that if \( \Lambda_1 \) is replaced by a number \( \Lambda \neq \Lambda_1 \) in equation (1.4), then there is no other solution in \( W^{1,\infty}_0(\Omega) \) than \( u \equiv 0 \), which of course, does not qualify as an eigenfunction.

The equation for the higher eigenvalues, when \( p = \infty \), is slightly more involved than (1.4), and is given below in (2.2). We are able to prove several properties in the case \( p = \infty \) that are known in the linear case \( p = 2 \) but are unknown for \( 2 < p < \infty \). First, the Payne-Pólya-Weinberger conjecture about the ratio of the first two eigenvalues holds. This was proved by Ashbaugh and Benguria in [4], [5] when \( p = 2 \) and is, as it were, open for other finite \( p \)'s. Second, the Payne nodal conjecture about the second eigenfunction holds in convex domains. This was proved by Melas [33] and Alessandrini [1] when \( p = 2 \). Third, the second eigenvalue has a variational characterization. All these results rely on a geometric characterization of the second eigenvalue for our problem, viz.

\[
\frac{1}{\Lambda_2(\Omega)} = \sup \{ r : \text{there are disjoint balls } B_1, B_2 \subset \Omega \text{ of radius } r \},
\]
and are quite easily proved once this characterization has been obtained. In fact, we give three different characterizations of $\Lambda_2$.

Given the geometric characterizations of the first and the second eigenvalue, it is natural to ask whether the entire spectrum could be obtained as a sequence of optimal values for certain sphere packing problems. At this moment, we are unable to give a definite answer, but it seems that the situation is not quite that simple. Nevertheless, the sphere packing problems are clearly related to the higher eigenvalues and can be used as an aid in the study of the spectrum with $\Lambda \geq \Lambda_2$. We show that there exists an unbounded sequence of eigenvalues for every domain $\Omega$, and establish some other results that parallel those known in the case $1 < p < \infty$. However, not all the features of the problem (1.2) survive the passage to the limit. For example, there are domains for which the first eigenvalue $\Lambda_1$ is not isolated.

Our work [27] with Manfredi was devoted to the ground state in the case $p = \infty$. An anisotropic version has been studied in [7] by Belloni and Kawohl. The other extreme situation, the case $p = 1$, is studied in [16] by Fridman and Kawohl, see also the references therein.

We would like to thank Juan J. Manfredi for several interesting discussions regarding this work.

2. Preliminaries and Definitions

In order to write our equation, let us define the function $F_\Lambda : \mathbb{R} \times \mathbb{R}^n \times S_{n \times n} \rightarrow \mathbb{R}$ by

$$F_\Lambda(s, \xi, X) = \begin{cases} 
\min \{|\xi| - \Lambda s, -X \xi \cdot \xi\} & \text{if } s > 0, \\
-X \xi \cdot \xi & \text{if } s = 0, \\
\max\{-\Lambda s - |\xi|, -X \xi \cdot \xi\} & \text{if } s < 0,
\end{cases}$$

where $X \xi \cdot \xi = \sum X_{ij} \xi_i \xi_j$. By $S_{n \times n}$ we mean the space of real, symmetric $n \times n$ matrices. Observe that $F_\Lambda$ is not continuous at $s = 0$.

**Definition 2.1.** We say that a function $u \in C(\bar{\Omega})$, $u|_{\partial \Omega} = 0$, $u \not\equiv 0$, is an $\infty$-eigenfunction, if there exists $\Lambda \in \mathbb{R}$ such that

$$F_\Lambda(u, \nabla u, D^2 u) = 0 \quad \text{in } \Omega$$

in the viscosity sense. The number $\Lambda$ is called an $\infty$-eigenvalue.

The equation (2.2) is derived as a limit equation of (1.2) as $p \rightarrow \infty$ in Section 4 below. Notice that it has the property that a constant multiple of a solution is also a solution. Moreover, it follows from Harnack's inequality (see the appendix and [30]) that an $\infty$-eigenfunction is in $W^{1,\infty}_0(\Omega)$.

Better global regularity than Lipschitz continuity cannot be obtained, as an $\infty$-eigenfunction is never differentiable at its maximum and minimum points, cf. [26]. The regularity outside these points is an open problem.

For readers not familiar with the theory of viscosity solutions, we recommend [10] and [8]. A very thorough account of the general theory can be found in [11].

---

1 By $W^{1,\infty}_0(\Omega)$ we mean the functions that are Lipschitz continuous in $\bar{\Omega}$ and vanish on the boundary $\partial \Omega$. 
It is a common feature of eigenvalue problems that many important properties of the higher eigenvalues and eigenfunctions are derived from the fact that any eigenfunction $v$ is a first eigenfunction of each of its nodal domains, that is, connected components of the set where $v \neq 0$. This is true for our problem as well, see Theorem 8.1 in the Appendix, and combined with the geometric characterization of the first eigenvalue it turns out to be a valuable tool in the analysis of the rest of the spectrum. For the reader’s convenience, we collect relevant facts about the first eigenvalue and eigenfunctions below. For the proof, see [27].

Theorem 2.2. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain. Then there exists a positive viscosity solution $u \in W^{1,\infty}(\Omega) \cap C(\bar{\Omega})$ to the problem

$$\begin{cases}
\min\{|\nabla u| - \Lambda_1 u, -\Delta_\infty u\} = 0 & \text{in } \Omega \\
u = 0 & \text{on } \partial\Omega
\end{cases}$$

where

$$\Lambda_1 = \Lambda_1(\Omega) = \frac{1}{\max_{x \in \bar{\Omega}} \text{dist}(x, \partial\Omega)}.$$ 

Moreover, any positive solution $u$ to (2.3) is a minimizer of the $\infty$-Rayleigh quotient:

$$\frac{\|\nabla u\|_{\infty,\Omega}}{\|u\|_{\infty,\Omega}} = \Lambda_1 = \inf\left\{ \frac{\|\nabla v\|_{\infty,\Omega}}{\|v\|_{\infty,\Omega}} : v \in W^{1,\infty}_0(\Omega) \right\}.$$ 

Such a $u$ can be constructed as a cluster point, as $p \to \infty$, of a properly normalized sequence of the first eigenfunctions in (1.2). Furthermore,

$$\Lambda_1 = \lim_{p \to \infty} \lambda_1(p)^{1/p},$$

where $\lambda_1(p)$ denotes the first eigenvalue in (1.2). An alternative proof for the existence of the first eigenfunction can be found in [26]. As far as we know, the simplicity of $\Lambda_1$ is an open problem. In fact, it is not even proven that two different subsequences of the aforementioned sequence of first eigenfunctions have the same limit. However, a local uniqueness result has been obtained in [27].

We have already referred to $\Lambda_1$ as the first $\infty$-eigenvalue. Let us now justify this designation by showing that for any domain $\Omega$, it is the least number $\Lambda$ for which (2.2) has a nontrivial solution with zero boundary values. Indeed, if we have $F_\Lambda(u, \nabla u, D^2 u) = 0$ in $\Omega$, then $u$ is a solution to (2.3) in a connected component $N$ of $\{x \in \Omega : u(x) > 0\}$ (we may assume that this set is nonempty) and consequently,

$$\Lambda = \frac{\|\nabla u\|_{\infty,N}}{\|u\|_{\infty,N}} = \frac{\|\nabla (u\chi_N)\|_{\infty,\Omega}}{\|u\chi_N\|_{\infty,\Omega}} \geq \inf\left\{ \frac{\|\nabla v\|_{\infty,\Omega}}{\|v\|_{\infty,\Omega}} : v \in W^{1,\infty}_0(\Omega) \right\} = \Lambda_1(\Omega)$$

by Theorem 8.1 in the appendix and Theorem 2.2. Here $\chi_N$ denotes the characteristic function of the set $N$.

The fact that the first $\infty$-eigenvalue $\Lambda_1$ can be read off from the geometry of the underlying domain, as indicated by (2.4), has some immediate consequences. For example, one has the Faber-Krahn inequality

$$\Lambda_1(B_\omega) \leq \Lambda_1(\Omega) \quad \text{if } B_\omega \text{ is a ball such that } |\Omega| = |B_\omega|.$$
In fact, it is elementary to show the (sharp) estimate
\begin{equation}
\Lambda_1(\Omega) \geq \frac{\Lambda_1(B_\omega)}{(1 - \alpha(\Omega))^{1/n}},
\end{equation}
where the asymmetry of $\Omega$,
\[\alpha(\Omega) := \inf_{x \in \mathbb{R}^n} \frac{|\Omega \setminus B_\omega(x)|}{|\Omega|}\]
see e.g. [21], [22], measures how close a set is to being a ball. Moreover, due to (2.4) it is easy to analyze the stability of $\Lambda_1$ under domain variations.

3. Eigenvalues of the $p$-Laplacian operator

In this section, we briefly review some known facts about the spectrum and the eigenfunctions of the $p$-Laplacian operator,
\begin{equation}
\Delta_p v := \text{div}(|\nabla v|^{p-2} \nabla v), \quad 1 < p < \infty.
\end{equation}
Their usage is twofold. On one hand, some of these results are needed in the passage to the limit as $p \to \infty$. On the other hand, it is interesting to compare various features of the $\infty$-eigenvalue problem to the corresponding features in the theory of the $p$-Laplacian.

**Definition 3.1.** We say that a function $u \in W^{1,p}_0(\Omega) \cap C(\Omega)$, $u \neq 0$, is a $p$-eigenfunction, if there exists a $\lambda \in \mathbb{R}$ such that
\begin{equation}
\int_\Omega |\nabla u|^{p-2} \nabla u \cdot \nabla \phi \, dx = \lambda \int_\Omega |u|^{p-2} u \phi \, dx
\end{equation}
for all $\phi \in W^{1,p}_0(\Omega)$. The associated number $\lambda$ is called a $p$-eigenvalue.

By the elliptic regularity theory, see e.g. [15], $p$-eigenfunctions are actually in $C^{1,\alpha}_{loc}(\Omega)$ for some $\alpha > 0$. Moreover, one can show that, at least for $p \geq 2$, a function $u \in W^{1,p}_0(\Omega) \cap C(\Omega)$ is a $p$-eigenfunction if and only if it is a viscosity solution to $-\Delta_p u = \lambda |u|^{p-2} u$. In fact, we only need to know that any $p$-eigenfunction satisfies the equation in the viscosity sense. The proof is written down e.g. in [27] or [26].

We begin by describing the construction of an infinite sequence of eigenvalues. In order to generalize the idea of the Courant-Fischer minimax principle to this nonlinear setting, a suitable device for measuring the size of sets is the genus of Krasnoselskii.

**Definition 3.2.** Let $E$ be a real Banach space and let $A \subset E$ be any closed symmetric set ($v \in A$ implies $-v \in A$). The genus $\gamma(A)$ of the set $A$ is defined to be the smallest integer $m$ for which there exists a continuous odd mapping $\varphi : A \to \mathbb{R}^m \setminus \{0\}$. If no such integer exists, then we set $\gamma(A) = \infty$.

Observe, in particular, that if $0 \in A$, then $\gamma(A) = \infty$, because $\varphi(0) = 0$ for any odd mapping. In what follows, we need to compute the genus of some relatively simple subsets of $W^{1,p}_0(\Omega)$. The lemma below will be enough for our purposes. For the proof, see e.g. [38], [39].
Lemma 3.3. Let \( A \subset W_0^{1,p}(\Omega) \). If the bounded neighborhood \( U \subset \mathbb{R}^k \) of 0 is such that there exists an odd homeomorphism \( h : A \to \partial U \), then \( \gamma(A) = k \).

Let us now turn to the construction of the eigenvalues. Let \( \Sigma_k, k = 1, 2, \ldots \), denote the collection of all symmetric subsets \( A \) of \( W_0^{1,p}(\Omega) \) such that \( \gamma(A) \geq k \) and the set \( \{ v \in A : \| v \|_{p,\Omega} = 1 \} \) is compact. Then it is known that the numbers

\[
\lambda_k = \inf_{A \in \Sigma_k} \sup_{u \in A} \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}
\]

are \( p \)-eigenvalues and that they form an increasing sequence tending to infinity as \( k \to \infty \), see e.g. [19], [37]. For \( p \neq 2 \) it is not known whether this sequence contains all the \( p \)-eigenvalues, but the method at least gives the correct \( \lambda_1 \) and \( \lambda_2 \). Observe that

\[
\lambda_1 = \inf_{u \in W_0^{1,p}(\Omega)} \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}
\]

because \( \gamma(\{ u, -u \}) = 1 \) for any \( u \in W_0^{1,p}(\Omega) \setminus \{0\} \). It is clear from (3.2) that \( \lambda_1 \) above is the least possible eigenvalue (just choose \( \phi = u \)). Another known result, due to Anane and Tsouli [2] (see also [13]), says that between \( \lambda_1 \) and \( \lambda_2 \), which are always distinct, there are no eigenvalues. Thus the second \( p \)-eigenvalue is well-defined and equal to \( \lambda_2 \). For the reader’s convenience, we give a simple proof for this fact.

Theorem 3.4. Let \( \Omega \) be a bounded domain and \( \lambda_2 = \lambda_2(p) \) be as above. Then

\[
\lambda_2 = \min \{ \lambda : \lambda \text{ is a } p\text{-eigenvalue that admits a sign changing eigenfunction} \}
\]

\[
= \min \{ \lambda : \lambda \text{ is a } p\text{-eigenvalue and } \lambda > \lambda_1 \}.
\]

Proof. It is enough to prove the first equality, see the discussion after the proof. Let \( u \in W_0^{1,p}(\Omega) \) be any \( p \)-eigenfunction with eigenvalue \( \lambda \) having at least two nodal domains \( N_j, j = 1, 2 \). We claim that \( \lambda_2 \leq \lambda \). Define

\[
v_j = u \chi_{N_j} \in W_0^{1,p}(N_j),
\]

where \( \chi_{N_j} \) is the characteristic function of the set \( N_j \). Then

\[
\lambda \int_{N_j} |u|^p \, dx = \lambda \int_{\Omega} |u|^{p-2} u v_j \, dx
\]

\[
= \int_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla v_j \, dx = \int_{N_j} |\nabla u|^p \, dx,
\]

that is,

\[
(3.3) \quad \lambda = \frac{\int_{N_j} |\nabla u|^p \, dx}{\int_{N_j} |u|^p \, dx} = \frac{\int_{N_j} |\nabla v_j|^p \, dx}{\int_{N_j} |v_j|^p \, dx}
\]

for \( j = 1, 2 \). Let

\[
A = \text{Span}\{v_1, v_2\} \cap \{ v \in W_0^{1,p}(\Omega) : \int_{\Omega} |v|^p \, dx = 1 \}.
\]
Using Lemma 3.3 it is easily seen that \( \gamma(A) = 2 \), and thus

\[
\lambda_2 \leq \sup_{v \in A} \frac{\int_{\Omega} |\nabla v|^p \, dx}{\int_{\Omega} |v|^p \, dx}.
\]

To conclude the proof, we notice that

\[
\frac{\int_{\Omega} |\nabla v|^p \, dx}{\int_{\Omega} |v|^p \, dx} = \lambda \quad \text{for all } v \in A.
\]

Indeed, if \( v = \alpha_1 v_1 + \alpha_2 v_2 \), then by (3.3)

\[
\int_{\Omega} |\nabla v|^p \, dx = \sum_{j=1}^{2} |\alpha_j|^p \int_{N_j} |\nabla v_j|^p \, dx = \lambda \left( \sum_{j=1}^{2} |\alpha_j|^p \int_{N_j} |v_j|^p \, dx \right) = \lambda \int_{\Omega} |v|^p \, dx.
\]

\[\square\]

As in the case of the Laplacian, the first \( p \)-eigenvalue \( \lambda_1 \) and the eigenfunctions associated to it have many special properties. First of all, \( \lambda_1 \) is simple, which means that the first eigenfunction is unique up to multiplication by constants. Second, a first eigenfunction does not change its sign, whereas all higher eigenfunctions necessarily do so. The conclusion that \( \lambda_1 \) is isolated can be drawn from these facts. Another immediate and useful consequence is that an eigenfunction restricted to a nodal domain is a first eigenfunction of that nodal domain. In literature, there are several proofs for these results. We refer the reader to [29] and to [6], which contains a particularly elegant proof for the simplicity of \( \lambda_1 \).

4. The second \( \infty \)-eigenvalue

Just as in the case of the \( p \)-Laplacian, we are able to prove much more about the second \( \infty \)-eigenvalue than about the other higher eigenvalues. This is essentially due to the fact that the second eigenvalue is the smallest eigenvalue admitting a sign changing eigenfunction.

The second \( \infty \)-eigenvalue will turn out to have a geometric characterization analogous to that of \( \Lambda_1 \). Let

\[
r_2 = \sup\{ r > 0 : \text{there exist disjoint open balls } B_1, B_2 \subset \Omega \text{ of radius } r \},
\]

and define

\[
\Lambda_2 = \frac{1}{r_2}.
\]

The notation anticipates that this is the second \( \infty \)-eigenvalue. Obviously \( 0 < \Lambda_1 \leq \Lambda_2 < \infty \), and \( \Lambda_2 > \left( \frac{2\omega_n}{|\Omega|} \right)^{\frac{1}{n}} \), where \( |\Omega| \) denotes the Lebesgue measure of \( \Omega \) and \( \omega_n \) is the measure of the unit ball in \( \mathbb{R}^n \). Observe that for some domains \( \Lambda_1 = \Lambda_2 \). We return to this matter in Section 7.

**Theorem 4.1.** Let \( \lambda_2(p) \) be the second \( p \)-eigenvalue in \( \Omega \). Then \( \lambda_2(p)^{1/p} \to \Lambda_2 \) as \( p \to \infty \) and \( \Lambda_2 \) is the second \( \infty \)-eigenvalue.
Before continuing any further we had better explain precisely what we mean by the phrase “second eigenvalue” in this context. For a finite exponent \( p \), we saw in Section 3 that

\[
\lambda_2 = \min \{ \lambda : \lambda \text{ is a } p\text{-eigenvalue and } \lambda > \lambda_1 \} = \min \{ \lambda : \lambda \text{ is a } p\text{-eigenvalue with a sign changing eigenfunction} \}.
\]

We will show below that the second characterization is valid for \( \Lambda_2 \) in any domain, while the first one holds if \( \Lambda_1(\Omega) < \Lambda_2(\Omega) \). In particular, it is proven that \( \Lambda_2 \) actually is an \( \infty \)-eigenvalue and that there are no \( \infty \)-eigenvalues in between \( \Lambda_1 \) and \( \Lambda_2 \).

We have divided the proof of Theorem 4.1 into three lemmas. The first one shows that the sequence \( \{ \lambda_2(p)^{1/p} \} \) remains stable as \( p \to \infty \).

**Lemma 4.2.** For any bounded domain \( \Omega \subset \mathbb{R}^n \),

\[
\limsup_{p \to \infty} \lambda_2(p)^{1/p} \leq \Lambda_2.
\]

**Proof.** Let us fix two disjoint balls \( B_{r_2}(x_1) \) and \( B_{r_2}(x_2) \) contained in \( \Omega \). We define the truncated cone functions \( C_1 \) and \( C_2 \) in \( \Omega \) by setting

\[
C_1(x) = (r_2 - |x - x_1|)^+, \quad C_2(x) = (r_2 - |x - x_2|)^+,
\]

where \( f^+ \) is the positive part of a function \( f \). Define

\[
A_0 = \text{Span}\{C_1, C_2\} \cap \{v \in W^{1,\infty}_0(\Omega) : \|v\|_{\infty, \Omega} = 1\}.
\]

Then \( A_0 \) is symmetric and closed in \( W^{1,p}_0(\Omega) \) for each \( 1 < p \leq \infty \), and its genus is 2 by Lemma 3.3. Thus \( A_0 \in \Sigma_2 \), and we obtain

\[
\lambda_2(p)^{1/p} \leq \sup_{v \in A_0} \left( \frac{\int_{\Omega} |\nabla v|^p \, dx}{\int_{\Omega} |v|^p \, dx} \right)^{1/p}.
\]

Now if \( v = \alpha C_1 + \beta C_2 \) for some \( \alpha, \beta \in \mathbb{R} \), then

\[
\int_{\Omega} |v|^p \, dx = (|\alpha|^p + |\beta|^p) \int_{B_{r_2}(0)} (r_2 - |x|)^p \, dx
\]

and

\[
\int_{\Omega} |\nabla v|^p \, dx = (|\alpha|^p + |\beta|^p)|B_{r_2}|.
\]

Hence

\[
\limsup_{p \to \infty} \lambda_2(p)^{1/p} \leq \limsup_{p \to \infty} \frac{|B_{r_2}|^{1/p}}{\left( \int_{B_{r_2}} (r_2 - |x|)^p \, dx \right)^{1/p}} = \frac{1}{\sup_{|x|<r_2} (r_2 - |x|)^+} = \Lambda_2,
\]

as claimed. \( \square \)

By virtue of Lemma 4.2, there exists a sequence \( p_i \to \infty \) such that \( \lambda_2(p_i)^{1/p_i} \to \hat{\Lambda} \) and \( \Lambda_1 \leq \hat{\Lambda} \leq \Lambda_2 \). We show next that this number \( \hat{\Lambda} \) is necessarily an \( \infty \)-eigenvalue and that it has an \( \infty \)-eigenfunction which is not a first eigenfunction.
Lemma 4.3. Let \( u_i \in W^{1,p_i}_0(\Omega) \) be an eigenfunction associated to the second eigenvalue \( \lambda_2(p_i) \) such that \( \|u_i\|_{p_i,\Omega} = 1 \). Then there is a function \( u \in W^{1,\infty}_0(\Omega) \), \( u \neq 0 \), such that for a subsequence we have \( u_i \rightarrow u \) uniformly in \( \Omega \), and \( u \) satisfies \( F_A(u, \nabla u, D^2u) = 0 \) in \( \Omega \). Moreover, \( u \) has at least 2 nodal domains.

Proof. We obtain by Hölder’s inequality that
\[
\left( \int_{\Omega} |\nabla u_i|^q \, dx \right)^{1/q} \leq |\Omega|^{1/q - 1/p_i} \left( \int_{\Omega} |\nabla u_i|^{p_i} \, dx \right)^{1/p_i} = \lambda_2(p_i)^{1/p_i} |\Omega|^{1/q - 1/p_i}
\]
if \( q \leq p_i \), that is, the set \( \{u_i\}_{q \leq p_i} \) is uniformly bounded in \( W^{1,q}_0(\Omega) \) for any \( 1 < q < \infty \). With the aid of the Sobolev embedding theorem, this implies the existence of a subsequence \( p_{i_j} \rightarrow \infty \) and a function \( u \in W^{1,\infty}_0(\Omega) \) such that \( u_{i_j} \rightarrow u \) uniformly and in \( C^\alpha(\overline{\Omega}) \) for any \( 0 < \alpha < 1 \) (see [27] for details).

To show that \( u \) is a viscosity solution to \( F_A(u, \nabla u, D^2u) = 0 \), let us fix \( x_0 \in \Omega \). First we consider the case \( u(x_0) > 0 \). Then there is \( \rho > 0 \) such that \( u_{i_j} > 0 \) in \( B_\rho(x_0) \) for all \( j \) sufficiently large, and we may proceed as in the case of the first eigenvalue, see [27], to conclude that
\[
\min\{ |\nabla u(x_0)| - \hat{\Lambda}u(x_0), -\Delta_\infty u(x_0) \} = 0
\]
in the viscosity sense. The case \( u(x_0) < 0 \) is similar.

Finally, let us assume that \( u(x_0) = 0 \). Let \( \phi \in C^2(\Omega) \) be such that \( u - \phi \) has a strict local maximum at \( x_0 \). Since \( u_{i_j} \rightarrow u \) uniformly, there is a sequence \( x_j \rightarrow x_0 \) such that \( u_{i_j} - \phi \) has a local maximum at \( x_j \). Then, as \( u_{i_j} \) is a viscosity solution to
\[
-\Delta_{p_{i_j}}w = \lambda_2(p_{i_j})|w|^{p_{i_j} - 2}w,
\]
where \( p_{i_j} = p_{i_j} \), we obtain
\[
-|\nabla \phi(x_j)|^{p_{i_j} - 2} \Delta \phi(x_j) - (p_{i_j} - 2)|\nabla \phi(x_j)|^{p_{i_j} - 4} \Delta_{\infty} \phi(x_j) \leq \lambda_2(p_{i_j})|u_{i_j}(x_j)|^{p_{i_j} - 2}u_{i_j}(x_j).
\]
Now if \( \nabla \phi(x_0) \neq 0 \), we divide both sides of the inequality by \( (p_{i_j} - 2)|\nabla \phi(x_j)|^{p_{i_j} - 4} \), which is different from zero for \( j \) large enough. This yields
\[
-\Delta_{\infty} \phi(x_j) \leq \frac{|\nabla \phi(x_j)|^{2} \Delta \phi(x_j)}{p_{i_j} - 2} + \left( \frac{\lambda(p_{i_j})^{1/p_{i_j}}|u_{i_j}(x_j)|}{|\nabla \phi(x_j)|} \right)^{p_{i_j} - 4} \frac{|u_{i_j}(x_j)|^3}{p_{i_j} - 2},
\]
where the right-hand side tends to zero as \( j \rightarrow \infty \), because
\[
\frac{\lambda(p_{i_j})^{1/p_{i_j}}|u_{i_j}(x_j)|}{|\nabla \phi(x_j)|} \rightarrow \frac{\hat{\Lambda}|u(x_0)|}{|\nabla \phi(x_0)|} = 0 \quad \text{as} \quad j \rightarrow \infty.
\]
Thus \( -\Delta_{\infty} \phi(x_0) \leq 0 \), and since this inequality is trivially true if \( \nabla \phi(x_0) = 0 \), we conclude that \( u \) is a viscosity subsolution of (2.2). The fact that it is also a supersolution can be deduced by considering \(-u\) and repeating the argument above.

Let us finish the proof by checking that \( u \) really does change its sign in \( \Omega \). We denote \( \Omega_i^+ = \{ x \in \Omega : u_i(x) > 0 \} \) and \( \Omega_i^- = \{ x \in \Omega : u_i(x) < 0 \} \). Since
\[
\left( \int_{\Omega_i^+} |u_i|^{p_i} \, dx \right)^{1/p_i} \leq \left( \frac{|\Omega_i^+|}{\omega_n} \right)^{1/n} \left( \int_{\Omega_i^+} |\nabla u_i|^{p_i} \, dx \right)^{1/p_i},
\]
by the Poincaré inequality, we obtain using the fact that \( u_i \) is the first \( p_i \)-eigenfunction on each of its nodal domains (and there are precisely two of them, see [14]) that

\[
|\Omega_i^+| \geq \frac{\omega_n}{\lambda_1(p_i, \Omega_i^+)^{n/p_i}} = \frac{\omega_n}{\lambda_2(p_i, \Omega)^{n/p_i}}.
\]

Furthermore,

\[
\limsup_{j \to \infty} \Omega_{i_j}^+ := \bigcap_{k=1}^{\infty} \bigcup_{j=k}^{\infty} \Omega_{i_j}^+ \subset \{ x \in \Omega : u(x) \geq 0 \},
\]

and

\[
|\limsup_{j \to \infty} \Omega_{i_j}^+| \geq \limsup_{j \to \infty} |\Omega_{i_j}^+| \geq \frac{\omega_n}{\Lambda_2^2}.
\]

Thus the set \( \{ u \geq 0 \} \) has positive measure. Similar estimates hold for the set \( \{ u(x) \leq 0 \} \). Now, if \( u \) does not change its sign, say \( u \) is nonnegative, then by the Harnack inequality \( u \) is positive in \( \Omega \), which clearly contradicts \( |\{ u \leq 0 \}| > 0 \). □

Finally, we show that \( \hat{\Lambda} = \Lambda_2 \), which means that \( \Lambda_2 \) is an eigenvalue, and that \( \Lambda_2 \) is the second \( \infty \)-eigenvalue.

**Lemma 4.4.** Let \( u \) be a viscosity solution of \( F_\Lambda(u, \nabla u, D^2u) = 0 \) in \( \Omega \) and assume that \( u \) has at least two nodal domains. Then \( \Lambda_2 \leq \Lambda \).

**Proof.** Let \( N_j, j = 1, 2 \), denote the two nodal domains of \( u \). As \( u \) is a first \( \infty \)-eigenfunction on both of these domains, Theorem 8.1 in the appendix implies that \( \Lambda_1(N_j) = \Lambda \) for \( j = 1, 2 \). By the geometric characterization of the first \( \infty \)-eigenvalue this means that \( \Omega \) contains 2 disjoint balls \( B_j \) of radius \( 1/\Lambda \), and thus we must have

\[
\frac{1}{\Lambda} \leq r_2(\Omega) = \frac{1}{\Lambda_2}
\]

by the definition of \( r_2 \) and \( \Lambda_2 \). Hence \( \Lambda_2 \leq \Lambda \). □

The second \( \infty \)-eigenvalue \( \Lambda_2(\Omega) \) has a variational characterization similar to that obtained in [13] for the second eigenvalue of the \( p \)-Laplacian.

**Theorem 4.5.** Let \( S = \{ v \in W_0^{1,\infty}(\Omega) : \|v\|_{\infty,\Omega} = 1 \} \) and let \( u_1 \in S \) be any first \( \infty \)-eigenfunction in \( \Omega \). Then

\[
\Lambda_2 = \inf_{\gamma \in \Gamma} \sup_{u \in \gamma} \|\nabla u\|_{\infty,\Omega},
\]

where \( \Gamma \) is the family of all continuous paths on \( S \) going from \( u_1 \) to \(-u_1\).

**Proof.** Choose for a given path \( \gamma \in \Gamma, \gamma : [0,1] \to S \), a point \( t_0 \in (0,1) \) such that for \( u = \gamma(t_0) \)

\[
\|u^+\|_{\infty,\Omega} = \|u^-\|_{\infty,\Omega} = 1,
\]

where \( u^+ \) and \( u^- \) denote the positive and negative part of \( u \), respectively. Denote \( \Omega_+ = \{ x \in \Omega : u(x) > 0 \}, \Omega_- = \{ x \in \Omega : u(x) < 0 \} \) and choose two nodal domains \( N_+ \subset \Omega_+ \) such that \( \|u\|_{\infty,N_+} = 1 \). Then

\[
\|\nabla u\|_{\infty,\Omega_\pm} \geq \frac{\|\nabla u\|_{\infty,N_\pm}}{\|u\|_{\infty,N_\pm}} \geq \Lambda_1(N_\pm) = \frac{1}{\sup\{r > 0 : B_r(x) \subset N_\pm\}},
\]
and thus necessarily
\[ \Lambda_2 \leq \max\{\Lambda_1(N_+), \Lambda_1(N_-)\} \leq \|\nabla u\|_{\infty, \Omega} \leq \sup_{v \in \gamma} \|\nabla v\|_{\infty, \Omega}. \]

This shows that
\[ \Lambda_2 \leq \inf_{\gamma \in \Gamma} \sup_{u \in \gamma} \|\nabla u\|_{\infty, \Omega}. \]

For the other direction, we construct a continuous path \( \gamma \in \Gamma \) satisfying
\[ \|\nabla v\|_{\infty, \Omega} \leq \Lambda_2 \quad \text{for all} \quad v \in \gamma. \]

In order to do this, let us fix two disjoint balls \( B_{r_2}(x_1), B_{r_2}(x_2) \subset \Omega \) with radius \( r_2 = \Lambda_2^{-1}. \) Define the corresponding truncated cones
\[ C_1(x) = (1 - \frac{1}{r_2}|x - x_1|)^+, \quad C_2(x) = (1 - \frac{1}{r_2}|x - x_2|)^+. \]

We may assume that \( u_1 > 0 \) in \( \Omega. \) The path \( \gamma \) will be constructed from 6 pieces. We start from \( u_1 \) and go to \( C_1 - C_2, \) using the paths
\[ \gamma_1(t) = \max\{u_1(x), tC_1(x)\}, \]
\[ \gamma_2(t) = \max\{(1 - t)u_1(x), C_1(x)\}, \]
\[ \gamma_3(t) = C_1(x) - tC_2(x), \]
where \( 0 \leq t \leq 1. \) Clearly \( \gamma_i(t) \in S \) for all \( i = 1, 2, 3, \) and
\[ \|\nabla \gamma(t)\|_{\infty, \Omega} \leq \max\{\|\nabla u_1\|_{\infty, \Omega}, \frac{1}{r_2}\} = \Lambda_2. \]

It is now obvious how to complete the construction with three paths connecting \( C_1 - C_2 \) to \( -u_1. \)

The proof of Theorem 4.5, actually, implies that the second eigenvalue \( \Lambda_2 \) is obtained by a simple variational formula.

**Corollary 4.6.** For every bounded domain \( \Omega \subset \mathbb{R}^n, \)
\[ \Lambda_2 = \inf_{v \in \mathcal{O}} \left\{ \sup_{v \in \mathcal{O}} \|\nabla v\|_{\infty, \Omega} \right\} \]
where
\[ \mathcal{O} = \{v \in W_0^{1, \infty}(\Omega) : v \neq 0, \|v^+\|_{\infty, \Omega} = \|v^-\|_{\infty, \Omega}\}. \]

5. **Higher eigenvalues**

In this section, we address the issue of existence of \( \infty \)-eigenvalues \( \Lambda > \Lambda_2. \) In the one dimensional case all eigenvalues and eigenfunctions are explicitly known. Let \( \Omega \) be the interval \((0, 1). \) Now \( \Lambda_1 = 2 \) and the first \( \infty \)-eigenfunction is
\[ u_1(x) = \frac{1}{2} - |x - \frac{1}{2}|, \]
the distance function. The higher eigenvalues are just \( 2\Lambda_1, 3\Lambda_1, \ldots, \) and the corresponding eigenfunctions \( u_k \) are obtained from \( u_1 \) by the usual method of first extending \( u_1 \) to an odd function on \((-1, 1)\) and then periodically to the whole real line, and finally setting
\[ u_k(x) = u_1(kx) \quad \text{for} \quad x \in (0, 1), \quad k = 2, 3, 4, \ldots. \]
Observe that for example the function

\[ v(x) = \begin{cases} \frac{1}{4} - |x - \frac{1}{4}|, & x \in (0, \frac{1}{2}], \\ 2(|x - \frac{3}{4}| - \frac{1}{4}), & x \in (\frac{1}{2}, 1) \end{cases} \]

is not an \( \infty \)-eigenfunction because it does not satisfy \(-\Delta v = 0 \) at \( x = \frac{1}{2} \).

For the case \( n \geq 2 \), let us define for \( k = 3, 4, \ldots \) the numbers

\[ r_k = \sup \{ r > 0 : \text{there exists } k \text{ disjoint open balls } B_i \subset \Omega \text{ of radius } r \}, \]

and

(5.1) \[ \Lambda_k = \Lambda_k(\Omega) = \frac{1}{r_k}. \]

By repeating the arguments of the previous section, we can now study the limiting behavior, as \( p \to \infty \), of the sequences \( \{\lambda_k(p)^{1/p}\} \) for \( k = 3, 4, \ldots \) as well as the sequences of corresponding suitably normalized \( p \)-eigenfunctions. The important difference from the case \( k = 2 \) is that we do not have such a good lower bound for the number of nodal domains. As a result, the numbers \( \Lambda_k \) for \( k > 2 \) only bound the accumulation points of \( \{\lambda_k(p)^{1/p}\} \) from above and, in general, they are not known to be \( \infty \)-eigenvalues themselves. The proofs of Lemma 5.1 and Lemma 5.2 below are analogous to the proofs of Lemma 4.2 and Lemma 4.3, respectively.

**Lemma 5.1.** Let \( \Omega \subset \mathbb{R}^n \) be any bounded domain. Then

\[ \limsup_{p \to \infty} \lambda_k(p)^{1/p} \leq \Lambda_k \]

for all \( k \in \mathbb{N} \).

**Lemma 5.2.** For a fixed \( k \in \mathbb{N} \), let \( p_i \to \infty \) be any sequence such that the eigenvalues \( \lambda_k(p_i)^{1/p_i} \) converge to a number \( \Lambda_k^* \leq \Lambda_k \). Let further \( u_i \in W_0^{1,p_i}(\Omega) \) be a \( p \)-eigenfunction associated to \( \lambda_k(p_i) \), normalized so that \( \|u_i\|_{p_i, \Omega} = 1 \). Then there exists \( u \in W_0^{1,\infty}(\Omega) \) such that for a subsequence we have \( u_{ij} \to u \) uniformly in \( \Omega \) and \( F_{\Lambda_k^*}(u, \nabla u, D^2 u) = 0 \). In particular, \( \Lambda_k^* \) is an \( \infty \)-eigenvalue.

Lemmas 5.1 and 5.2 do not imply right away that the set of \( \infty \)-eigenvalues is unbounded. The sequence \( \Lambda_k(\Omega) \) clearly tends to \( \infty \) as \( k \to \infty \), but these numbers only bound the \( \infty \)-eigenvalues we found from above. If the domain is, for example, a parallelepiped, then one can construct arbitrarily large \( \infty \)-eigenvalues with the aid of Schwarz’s reflection principle, Theorem 7.1. In a general domain we will use some ideas from [37].

**Theorem 5.3.** For every bounded domain \( \Omega \) the set of \( \infty \)-eigenvalues is unbounded.

**Proof.** We consider first the case in which the domain is a ball \( B \). Let \( \{\varphi_m\} \subset W_0^{1,2}(B) \) be an orthonormal sequence of eigenfunctions of the ordinary Laplacian, and denote

\[ E_k^C = E_k^C(p) = \{ v \in W_0^{1,p}(B) : \int_B v \varphi_j \, dx = 0 \quad \text{for all } j = 1, \ldots, k \}. \]
If \( 2 \leq p < \infty \), \( \phi_m \in W_0^{1,p}(B) \) and so Proposition 7.8 in [38] shows that the set \( E^C_k \) intersects every closed symmetric subset of \( W_0^{1,p}(B) \) whose genus is at least \( k + 1 \). If we set

\[
\hat{\lambda}_k(p) = \inf_{A \in \Sigma_k} \sup_{u \in A \cap E^C_{k-1}} \frac{\int_B |\nabla u|^p \, dx}{\int_B |u|^p \, dx},
\]

then clearly \( \lambda_k(p) \geq \hat{\lambda}_k(p) \). By a diagonal argument and Lemma 5.1 we can find a sequence \( p_j \to \infty \) such that for every \( k \in \mathbb{N} \)

\[
\hat{\lambda}_k(p_j)^{1/p_j} \longrightarrow \hat{\Lambda}_k \quad \text{for some } \hat{\Lambda}_k \leq \Lambda_k.
\]

By Lemma 5.2, there exists an \( \infty \)-eigenvalue \( \Lambda^*_k \in [\hat{\Lambda}_k, \Lambda_k] \), and hence it suffices to prove that \( \hat{\Lambda}_k \to \infty \) as \( k \to \infty \).

To this end, we argue by contradiction and suppose that there is a constant \( C > 0 \) such that \( \hat{\Lambda}_k \leq C \) for each \( k \in \mathbb{N} \). This implies, after some relabeling, that there is a sequence \( k_j \to \infty \) and a number \( \hat{\Lambda} \leq C \) such that

\[
\hat{\lambda}_{k_j}(p_j)^{1/p_j} \longrightarrow \hat{\Lambda} \quad \text{as } j \to \infty.
\]

By the definition of \( \hat{\lambda}_k(p) \), this means that there are sets \( A_j \in \Sigma_{k_j}(p_j) \) and functions \( u_j \in A_j \cap E^C_{k_j-1}(p_j) \) such that for

\[
v_j = \frac{u_j}{(\int_B |u_j|^{p_j} \, dx)^{1/p_j}}
\]

we have

\[
\int_B |\nabla v_j|^{p_j} \, dx \longrightarrow \hat{\Lambda}
\]

as \( j \to \infty \). Hence by Hölder \( \{v_j\}_{p_j \geq q} \) is uniformly bounded in \( W_0^{1,q}(B) \), and with the aid of the Sobolev embedding theorem and a diagonal argument as in [27], we find a function \( v \in W^{1,\infty}(B) \) such that \( v_j \to v \) uniformly in \( B \). In particular, since \( ||v_j||_{p_j,B} = 1 \) for every \( j \), we obtain \( ||v||_{\infty,B} = 1 \). However, as \( v_j \in E^C_{k_j-1}(p_j) \), we must have

\[
\int_B v_j \phi_m \, dx = \lim_{j \to \infty} \int_B v_j \phi_m \, dx = 0
\]

for every \( m \in \mathbb{N} \). Thus \( v \equiv 0 \), which is clearly a contradiction, and we have proved the claim for a ball.

To deal with the general case, we choose for a given domain \( \Omega \) a ball \( B \) such that \( \Omega \subset B \). Then \( \lambda_k(p, \Omega) \geq \lambda_k(p, B) \) by the definition of these numbers, and the theorem now follows from the first part of the proof and Lemma 5.2. \( \square \)

According to [20], [17], for \( 1 < p < \infty \) there exist constants \( C_1, C_2 \) depending on \( p \) and \( n \) such that

\[
C_1 \left( \frac{k}{|\Omega|} \right)^{1/n} \leq \lambda_k(p, \Omega)^{1/p} \leq C_2 \left( \frac{k}{|\Omega|} \right)^{1/n}
\]

for all \( k \in \mathbb{N} \). One can probably deduce the unboundedness of the spectrum also from this result, but then the dependence of the constant \( C_1 \) on \( p \) should be analyzed carefully.
Also Lemma 4.4 in the previous section has its natural counterpart which is proved in analogous manner.

**Lemma 5.4.** Let $\Lambda$ be any $\infty$-eigenvalue for which there exists an $\infty$-eigenfunction having at least $k$ nodal domains. Then $\Lambda \geq \Lambda_k$.

Lemma 5.4 implies, in particular, that if the domain $\Omega$ satisfies

$$\Lambda_1(\Omega) < \Lambda_2(\Omega) < \Lambda_3(\Omega),$$

then every $\infty$-eigenfunction associated to $\Lambda_2(\Omega)$ admits exactly two nodal domains. For the second $p$-eigenfunctions this is true in any domain, see [14]. It is easy to find an example of a domain for which $\Lambda_2 = \Lambda_3$ that has an $\infty$-eigenfunction associated to this common value with a given number of nodal domains, see Section 7.

It is natural to ask, whether it could be that the numbers $\Lambda_k$ in (5.1) exhaust the spectrum. This is clearly true if $n = 1$, but we doubt very much that it holds in higher dimensions. The next example should explain our skepticism.

**Example 5.5.** The following packing problem was raised by Moser [33], see also [12]: Find the value of $\rho_m$, the maximal radius of $m$ non-overlapping equal circles in a unit square. Optimal packings and values for $\rho_m$, and consequently the numbers $\Lambda_m$ for the domain $Q = (0,1)^2$, are known at least for $m \leq 27$, see [34]. Yet the most striking result obtained is that the natural square lattice packing is not optimal for $m = 49$, see [35]. This means, in particular, that $\Lambda_{49}(Q) < 14$. On the other hand, using the reflection principle, it is easy to see that for $\Lambda = 14$ there exists an $\infty$-eigenfunction having exactly 49 nodal domains. Observe that this does not yet disprove the conjecture, since it might be that $14 = \Lambda_m$ for some $m > 49$.

6. **Properties of the spectrum and eigenfunctions**

We record some properties of the spectrum and eigenfunctions. First we bound the number of nodal domains in a rather explicit way.

**Theorem 6.1.** Let $u \in C(\Omega)$, $u|_{\partial \Omega} = 0$, be a solution of $F(u, \nabla u, D^2 u) = 0$ in the bounded domain $\Omega \subset \mathbb{R}^n$. Then the number of nodal domains of $u$ is at most $\Lambda_n \omega_n^{-1} |\Omega|$, where $\omega_n$ is the measure of the unit ball of $\mathbb{R}^n$. Conversely, if $u$ has $k$ nodal domains, then $\Lambda_n \geq k\omega_n |\Omega|^{-1}$.

**Proof.** By Theorem 8.1 in the appendix, $\Lambda_1(N) = \Lambda$ for any nodal domain $N \subset \Omega$. Thus

$$|\Omega| \geq \sum |N| \geq \omega_n \left(\frac{1}{\Lambda}\right)^n \#\text{nodal domains},$$

whence the result. \qed

It is not difficult to see that the bound found above is optimal. Just consider as the domain $\Omega$ a chain of $k$ disjoint balls of radius 1, connected by corridors of width $\varepsilon > 0$, and let $\varepsilon \to 0$. The $\infty$-eigenfunction with the right number of nodal domains can be constructed with the aid of the reflection principle, Theorem 7.1.

Next we link together the eigenvalue and the value of the Rayleigh quotient for the eigenfunction. For a finite $p$, the corresponding result is obtained easily by using the $p$-eigenfunction itself as a test function in the weak formulation of the problem.
Lemma 6.2. Let \( u \neq 0 \) be a solution to \( F_\Lambda(u, \nabla u, D^2u) = 0 \) in \( \Omega \). Then

\[
\frac{\|\nabla u\|_{\infty, \Omega}}{\|u\|_{\infty, \Omega}} = \Lambda.
\]

Proof. Let us choose a nodal domain \( N \) so that \( \|u\|_{\infty, N} = \|u\|_{\infty, \Omega} \). Then necessarily \( \|\nabla u\|_{\infty, N} = \|\nabla u\|_{\infty, \Omega} \). Indeed, if this is not the case, there is another nodal domain \( N' \) so that

\[
\frac{\|\nabla u\|_{\infty, N'}}{\|u\|_{\infty, N'}} > \frac{\|\nabla u\|_{\infty, N}}{\|u\|_{\infty, N}}.
\]

But this is impossible due to Theorem 8.1 in the appendix, and consequently

\[
\frac{\|\nabla u\|_{\infty, \Omega}}{\|u\|_{\infty, \Omega}} = \frac{\|\nabla u\|_{\infty, N}}{\|u\|_{\infty, N}} = \Lambda.
\]

In the previous section the spectrum was seen to be unbounded. Next we show that it is also a closed set.

Theorem 6.3. For every bounded domain \( \Omega \) the set of \( \infty \)-eigenvalues is closed.

Proof. Let \( \Lambda_i \in \mathbb{R} \) be \( \infty \)-eigenvalues such that \( \Lambda_i \to \Lambda \) as \( i \to \infty \), and choose eigenfunctions \( u_i \) satisfying \( F_{\Lambda_i}(u_i, \nabla u_i, D^2u_i) = 0 \) and \( \|u_i\|_{\infty, \Omega} = 1 \). Since

\[
\|\nabla u_i\|_{\infty, \Omega} \leq \Lambda_i < 2\Lambda
\]

for all \( i \) large enough, we see that the sequence \( \{u_i\} \) is uniformly bounded and equicontinuous. Thus, by Ascoli’s theorem, we may assume that \( u_i \to u \) uniformly in \( \Omega \) where \( u \in W^{1, \infty}_0(\Omega) \).

If the function \( F_\Lambda : \mathbb{R} \times \mathbb{R}^n \times S_{n \times n} \to \mathbb{R} \) in (2.2) were continuous, the theorem would now follow immediately from the standard stability results in the theory of viscosity solutions. However, since the equation is discontinuous at \( \{u = 0\} \), we need to check that the limit function really satisfies \(-\Delta_\infty u = 0\) at those points. So let \( x \in \Omega \) and \( \phi \in C^2(\Omega) \) be such that \( u(x) = 0 \) and \( \phi - u \) has a strict local minimum at \( x \). In order to show that \( u \) is a viscosity subsolution, we have to prove that

\[
-\Delta_\infty \phi(x) \leq 0.
\]

We will derive a contradiction from the antithesis \(-\Delta_\infty \phi(x) > 0\). By the uniform convergence \( u_i \to u \) we find a sequence \( x_i \to x \) such that \( \phi - u_i \) has a local minimum at \( x_i \). Because \(-\Delta_\infty \phi(x_i) > 0\) for \( i \) large, we obtain using the equation that \( u_i(x_i) > 0 \). Indeed, if \( u_i(x_i) \leq 0 \) for \( i \) large, then \(-\Delta_\infty \phi(x_i) \leq 0\) contradicting the antithesis. Thus \( u_i(x_i) > 0 \) and

\[
0 \geq \min\{\|\nabla \phi(x_i)\| - \Lambda_i u_i(x_i), -\Delta_\infty \phi(x_i)\} = |\nabla \phi(x_i)| - \Lambda_i u_i(x_i)
\]

for \( i \) large. But this implies that \( \nabla \phi(x) = 0 \) and consequently \(-\Delta_\infty \phi(x) = 0\), establishing that \( u \) is a subsolution. An analogous argument shows that \( u \) is also a supersolution, and hence \( u \) is a solution in \( \Omega \).

Next we will prove counterparts for two famous results of the linear theory. The first one shows that the Payne-Pólya-Weinberger conjecture, regarding the ratio of the first two eigenvalues, is true for the \( \infty \)-eigenvalue problem. In the linear case, this was proved by Ashbaugh and Benguria in [4] for \( n = 2 \) and in [5] for any \( n \). For
the eigenvalues of the \( p \)-Laplacian, \( p \neq 2 \), the validity of the conjecture is an open question.

**Theorem 6.4.** For a bounded domain \( \Omega \), the ratio of the first two \( \infty \)-eigenvalues satisfies

\[
\frac{\Lambda_2(\Omega)}{\Lambda_1(\Omega)} \leq 2,
\]

and equality holds if and only if \( \Omega \) is a ball.

**Proof.** First, it is easy to see that the supremum of the ratios is attained by a ball \( B \). Indeed, for any bounded domain \( \Omega \subset \mathbb{R}^n \), a maximal inscribed ball of radius \( \Lambda_1(\Omega)^{-1} \) contains two disjoint balls of radius \( (2\Lambda_1(\Omega))^{-1} \), and thus

\[
\frac{\Lambda_2(\Omega)}{\Lambda_1(\Omega)} \leq 2 = \frac{\Lambda_2(B)}{\Lambda_1(B)}
\]

for the ball \( B \).

Hence it remains to show that if \( \Omega \) is not a ball, then \( \frac{\Lambda_2(\Omega)}{\Lambda_1(\Omega)} < 2 \). To this end, let us denote \( R = 1/\Lambda_1(\Omega) \) and suppose that \( B_R(0) \subset \Omega \). Since \( \Omega \setminus B_R(0) \neq \emptyset \), there exists \( \hat{x} \in \partial B_R(0) \) and \( \tau > 0 \) small such that \( B_\tau(\hat{x}) \subset \Omega \). Now the proof reduces to the elementary problem of finding two disjoint balls of the same size contained in \( B_R(0) \cup B_\tau(\hat{x}) \) such that their common radius exceeds \( R/2 \).

Without loss of generality, we may assume that \( R = 2 \) and \( \hat{x} = 2e_1 = (2, 0, \ldots, 0) \). Since

\[
\min\{ \text{dist}(x, \partial B_2(0)) : x \in \partial B_1(e_1) \setminus B_{\tau/2}(2e_1) \} > 0
\]

and \( B_\tau(2e_1) \subset \Omega \), there exists \( \varepsilon > 0 \) such that \( B_{1+\varepsilon}(e_1) \subset \subset \Omega \). We claim that the balls

\[
B_{1+\varepsilon/4}((1 + \frac{3\varepsilon}{4})e_1) \quad \text{and} \quad B_{1+\varepsilon/4}(\frac{\varepsilon}{4} - 1)e_1
\]

are disjoint and contained in \( \Omega \). Indeed, clearly \( B_{1+\varepsilon}((1 + \frac{3\varepsilon}{4})e_1) \subset B_{1+\varepsilon}(e_1) \subset \Omega \) and \( B_{1+\varepsilon}(\frac{\varepsilon}{4} - 1)e_1 \subset B_2(0) \subset \Omega \), and the balls are disjoint because

\[
|(1 + \frac{3\varepsilon}{4})e_1 - (\frac{\varepsilon}{4} - 1)e_1| = 2 + \frac{\varepsilon}{2} = 2(1 + \frac{\varepsilon}{2}),
\]

that is, the distance between the centers is the same as the sum of the radii of the balls. This concludes the proof of the theorem. \( \square \)

The second result deals with the zero set of a second eigenfunction. In 1967 Payne [36] conjectured that in any bounded domain \( \Omega \subset \mathbb{R}^2 \) a second eigenfunction of the Laplacian cannot have a closed nodal line. This was proved to be correct if \( \Omega \) is convex by Melas [32] and Alessandrini [1]. On the other hand, an example constructed by Hoffmann-Ostenhof et al. [23] shows that the conclusion need not be true if the domain is not convex and not simply connected. To the best of our knowledge, nothing similar is known about the nodal line of a second eigenfunction of the \( p \)-Laplacian. In the case of the \( \infty \)-eigenvalue problem, we show that a weaker version of Payne’s conjecture holds: every nodal domain of a second \( \infty \)-eigenfunction in a convex domain necessarily meets the boundary. The proof works in any dimension and is again very simple due to the explicit characterization of \( \Lambda_2(\Omega) \).
Theorem 6.5. Let $\Omega$ be a bounded convex domain and let $u$ be a second $\infty$-eigenfunction in $\Omega$. Then the closure of each nodal domain of $u$ intersects the boundary $\partial \Omega$.

Proof. Suppose that the claim is not true. Then there exists a nodal domain $N$, associated to $u$, such that $d := \text{dist}(N, \partial \Omega) > 0$. Since $u$ is a second $\infty$-eigenfunction, this means that for some small $\varepsilon > 0$ there exist disjoint balls $B_r(x_1) \subset \Omega$ and $B_{r+\varepsilon}(x_2) \subset \Omega$, where $r^{-1} = \Lambda_2(\Omega)$ and $x_2 \in N$. Indeed, since $N$ contains a ball $B$ of radius $r$ and $(1+d/r)B$, the concentric ball with radius $r + d$, is contained in $\Omega$, the ball $B_{r+\varepsilon}(x_2)$ can be found inside $(1+d/r)B \setminus B_r(x_1)$. Without loss of generality, we may assume that $x_1 = 0$ and $x_2 = e_1 = (1,0,\ldots,0)$, in which case $0 < r < \frac{1}{2}$.

Denote

$$K = \text{convex hull}(B_r(0) \cup B_{r+\varepsilon}(e_1)) \subset \Omega.$$ 

Then for $\mu > 0$ sufficiently small, $\text{dist}(\mu e_1, \partial K) > r$, that is, $B_{\mu e_1}(0) \subset K$ for some $r < \mu < r + \mu$.

Let us choose $r < \rho < r + \frac{\varepsilon}{\mu}$ and $\mu < \frac{\varepsilon}{\mu}$. Then the balls $B_{\mu e_1}(0)$ and $B_r(\mu e_1)$ are both contained in $K \subset \Omega$ and have radius larger than $r$. They are also disjoint, because

$$|(1+r+\varepsilon - \rho)e_1 - \mu e_1| = 1 + r + \varepsilon - \rho - \mu > 1 + \frac{3}{4}\varepsilon > 2r + \frac{\varepsilon}{4} > (r + \mu) + (r + \frac{\varepsilon}{8}) > r(\mu) + \rho.$$ 

Thus

$$\Lambda_2(\Omega) \leq \frac{1}{\min\{r(\mu), \rho\}} < \frac{1}{r},$$ 

which contradicts the definition of $r$. The claim now follows. \hfill \Box

In Theorem 6.5 it is important that $u$ is a second $\infty$-eigenfunction. The conclusion is not true for higher eigenvalues even in a ball. Indeed, one can check that the function

$$u(x) = \begin{cases} 1 - |x|, & \text{if } |x| \leq 2 \\ |x| - 3, & \text{if } 2 < |x| < 3 \end{cases}$$

satisfies (2.2) in $B_3(0)$ with $\Lambda = 1 > \Lambda_2(B_3(0))$ (and $u$ even has two nodal domains), but the zero set of $u$ does not meet the boundary of the ball $B_3(0)$.

7. Examples

In this section, we present some examples displaying various features of the $\infty$-eigenvalue problem. Most notably, we consider domains for which the first and the second $\infty$-eigenvalue coincide.

We base most of our examples on the following reflection principle. It enables us to build higher eigenfunctions from first eigenfunctions of suitable subdomains.

Theorem 7.1. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain that is symmetric in the $x_n$ direction, i.e., $(x', x_n) \in \Omega$ if and only if $(x', -x_n) \in \Omega$. Let $u$ be a first $\infty$-eigenfunction
in $\Omega \cap \{x \in \mathbb{R}^n : x_n > 0\}$, and define $\hat{u} : \Omega \to \mathbb{R}$ by

$$\hat{u}(x) = \hat{u}(x', x_n) = \begin{cases} u(x), & \text{if } x_n > 0, \\ 0, & \text{if } x_n = 0, \\ -u(x', -x_n), & \text{if } x_n < 0. \end{cases}$$

Then $\hat{u}$ is an $\infty$-eigenfunction in $\Omega$, associated to the eigenvalue $\Lambda_1(\Omega \cap \{x_n > 0\})$.

**Proof.** It is enough to show that $-\Delta_\infty \hat{u} = 0$ on $\Gamma = \Omega \cap \{x_n = 0\}$. To check this, let $x_0 \in \Gamma$ and $\phi \in C^2(\Omega)$ be such that $\phi - \hat{u}$ has a local minimum, relative to $\Omega$, at $x_0$. Without loss of generality, we may assume that $x_0 = 0$ and $\phi(0) = 0$. Since the function $\phi|_\Gamma$ of $(n-1)$-variables has a minimum at 0 we have

$$\nabla \phi(0) = (0, \ldots, 0, \phi_{x_n}(0)).$$

This implies, in particular, that

$$-\Delta_\infty \phi(0) = -\phi_{x_n x_n}(0) \left( \phi_{x_n}(0) \right)^2.$$

In order to estimate $\phi_{x_n x_n}(0)$, we note that

$$\hat{u}(te_n) \leq \phi(te_n) = \phi_{x_n}(0)t + \frac{1}{2} \phi_{x_n x_n}(0)t^2 + o(t^2)$$

and

$$\hat{u}(-te_n) \leq \phi(-te_n) = -\phi_{x_n}(0)t + \frac{1}{2} \phi_{x_n x_n}(0)t^2 + o(t^2)$$

for $t \geq 0$ sufficiently small. Here $e_n = (0, \ldots, 0, 1)$. Since $\hat{u}(-te_n) = -\hat{u}(te_n)$ we thus have

$$\phi_{x_n}(0)t + \frac{1}{2} \phi_{x_n x_n}(0)t^2 \geq \phi_{x_n}(0)t - \frac{1}{2} \phi_{x_n x_n}(0)t^2 + o(t^2)$$

which implies

$$\phi_{x_n x_n}(0) \geq 0.$$

Consequently

$$-\Delta_\infty \phi(0) \leq 0,$$

and we conclude that $\hat{u}$ is a subsolution. To see that $\hat{u}$ is also a supersolution, repeat the argument above for $-\hat{u}$. \qed

**Examples 7.2.** (i) Let $\Omega = (0, 1) \times (-1, 1) \subset \mathbb{R}^2$. Then clearly $\Lambda_1(\Omega) = \Lambda_2(\Omega) = 2$, and we may construct a sign changing $\infty$-eigenfunction by taking a positive first $\infty$-eigenfunction of the unit square $(0, 1) \times (0, 1)$ and then extending the function to the whole of $\Omega$ by using the odd reflection above. Furthermore, each integer $k \geq 2$ is an $\infty$-eigenvalue of $\Omega$, and so is also for example $2\sqrt{2}$. These facts follow from the reflection principle as well.

It is obvious how one can modify the example to find, for a given $k \in \mathbb{N}$, a domain such that $\Lambda_1 = \Lambda_2 = \cdots = \Lambda_k$.

(ii) Let $\Omega = (0, 1) \times (0, T) \subset \mathbb{R}^2$ for $T > 2$. Then again $\Lambda_1(\Omega) = \Lambda_2(\Omega) = 2$, and for each $s \in [1, T - 1]$ we can construct an $\infty$-eigenfunction $u_s$ with precisely two nodal domains in such a way that

$$\{u_s = 0\} = \{(x, y) \in \Omega : y = s\}.$$
The construction is based on “gluing” together pieces of a (fixed) first \( \infty \)-eigenfunction of the unit square and the distance function of \( \Omega \), cf. [28], and applying the reflection principle at the nodal line. The set \( \{ u_s \}_{1 \leq s \leq T-1} \) is linearly independent.

8. Appendix

In [27], it was proved that if the domain \( \Omega \) satisfies \( \partial \Omega = \partial \overline{\Omega} \) then a positive \( \infty \)-eigenfunction is necessarily a first \( \infty \)-eigenfunction. We will now remove the assumption about the boundary. This improvement is crucial in the study of nodal domains whose regularity properties are in general unknown. Our argument here is different from that used in [27], where a logarithmic comparison principle was the main ingredient of the proof.

**Theorem 8.1.** Let \( \Omega \) be any bounded domain of \( \mathbb{R}^n \) and let \( \Lambda_1 \) be the first \( \infty \)-eigenvalue of \( \Omega \). If \( u \in C(\overline{\Omega}) \) is a positive viscosity solution to the equation

\[
\min \{ |\nabla u| - \Lambda u, -\Delta_\infty u \} = 0
\]

in \( \Omega \) with \( u = 0 \) on the boundary \( \partial \Omega \), then \( \Lambda = \Lambda_1 \). Furthermore, we have

\[
\frac{\|\nabla u\|_\infty,\Omega}{\|u\|_\infty,\Omega} = \Lambda_1.
\]

To prove this, we need the following Harnack inequality.

**Theorem 8.2.** Let \( u \) be a nonnegative viscosity supersolution of \( -\Delta_\infty u = 0 \) in \( \Omega \), and let \( \delta(x) = \text{dist}(x, \partial \Omega) \) for \( x \in \Omega \). Then

\[
|\nabla \log u(x)| \leq |\nabla \log \delta(x)| \quad \text{for a.e. } x \in \Omega.
\]

**Proof.** For the \( \infty \)-harmonic functions this was proved in [30], and there it was also noticed that the estimate holds for any supersolution that is a limit, as \( p \to \infty \), of a sequence of \( p \)-superharmonic functions. However, it turns out that this approximation property is true for all supersolutions, see [31], [26], and thus the Harnack inequality follows. Another proof, based on the “comparison with cones” property of supersolutions of \( -\Delta_\infty u = 0 \), is due to Crandall, see [3]. □

Now we turn to the proof of Theorem 8.1.

**Proof.** Notice first that if \( \Lambda \leq 0 \), then the eigenvalue equation above reduces to the \( \infty \)-Laplace equation \( -\Delta_\infty u = 0 \), whose only solution with zero boundary values is \( u \equiv 0 \), according to Jensen’s uniqueness theorem, cf. [24], [3]. Thus necessarily \( \Lambda > 0 \).

Let us normalize \( u \) so that \( \sup u = \frac{1}{\Lambda} \). Then \( \Lambda u \leq 1 \) in \( \Omega \), which implies that

\[
\min \{ |\nabla u| - 1, -\Delta_\infty u \} \leq 0 \quad \text{in } \Omega
\]

in the viscosity sense. Since the distance function \( \delta(x) = \text{dist}(x, \partial \Omega) \) satisfies

\[
(8.1) \quad \min \{ |\nabla \delta| - 1, -\Delta_\infty \delta \} = 0,
\]
see [26], and \( \delta = u \) on \( \partial \Omega \), we obtain by Jensen’s comparison principle for the equation (8.1), see [24], that \( u(x) \leq \delta(x) \) for all \( x \in \Omega \). Hence, as \( |\nabla \delta| = 1 \) a.e.,

\[
|\nabla u(x)| \leq \frac{u(x)}{\delta(x)} \leq 1 \quad \text{a.e. in } \Omega
\]

by the Harnack inequality (Theorem 8.2) and, consequently,

\[
\frac{\|\nabla u\|_{\infty, \Omega}}{\|u\|_{\infty, \Omega}} \leq \frac{1}{\Lambda} = \Lambda.
\]

Because \( \Lambda_1 \) is the minimum of the \( \infty \)-Rayleigh quotient, we must have \( \Lambda_1 \leq \Lambda \).

To prove the reverse inequality, we approximate \( v = \log u \) by its semiconcave inf-convolutions (see e.g. [25])

\[
v^\varepsilon(x) = \inf_{y \in \Omega_\sigma} \left\{ v(y) + \frac{1}{2\varepsilon} |x - y|^2 \right\}, \quad \varepsilon > 0,
\]

in the set \( \Omega_\sigma = \{ x \in \Omega : \delta(x) > \sigma \} \). Since \( |\nabla v| \geq \Lambda \) in the viscosity sense by the assumptions and \( v^\varepsilon \) is twice differentiable a.e., it follows from the properties of the inf-convolution (see [25]) that \( |\nabla v^\varepsilon(x)| \geq \Lambda \) for a.e. \( x \) in a smaller set \( \Omega_{\sigma, \varepsilon} = \{ x \in \Omega_\sigma : \text{dist}(x, \partial \Omega_\sigma) > C \sqrt{\varepsilon} \} \). Moreover, the function \( e^{v^\varepsilon} \) is a positive supersolution of \( -\Delta_{\infty} w = 0 \) in \( \Omega_{\sigma, \varepsilon} \). Thus we obtain, using Theorem 8.2 and then letting \( \varepsilon \to 0 \), \( \sigma \to 0 \) that

\[
\Lambda \leq |\nabla \log \delta(x)| = \frac{1}{\delta(x)} \quad \text{a.e. in } \Omega,
\]

and so

\[
\Lambda \leq \frac{1}{\sup_{x \in \Omega} \delta(x)} = \Lambda_1.
\]

This completes the proof of the first assertion, and the second one now follows immediately from (8.2) and the definition of \( \Lambda_1 \).

\[\square\]
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