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Different classes of problems

Inputs: (x,y) Inputs: (x)

data label data no label
Goal: Learn xtoy Goal: Learn some or

of the data

* Regression » Feature extraction/learning (without labels)
» Classification » Clustering
* Object detection * Dimensionality reduction
+ Sentiment segmentation * Density estimation
* Feature learning (with labels) + etc.
* efc.

04/04/2024 TIES4911 — Lecture 9




UNIVERSITY OF JYVASKYLA

Models...

Discriminative VS, Generative

It tells us what the data is... It generates a new data: new images, new
It discriminates, differentiates, classifies... video, new texts, new music, etc.
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Learns a boundary between the classes... Learns a distribution of individual classes...
p(y|x) = probability of y given x p(x) = probability distribution of x

p(x|y) = probability of x given y (conditional model)
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Goals of generative modeling

Generative modeling...

Density Estimation Samples Generation

Describes where the data was drawn from... Learn (model) probability distribution similar to the true distribution that
describes how the data was generated...

-0 = samples

Training data ~Pg4¢4(X) Generated data ~Py,pqe1 (%)

p(x) 4... qix)

01—
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Generative modeling

Outlier detection... leveraged 95% ol Driving Das:
_ _ (1) sunny, (2} highway, (3) strai
generative model enables outliers _ _ _ '
detection in the distribution. Use of
outliers during the training helps to
improve the model enable to detect

something new or rare... ﬁ T

Edge Cases
Deblasmg ... helps to create fairly representative dataset by Fair and representative dataset
uncovering underlying features... I T J

ht road

Homogeneous vs. Diverse
skin color, pose, illumination, etc.

New data generation... helps to simulate possible Next Video Frame Prediction

futures for planning or simulated Reinforcement Learning, crome — e
allows to fill the gap of missing data, supports in realistic
generation tasks, etc.
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Taxonomy of Generative Models

Model does not explicitly
Model can Generative models compute p(x), but can

compute p(xL/ N"nple from p(x)

Explicit density R e Implicit density

/ wimation to p(x) /\

Tractable density Approximate density Markov Chain Direct

Can compute p(x) GSN Generative Adversarial
Autoregressive Networks (GANs)
NADE / MADE
NICE / RealNVP Variational Markov Chain
Glow o .
Ffjord Variational Autoencoder Boltzmann Machine

Relevant links:

https://www.youtube.com/watch?v=5WoltGTWV54

https://www.youtube.com/watch?v=9JpdAg6uMXs
https://channel9.msdn.com/Events/Neural-Information-Processing-Systems-Conference/Neural-Information-Processing-Systems-Conference-
NIPS-2016/Generative-Adversarial-Networks
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Autoregressive Generative Modeling

: : . . this complex distribution over pixel values
P-I).(e/RNN and PixelCNN are gxphmt density models.for. fully isexpressedviaaneura,network
visible belief networks that use chain rule to decompose likelihood

f an im X into pr t of 1d distribution, and then maximiz —
of a age x into product of 1d distribution, and the a e p(z) = Hp(-’l?zl-’lil, Ti 1)
likelihood of training data... : =1y
Links: https://arxiv.org/abs/1601.06759 Likelihood of Probability of i'th pixel value
https://arxiv.org/abs/1606.05328 g given all previous pixels
PixelRNN Pixel CNN
« Generates image pixels starting from corner + Generates image pixels starting from corner

« Dependency on previous pixels is modeled using an RNN (LSTM) * Dependency on 'previous pixels is modeled using a CNN

over context region
@ f ? ® O « Softmax loss at each pixel u

1
l

@ © O
@ @ © ©

@ © ©
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|
|
|
|
|
|
|
® o

@ ©

Training is faster than PixelRNN (convolution
parallelization)

* Generation must still proceed sequentially, therefore it
is still slow

Relevant links:
https://towardsdatascience.com/auto-regressive-generative-models-pixelrnn-pixelcnn-32d192911173
http://proceedings.mir.press/v70/kolesnikov17a/kolesnikov17a.pdf
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Autoregressive Generative Modeling

PixelRNN Pixel CNN

Itlﬁﬁthﬂl
E‘-i JH R
ﬁﬂﬂﬁﬁi

a7 1% E Eﬂﬁgmﬁ
‘ =3

ImageNet 32x32 Sorrel horse

) Improvement for PixelCNN:
Pros. » Gated convolutional layers
Explicitly compute likelihood P(x) « Short-cut connections
» Explicit likelihood of training data - Discretized logistic loss
gives good evaluation metric « Multi-scale
* Good samples « Training tricks
+ Etc.
Con: « See: (Salimans et.al., 2017)
« Sequential generation is slow https://arxiv.org/abs/1701.05517

https://github.com/openai/pixel-cnn
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Autoregressive Generative Modeling

PixelTransformer replaces sequential model with Transformer Decoder style architecture with
masked self-attention and position-wise nonlinear network. Without positioning embedding, self-
attention model consider all the pixels equally close to each other.

Links: https://arxiv.org/abs/1802.05751 Without positioning embedding, self-attention

model consider all the pixels equally close to each

other. For example, in PixelRNN, pixel above is
! m ! ! ! , considered as very far pixel from target one.
L1,1 T12 T1,3 L2,1 22 I23

For big images, number of
pixels is huge and

computation become very
_J — _J expensive. Solution is to
t t 1 compute attention based on
smaller set of nearest pixels
<START:
w1 i (similar to PixelCNN).
i

= N
.i'1,1 i?LQ .’IA.‘1,3 532,1 54?'2.2 ‘%2,3
R

position-wise nonlinear network
+ 4 4 + + + repeated Nx

masked self-attention

t t t t t 1
<tart> B D B

Relevant links:
https://www.youtube.com/watch?v=y380v-Mtvzo
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Deep Generative Modeling

Latent variable models...

" Autoencoders and Variational ) 4 Generative Adversarial A
Autoencoders (VAEs) Networks (GANs)
Learn lower-dimensional latent Competing generator and
space and sample to generate discriminator networks
Input reconstructions
- / . I 7
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Learning @ lower-dimensional feature representation from unlabeled training data...

low-dimensional

latent space

L(x,%) = |lx — 2|

Ground Truth

5D latent space

2D latent space

Fal®) “_IJ M...__ a
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Autoencoders

\ Japooug /
o apoo juaje]
Decoder

High-dimensional Low(er)-dimensional High-dimensional
manifold of images latent space manifold of images

/ Decoder \

Relevant links:
https://synthesis.ai/2023/02/07/generative-ai-i-variational-autoencoders/
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Variational Autoencoders (VAEsS)

Decoder |

| Decoder |

Decoder

Relevant links:
https://synthesis.ai/2023/02/07/generative-ai-i-variational-autoencoders/
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Variational Autoencoders (VAEsSs)

bbbbllOOOODOOOOOOOOSE

13131333538880880023 : st . .

44222222333850000672 - Deterministic bottleneck is replaced with

G4422222333333555537 x . stochastic sampling operation
LT e
I 99999 7 ! . : :

Zqi 1393113883333 I Instead of learning latent varl_ab_les directly,

v 719999991888666b6csss learn mean and standard deviation for each

74‘1949!!!86::::2§::; I t t . bl t I

7??7?971!\\:::::::;;

Zhs G T T |

777aTa NNy ... both these vectors (u and o) describe

Zy Smooth representation probability d/str/butlo_n associated with
of latent space each of the latent variables...
vector of means
ag
vector of standard
deviations
\ J\
Encoder computes: py, (2]x) Decoder computes:qg (x|2)

L(P, 8) = (reconstruction loss) + (regularization term)
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Variational Autoencoders (VAEsS)

ﬁ([l),ﬁ) = (reconstruction |055) + {regularizatjon term) helps to reduce oveffitting, encourages encodings to be distributed
LOSSReco LoSSk, evenly around the center of the latent space and penalize the network
when it tries to cluster points in specific regions memorizing the data.

= Eqy, zjx)log pa(xz)] —  Drrlqs(zlx)||p(z))

D (q¢(z[x) Il p(z)) Lossg; - KL (Kullback-Leibler) Regularization with Normal prior helps enforce information
divergence between two distributions radient in the latent space. 2
g P z~N(u,0°)

= 1l§( +u? —1—logo;)
a 2}_=0 KR 089 It allows continuity (close points in latent space lead to similar

decoded content) and completeness (decoded content is
p(2)=N@=0,02=1) Normal Gaussian meaningful).

round 65536: train in latent space

l’(.: LhhbhbLazzL o554
[(LbbbLLLLLLSSS54444Yy
= 6 LbLbbbLLLALLASSSSqUQYQY
A [COLLLLELA2L23S5SS]949444y
‘ ‘ 4 666bLbbba223553999q44¢
e . 0 TVOLLLLLEL223538839944¢¢
«7 " -1 [DO0C6666L22358399494¢4¢9
' % v -] 2 100066666223339999q77
e ,, , . 3 [0D00006666433339999777
: ] al o |000000666¢53%99977777)
s 00000006658999111177
» L 5 looooO0OOCFR999777777
o B 6 -2 000000 rFF 497777777
' ; : = cooocoocs I 1797777777
bl - _, ocooocos /I 13y 77777777
; i coococ// /1 IV VJ7777777
5& 2 . looocrsrsr771 11\ 7272727777
5 i looadss//771 11\ \727727777
L S/ S/ /77NN \\NYZ277797
] . SLLL2 /NN N\NZ277277
8 -6 -4 -2 0 2 4 6 8 ) ' ’ b ' ’ ’ '
Not Regularized: Regularized:
» Small variances causes pointed distribution * Regularized variances
» Different means lead to discontinuities « Center means
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Variational Autoencoders (VAEsSs)

Problem: itis not possible to backpropagate gradients through sampling layer due to the
stochastic nature of it (z is a result of stochastic sampling operation)...

It is impossible to integrate over all z!  Po(*) = fpg (x,z)dz = 9(x|z)p6 (z)dz

re-parametrization of the sampling layer 7z ~ N (‘u, 0-2) = z= u+0o0@s¢

, Where u and o are fixed vectors, and ¢ is random
scaling constant drawn from the prior distribution

e (e~N(0,1))

FAR
OT‘W °

#

Embedding z

af
oz z=g(¢.x,€)

\ AN A

] z ~ Py (2]x)
Encoder computes: py (2] x) Decoder computes:qg (x| 2)

L(, 0) = (reconstruction loss) + (regularization term)

~N(0,1)

Relevant links:
https://www.youtube.com/watch?v=5WoltGTWV54
http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture13.pdf
https://arxiv.org/abs/1312.6114 ’ .
https://www.youtube.com/watch?v=igP03FXZqgo
https://www.youtube.com/watch?v=AX5v5med3Rw
https://www.youtube.com/watch?v=9KTrUea1apo
https://www.youtube.com/watch?v=dptTrfzSwb8
https://www.youtube.com/watch?v=PedRXuVcObg
https://www.youtube.com/watch?v=DamPMgZrnSc

04/04/2024 TIES4911 — Lecture 9 18

Original form Reparametrized form

Deterministic node Stochastic node




UNIVERSITY OF JYVASKYLA

Variational Autoencoders (VAEsS)

Convolutional Variational Autoencoder (CVAE)

I mearn
I arnpl ed vector
G’

variance or standard deviation

predicted
image

Py(Z|X)
Encoder

Py(X|Z)
Decoder

Sample a random noise following:

Inference Z=ptoxe Q7 —»

€E N{ﬂ} 1) sampled vector

CVAE
after 100 epochs

pred :ted

Py(X|2)

Relevant links:
https://www.tensorflow.org/tutorials/generative/cvae

04/04/2024 TIES4911 — Lecture 9

19




UNIVERSITY OF JYVASKYLA

Variational Autoencoders (VAEsSs)

Different dimensions of z encodes different interpretable latent feature...

Increasing/decreasing a single latent variable (keeping all
other variables fixed), we may manipulate through particular
feature (e.g. pose of a head)...

< >
Head pose

With disentanglement we would like to learn the most richest and
compact representation, we need the latent variables to be
uncorrelated and independent from each other as possible.

Beta-VAE is a type of variational autoencoder that seeks to gy
discovered disentangled latent factors. It modifies VAEs with an
adjustable hyperparameter 8 that balances latent channel capacity

and independence constraints with reconstruction accuracy.

F(6,6,8:%,2) = L(0,6:%,2, ) = Eq, (s 108 pa(xlz)] — 8 D (q0(z]x)||p(2))

~ 3-VAE VAE

Links: https://openreview.net/pdf?id=Sy2fzU9g|

Relevant links:
https://www.youtube.com/watch?v=5WoltGTWV54
http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture13.pdf
https://arxiv.org/abs/1312.6114
https://paperswithcode.com/method/beta-vae

04/04/2024 TIES4911 — Lecture 9

{a) Azimuth (rotation)




UNIVERSITY OF JYVASKYLA

Variational Autoencoders (VAEsSs)

Labeled Faces in the Wild

32x32 CIFAR-10

4 )

Autoregressive models: Variational models:
- Directly maximize P(data) - Maximize lower-bound on P(data)
- High-quality generated images - Generated images are often blurry
- Slow on image generation - Very fast image generation
\ - No explicit latent codes - Learn rich latent codes j

Relevant links:
https://www.youtube.com/watch?v=5WoltGTWV54
https://www.youtube.com/watch?v=FMuvUZXMzKM
http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture13.pdf
https://arxiv.org/abs/1312.6114
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Generative Adversarial Networks (GANSs)

Unlike Autoregressive Models that directly maximize likelihood of training \ -
data, and VAEs that introduce a latent space and explicitly model density o
(distribution underlying some data) maximizing a lower bound, GANs do —
not model a distribution directly, but instead allow us to generate new

instances from it (meaning that we sampling from the really complex

distribution that might be very difficult to learned directly).

Since, it is not obvious what to sample from complex distribution, GANs just sample from simple
random noise and learn a transformation to the training distribution...

“fake" sample from the

noise
Z training distribution

Generator Network G

04/04/2024 TIES4911 — Lecture 9 22
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GANs

Generative Adversarial Networks (GANS) are deep net
architectures (introduced by lan Goodfellow et al, 2014) comprised of two nets,

Real
Samples

competing one against the other (thus the “adversarial’). | I/

e

\ G
Generated
Generator Fake

Samples

Latent
Space

IsD
Correct?

T

(RN

i e i Fine Tune Training

Noise

ngign rrégx [[Ex-paam log Dg,(x) + E;-p(z) log (1 — Dy, (Ggg (z)))_

Discriminator wants to maximize objective st. D(x) close to |, D(G(z)) close to 0.
Generator wants to minimize objective s.t. D(G(z)) close to |.

The Generative model attempts to produce fake data (real
looking image) that looks so real that the Discriminative
model cannot tell it is fake. In turn, The Discriminative
model is learning to not get fooled by the Generative model
and has the task of determining whether a given image
looks natural (an image from the dataset) or looks like it
has been artificially created. After the models have played
the minimax game, we supposed to get:

o good quality generator that can generate as many artificial real
looking samples as we want;

o good enough discriminator that is aware of the “internal
representation of the data” (because it has been trained to
understand the differences between real images from the dataset
and artificially created ones) and can be used as a feature
extractor for a CNN.

Further extensions of GAN are DCGAN, Sequence-GAN, LSTM-GAN, etc.

GAN Zoo nttps://github.com/hindupuravinash/the-gan-zoo

Relevant links:

https://arxiv.org/pdf/1406.2661v1.pdf ; https://arxiv.org/pdf/1506.05751.pdf ;

https://arxiv.org/pdf/1701.00160.pdf

https://channel9.msdn.com/Events/Neural-Information-Processing-Systems-Conference/Neural-Information-Processing-Systems-Conference-

NIPS-2016/Generative-Adversarial-Networks

https://www.analyticsvidhya.com/blog/2017/06/introductory-generative-adversarial-networks-gans/
https://blog.statsbot.co/generative-adversarial-networks-gans-engine-and-applications-f96291965b4 7
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GANs

D tries to identify the
synthesized images

1“9 al

\_

y -
S
;é“
arg max B, [ log D(G(z))+ log (1 — D(x)) |
o o\
Fald Real noise G tries to synthesize fake
images that fool the best D
arg min max E, [ log D(G(z))+ log (1 — D(x)) |
G D

G tries to synthesize fake

images that fool D Gaussian noise
noise | Z ‘ Z""N(O,l)
arg min E, [ log D(G(z))+ log (1 — D(x)) |
G

Trained Learned target
generator data distribution

GAN Lab https://poloclub.github.io/ganlab/

Relevant links:

https://arxiv.org/pdf/1406.2661v1.pdf ; https://arxiv.org/pdf/1506.05751.pdf ; https://arxiv.org/pdf/1701.00160.pdf
http://introtodeeplearning.com/slides/6S191_MIT_DeeplLearning_L4.pdf
https://www.youtube.com/watch?v=ZQCe30N9gKlI
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GANs

X N
o

| ~ (&l IR
X1 . X1 - o

VAE GAN

more traditional max-likelihood approach

VAE vs GAN

+ objective is to reconstruct real data * objective is to generate new data

* uses pixel-to-pixel loss * Generator aims to fool the Discriminator

* output images are more blurred + Discriminator aims distinguish generated data from real
» lower diversity and higher stability * output images are sharper

» higher diversity and lower stability
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GANs

Deep Convolutional Generative Adversarial Networks (DCGAN)

Generating bedroom images and Face arithmetic with DCGANs...
Radford et al. 2015: Unsupervised Representation Learning with Deep
Convolutional Generative Adversarial Networks

wT'E tr"' &l

o = -

f .EF

DCGAN Architecture:
« most “deconvs” are batch normalized

e strides more than “1” 3

Stride 2

Relevant links:
https://arxiv.org/abs/1511.064 34

https://arxiv.org/abs/1511.06434

Interpolation...
We may observe image
transformations while

interpolation between points in
latent space.

Vector Space Arithmetic...
Algebra in the latent space also
corresponds to semantics,
similarly to the word embedding
in language models (e.g. queen
—woman ~ Kking).

https://github.com/carpedm20/DCGAN-tensorflow ; https://github.com/openai/improved-gan

https://bamos.github.io/2016/08/09/deep-completion

https://medium.com/@ramyahrgowda/dcgan-implementation-in-keras-explained-e1918fc930ea

04/04/2024
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Training Details

- Batch size: 100
- Learning rate: 0.0002
- Training epoch: 100

sigmold [ﬂ Dropout - Adam optimizer

HH]

MNIST

original

Aol 7]%
a1/1/71slo
Syl

Relevant links:

]L aky Rell ‘

1024 - Dropout: 0.3

181

- Dataset normalization (range: -1~ 1)
(pix_val-0.5) /0.5

GAN

https://github.com/znxlwm/tensorflow-MNIST-GAN-DCGAN

https://www.tensorflow.org/tutorials/generative/dcgan

04/04/2024

after 100 epochs

"” olelel2l7mm 1 | |

GANs

Training Details

- Batch size: 100

- Learning rate: 0.0002
- Training epoch: 20

- LeakyRelLU:0.2

- Adam optimizer
betal: 0.5

- Dataset normalization (range: -1~ 1)
(pix_val-0.5) /0.5

- Weightinit

normal: mean -0, std 0.02

- For CelebA, the G’s output channel and
the D’s input channel are changed to 3.

DCGAN
after 20 epochs

DCGAN

HOEER | O
EHEIERE 1T
Ill
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GANs

Progressive growing of GANs (NVIDIA) as a new training methodology for generative

adversarial networks (Karras et.al., 2018).

The key idea is to grow both the generator and discriminator progressively. Starting from a low resolution, add new layers
that model increasingly fine details as training progresses. This approach allows the generation of large high-quality
images, such as 1024x1024 photorealistic faces of celebrities that do not exist.

Links: https://arxiv.org/abs/1710.10196
https://github.com/tkarras/progressive_growing_of _gans
https://www.youtube.com/watch?v=G06dEcZ-QTg

G Latent Latent Latent
.
[ 8x8 | i —
i L ]
L | |
) ] [ ]
i } [ o |
: : ( -
g 5 | 1024x1024 ]
! N
.i ' Reals n: | Reals n ;Reals
: - ¥
D | 2 1024x1024 I
i r P
- [ ]
E L ]
'R . L ]
L_88 | —
Training progresses >

Relevant links:
https://machinelearningmastery.com/introduction-to-progressive-growing-generative-adversarial-networks/
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GANs

StyleGAN - a Style-Based Generator Architecture for GANs propose an alternative
generator architecture for generative adversarial networks, borrowing from style transfer literature. It
could be considered as a combination of progressive growing and style transfer. The new
architecture leads to an automatically learned, unsupervised separation of high-level attributes (e.q.,
pose and identity when trained on human faces) and stochastic variation in the generated images
(e.q., freckles, hair), and it enables intuitive, scale-specific control of the synthesis (Karras et.al., 2019).

Links: https://arxiv.org/abs/1812.04948
https://www.youtube.com/watch?v=dCKbRCUyop8

Source B

Latent z € Z Latent z = Z Noise

Synthesis network g
Normalize Const 4x4>x512| |
Mappimng !
network f

Source A

Coarse styles from source B

{a) Traditional (b) Style-based generator

04/04/2024 TIES4911 — Lecture 9 29




Relevant links:
https://medium.com/@steinsfu/stylegan-vs-stylegan2-vs-stylegan2-ada-vs-stylegan3-c5e201329c8a
https://medium.com/@steinsfu/stylegan3-clearly-explained-793edbcc8048
https://nvlabs.github.io/stylegan3/

https://github.com/NVlabs/stylegan3
https://catalog.ngc.nvidia.com/orgs/nvidia/teams/research/models/stylegan3
https://blog.paperspace.com/stylegan3-gradient-notebooks/
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GANs

BigGAN: Large Scale GAN Training for High Fidelity Natural Image Synthesis

(Brock et.al., 2019).

Authors studied the instabilities specific to large scale images and find that applying orthogonal regularization to the
generator renders it amenable to a simple "truncation trick," allowing fine control over the trade-off between sample
fidelity and variety by reducing the variance of the Generator's input. Their modifications lead to models which set the
new state of the art in class-conditional image synthesis.

Links: https://arxiv.org/abs/1809.11096
https://paperswithcode.com/method/biggan

EEy—

(a)

Figure 15: (a) A typical architectural layout for BigGAN’s G; details are in the following tables. ‘
(b) A Residual Block (ResBlock up) in BigGAN’s G. (c) A Residual Block (ResBlock down) in Frgure 162 @) A tpicat eyt o BEGAN dep's G dtas ae i s low

tables. (b) A Residual Blo k:ﬁ‘ B.' J.,l! n Big: (‘.-\'\ldccn 5B, (c) A Residual Block (Re: H.' i.

» 4 n‘»«m n BigGAN-deep’s D. A Res EJJ. withoul 1 or dow) i HgGAI\rJrcpdon not include
BlgGAN S D. he Upsample or Average Pooling kayer: d]la dendity skip connection:
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GANs

BigGAN: Large Scale GAN Training for High Fidelity Natural Image Synthesis

(Brock et.al., 2019).

Authors studied the instabilities specific to large scale images and find that applying orthogonal regularization to the
generator renders it amenable to a simple "truncation trick," allowing fine control over the trade-off between sample
fidelity and variety by reducing the variance of the Generator's input. Their modifications lead to models which set the
new state of the art in class-conditional image synthesis.

Links: https://arxiv.org/abs/1809.11096
https://paperswithcode.com/method/biggan

Fieure | Class-conditional samples pencrated by our model.
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GANs

1= SRGAN (proposed) original

Photo-Realistic Single Image Super-
Resolution Using a Generative Adversarial
Network (Ledig et.al., 2017).

Links: https://arxiv.org/pdf/1609.04802.pdf

Figure 1: Super-resolved image (left) 1s almost indistin-
ruishable from original (right). |4 = upscaling]

bicuhic SRFesMe SRGAN
(2] 50dBA16423) {23.53dB0TRIT)

v I | SV /[

Figure X From lefl w right bicobic interpolation. deep residual network optimized for MSE, deep residual generative
adversarial network optimized for a loss more sensitive to human perception, original HRE image. Comesponding PSNE and
5510 are shoom in brackets, [4 = upsculing]
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Image-to-Image Translation with Conditional Adversarial Nets
(Pix2Pix) as a general-purpose solution to image-to-image translation

problems (isola et.al., 2017)

Links: https://phillipi.github.io/pix2pix/
https://arxiv.org/abs/1611.07004

Labels to Street Scene Labels to Facade

input output

input - cutpul input output
Relevant links:
https://www.tensorflow.org/tutorials/generative/pix2pix
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GANs

CycleGAN (image-to-image translation using cycle-consistent adversarial network)
presents an approach for learning to translate an image from a source domain X to a target domain Y in
the absence of paired examples (zhu et.al., 2018). Paired ) Unpaired

Links: https://arxiv.org/abs/1703.10593 { Li Y :

https://github. com/Junyanz/CycIeGAN Q}
D G . .\_/. .\_/. . { , }
X ¥ | o || 5 i | oyele-consistency 7

AT : YiX Y]
Ja |

Leye(G, F) = Eznpp () [ F(G(2)) — z]|1)
+ ]Ey~pd.. y)[“("(F('} - y“l]'
Monet Z_> Photos Zebras £ Horses

photo —>Monet : horse —» zebra : winter —» summer

Relevant links:
https://towardsdatascience.com/cyclegan-how-machine-learning-learns-unpaired-image-to-image-translation-3fa8d9a6aa1d
https://neptune.ai/blog/6-gan-architectures

https://www.tensorflow.org/tutorials/generative/cyclegan 36
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GANs

CycleGAN for Speech Transformation. Having bunch of audio samples of two voices, we can
learn to transform representations of voices appearance.

Audio waveform (A) Audio waveform (B)

Spectrogram image (A) Spectrogram image (B)
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Links: https://arxiv.org/abs/1812.10889

Original CycleGAN InstaGAN

(a) jeans—rskirt

Original CycleGAN

04/04/2024

8| (r,a) e X x A

X7, ‘not X'}

(a) Overview

original
image

(v,b)eYxB

GA

(Y, ‘ot Y} |

| original
. masks
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ttab

i add ||

En 1 Bk

(b) Generator G

GANs

InstaGAN (instance-aware image-to-image ftranslation) proposes a novel method that
incorporates the instance information (e.q., object segmentation masks) and improves multi-instance
transfiguration. The proposed method translates both an image and the corresponding set of instance
attributes while maintaining the permutation invariance property of the instances (Mo et.al., 2019).

translated

concat  ionslated || masks

masks |

P H 5

i . = or

! L ‘not X'
-=i--» f4-: concat

(c) Discriminator D
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GANs

Attentional Generative Adversarial Networks (AttnGAN): Text-to-Image convertor

(by Tao Xu et.at., 2017) this bird is red with white and has a very short beak

“...Here, the pictures are created by the computer, pixel by pixel, from scratch,” Microsoft
researcher Xiaodong He said in a report on the project. “These birds may not exist in the
real world — they are just an aspect of our computer’s imagination of birds.”

AttnGAN begins with a crude, low-res image, and then improves it over

multiple steps to come up with a final image...

= starts off by generating an image from (random noise + a summation of the
caption’s token-embeddings);

= uses a combination of Atftention & GAN at every stage, to iteratively add
details to the image through highlighting words (words weighted vector) that
need more detail (e.g. from “bird, this, has, belly, white” towards “black, green, white, this,

bird’, etc.)
Residual FC with resha, pe Upsamplng % 1 TR = haining “ Coowiad
I I l Dosps Sttentiond) Kt o ey Mol (O I = a photo of a homemade swirly pasta with broccoli carrots and onions
ke | _________ Attentional Generative Network | ; i
{ea‘tures | Attention models E features
il | | il
o)) | F" L B ¥ E |
! )
s o “" . . o
.l ol el c | - Encoder
Encoder ﬂ_’ i | _ |
— | | 256x256x3 | e 1
| i b i
... . N ..... .. S a red double ) ]
a Auify black decker bus a stop sign a stop sign

s bird & red with
whiteand hasa
very short beak

Relevant links:

m’um cat floating on  is floating on  is floating on is flying in
top c:-f a ]ake top of a lake top of a lake the blue sky
https://arxiv.org/pdf/1711.10485.pdf = Ee

https://codeburst.io/understanding-attngan-text-to-image-convertor-a79f415a4e89
https://www.geekwire.com/2018/artistic-microsoft-bot-draws-whatever-tell-pixel-pixel/
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GANs

SPA-GAN: Spatial Attention GAN for Image-to-Image Translation introduces the attention
mechanism directly to the generative adversarial network (GAN) architecture and propose a novel
spatial attention GAN model (SPA-GAN) for image-to-image translation tasks. SPA-GAN computes the
attention in its discriminator and use it to help the generator focus more on the most discriminative

regions between the source and target domains, leading to more realistic output images (Emami et.al.,
2019).

AGGAN CycleGAN DRIT MUNIT UNIT DualGAN

Links: https://arxiv.org/pdf/1908.06616 - , . |lg =5
GAN GAN GAN e e oy Ve ;/
e W B B B
—F 1 "
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Image-to-Image Translation with Text e
Guidance embeds controllable factors, i.e., e ey

(zebra’, "NN'),
(‘standing”, ‘'VBG'),

natural language descriptions, into image-to-image s ||
translation with generative adversarial networks, — e
which allows text descriptions to determine the ===
visual attributes of synthetic images (Li et.al., 2020). random pacies
FC  fully connected
Links: https://arxiv.org/pdf/2002.05235
Ot b ith A large pizza with A large pizza with A giraffe is A piraffe is
Text n;emm_emr;::fn; Several donuts A yellow bus A red bus parks cheese and cheese, pepperoni  walking on a dirt walking on a dirt
green leaves, are on a table. parks in the road. in the road. pepperoni ona  and fresh herbs  road under ablue  road under a

04/04/2024

white plale on a white pl ate. sunset sky.

Segmentation
Mask

S-AtnGAN

S-ControlGAN

Curs

Figure 3. Qualitative comparison of three methods on the COCO dataset. (1) a and b represent the generation of objects belonging to
different categories on similar segmentation masks; (2) ¢ and d illustrate the controllable ability of internal visual attributes of objects; (3)
e and f show the capability of adding new visual attributes on synthetic images while preserving other text-unmodified contents; and (4) g
and h show that the model can also control the global style of the generated results.
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GANs

Semantic Image Synthesis with Spatially-Adaptive Normalization propose spatially-

adaptive normalization, a simple but effective layer for synthesizing photorealistic images given an
input semantic layout. (Park et.al., 2019).

Links: https://arxiv.org/pdf/1903.07291.pdf

Sumomtie Manipmlntion |.|f.-||u. Segminutation Map,_

-.F'

.'.|,li|!;

T AR FupE | ey

=

Figure 1: Our model allows wser control over both semantic and style as synthesizing @n image. The semantic (e.g., the
cxistence of @ trec) is contrelled via o label map iihe top row i, while the siyle is controlled via the reference style image {the
leftmost column). Please vizgit our website for interactive image synthesis demos.
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Social GAN: Socially Acceptable Trajectories with
Generative Adversarial Networks (Gupta et.al., 2018).

Links: https://arxiv.org/pdf/1803.10892.pdf

Encoder Deecoder
— _] P — ———
| s |z~ E’ e T M 15T
2
il s I LS5TM II-L.EE%E—- E - s |—"'| L5 T I
~ : — | g =
LSTM M- & e 1 M LSTM
| . -F"""F' L i
GENERATOR
o e x
04/04/2024 TIES4911 — Lecture 9
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GANs

TadGAN: Time Series Anomaly Detection Using Generative Adversarial Networks

(Geiger et.al., 2020).

Links: https://arxiv.org/pdf/2009.07769.pdf e frrnnmiapaparaan Anomalies | tstart | tstop
bt it i Unsupervised 1 Jan 10th, 2019 - 8:16 am | Jan 10th, 2019 - 3:34 pm || 5w .
W""U' —» ML —» 2 | Jan 16th, 2018 - 11:16am | Jan 17th,2019-2:34am | _A\,
VAV s Medel ' ' |
B e Y 18 Mar 24th, 2018 - 2:12 pm Mar 28th, 2019 - 3:19 pm %
min max  Vx(C:,G)+Vz(C,,E)+ Vi (€, G) o~ Py ST - GEG) ——  6(2)
{20} {(eCC.cC) | _.
| ] " K
e Pu I _I —_—
N~ — . I G— N — | & Elz) a~ Py
e —— | — ——
- e
é
, C’Z I ' ! J ; . . . :
— Fig. 2. Model architecture: Generator £ is serving as an Encoder which
maps the time series sequences into the latent space, while Generator G is
T — . serving as a Decoder that transforms the latent space into the reconstructed
s 100 — actual time series. Crific C, is to distinguish between real time series sequences
200 b e from X and the generated time series sequences from Q'(z), whereas Criric
Uo:: g z:: C. measures the goodness of the mapping into the latent space.
8, g |
H.‘ ::.: § ;: Baseline Models Comparison to ARIMA
¥ ao7s -050 .
aoso e TADGAN - 15.3%
0oz -100 LSTM :] 4.1%
it g Sep it Aug Sep
Pme Tme DeepAR -7.2%|:
) LSTM AE 82%[ |
Relevant links: HTM s3] |
https://github.com/gusty1g/TadGAN Dense AE [F%
https://www.youtube.com/watch?v=jlIDj2dhU99k MAD-GAN ;
MS Azure 44
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GANSs
Creatlve Adversarial Networks (CANs)

Elgammal et al. ICCC 2017: CAN: Creative Adversarial
Networks, Generating "Art" by Learning About Styles and
Deviating from Style Norms
https://arxiv.org/abs/1706.07068

Art images — "T‘“'" Train with art;’n_o} art labels and style class I_a_beis
With style Sample
labels s H
| : [ Art/Not art ]:.':,_
T ! H
Discriminator ' [ Art-style dassiﬁcation] ' ’

Generated : [
Sample

Input vector z

Train with art/not art and style ambiguity loss
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GANs

more Image Synthesis approaches...

with Adversanal Networks
habloh : 5
g “‘-‘f 1r

training of the generator training of the discriminator . 1" g 5
. *‘ -

f’r‘!_! v rf'l*T Lo r

generated image

generator

: L | | N -
- | -m- '-' L L F T T T ‘" = "' -y
- wa [ § -
T [ | - W
| ke y .II- K. 3 N ' & - s F ; ] Loy Y i

dhecrimdnelos Denton et al. 2015: Deep Generative Image Models using a Laplacian

"’;“""'::',‘" real image Pyramid of Adversarial Networks
https://arxiv.org/pdf/1506.05751.pdf

SENNEENNEENENEEE

Lral IHIII“: of the generator training of the discriminator With CondiﬁOnal Adversarial Networks

griverated lmm

Hﬂ.- gi‘.
l
=

discriminator

B .« Zhang et al. 2018: StackGAN++: Realistic Image Synthesis with Stacked

Q M Generative Adversarial Networks

random noise https://arxiv.org/pdf/1710.10916.pdf
wetor fost Inegt Al Arata Zhang et al. 2017: StackGAN: Text to Photo-realistic Image Synthesis

bluo sky with Stacked Generative Adversarial Networks
https://arxiv.org/pdf/1612.03242.pdf
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more Image Synthesis approaches...

Iatent

l]r-ul ation
diseriminator

input image, |
binary =
atiributes, "
v [ =
o 8]

[Lample et al, 2017]

[Talgman et al, 2017)

GANs

Disentangling image attributes with Fader Networks
(change gander, add objects, change age, efc.)

Lample et al. 2017: Fader Networks Manipulating Images by Sliding

Attributes
https://arxiv.org/abs/1706.00409

Domain adaptation and creatlon of completely new styles with
Adversarial Nets - .

Taigman et al. 2017: Unsupervised Cross-domain Image Generation
https://research.fb.com/publications/unsupervised-cross-domain-image-generation/
https://research.fb.com/wp-content/uploads/2017/04/unsupervised-cross-
domain_camera_ready0.pdf
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Spectral Normalization for Generative

Adversarial Networks propose a novel weight
normalization technique called spectral normalization
to stabilize the training of the discriminator. Proposed
normalization technique is computationally light and
easy to incorporate into existing implementations.
Efficacy of spectral normalization was tested on

CIFAR10, STL-10, and ILSVRC2012 dataset. (Miyato
et.al., 2018).

Links: https://arxiv.org/pdf/1802.05957 .pdf

GANs

Figure 7: 12Bx128 pixel images gencrated by SMN-GANs truined on ILEYRC2002 dakaset. The
imception score is 21,1435,

04/04/2024 TIES4911 — Lecture 9

48




..........

Masked Generated Original

Relevant links:

https://github.com/hindupuravinash/the-gan-zoo
https://neptune.ai/blog/6-gan-architectures
https://machinelearningmastery.com/tour-of-generative-adversarial-network-models/
https://arxiv.org/abs/1801.04406

https://github.com/LMescheder/GAN _stability
www.youtube.com/watch?v=RdC4XeExDeY
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GANs

= Neural Face is an Attificial Intelligence which uses Deep Convolutional Generative
| Adversarial Networks (DCGAN) (developed by Facebook Al Research) to generate face
{ images...

ﬁé’ﬁ d Demo: https://carpedm?20.github.io/faces/

* - + Generative image Manipulation

Yearbook Face Editor

Demo: http://codeparade.net/faces/

interactive Generative Adversarial Networks (iGANS) by zhu
etal., 2016) IS an interactive application that tries to produce the most
similar realistic image based on user drawn a rough sketch of an
image...

Video: https://www.youtube.com/watch?v=115YPEdsWI8

Neural Photo Editing with Introspective Adversarial

Networks (aAndrew Brock etal. 2017) presents Neural Photo Editor - an
1{# interface that leverages the power of generative neural networks to make
L . large, semantically coherent changes to existing images...

Links: https://openreview.net/forum?id=HkNKFiGex
https://www.youtube.com/watch?time_continue=2&v=FDELBFSeqQs&feature=emb_logo
https://github.com/ajbrock/Neural-Photo-Editor
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Generative Al

Toonify! nttps://itoonify.photos/

Tokkingheads nttps://tokkingheads.com/

h ﬂl ﬁ!ﬂm

Using default video to puppet the

II--E_QIIQ@1

Relevant links:
https://towardsdatascience.com/animating-yourself-as-a-disney-character-with-ai-78af337d4081
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Discrete Latent Spaces

Vector-Quantized VAE (VQ-VAE) - finds a finite vocabulary (codebook) and encodes images as
fixed sets (tensors) of discrete codes... 5

1 9293 eK

tensor is something like 32x32 Space
with, say, 8192 codebook
vectors (the numbers are taken
from the original DALL-E model).
Thus, there are 8192/(32x32) =

240960 possibilities, while the \ | m — L
number of atoms in the Universe CNN ' '\ SiiEl El

A realistic size of the latent code Embedding

is less than 22300.

53
The original VQ-VAE, trained on . ~ J H=——H \ . .
ImageNet with a separate Encaar Decoder
PixelCNN trained to generate
latent codes.

_ %€ Latent space

7. Edgar Degas ~
... 8.Vermeer — — ~..0
9. Salvador Dali— _ | _ Enc(x) x~

Codebook
\ e
o
(I
[
\
I
\
\
\
\
Ml \
\
o \
©
\
\
A
X
(1]
o

]
Decoder

Relevant links:
https://synthesis.ai/2023/03/21/generative-ai-ii-discrete-latent-spaces/
https://arxiv.org/abs/1711.00937
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Vector-Quantized Variational

Autoencoder (VQ-VAE2) -
combination of VAE and
Autoregressive models...

Relevant links:
https://arxiv.org/abs/1906.00446
https://paperswithcode.com/method/vg-vae-2

04/04/2024

Discrete Latent Spaces

VQ-VAE Encoder and Decoder Traini

(a) Overview of the architecture of our hierarchical
VQ-VAE. The encoders and decoders consist of
deep neural networks. The input to the model is a
256 x 256 image that is compressed to quantized
latent maps of size 64 x 64 and 32 x 32 for the
bottom and top levels, respectively. The decoder
reconstructs the image from the two latent maps.

TIES4911 — Lecture 9

Image Generation

{ Condition

o

l Decoder

L5

Generation

(b) Multi-stage image generation. The top-level
PixelCNN prior is conditioned on the class label,
the bottom level PixelCNN is conditioned on the
class label as well as the first level code. Thanks
to the feed-forward decoder, the mapping between
latents to pixels is fast. (The example image with
a parrot is generated with this model).
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real/fake
r|f

Codebook 2

o

Transformer

Discrete Latent Spaces

Vector-Quantized GAN (VQ-GAN)

naturally uses a Transformer as the
autoregressive model to generate the
codes and keeps the autoencoder part v

similar to VQ-VAE. (Esser et al., 2020) . Discriminator

VQ-GAN could not only produce better images on
the basic ImageNet, but it could scale to far higher
resolutions (e.g. generating a landscape from a
semantic layout, i.e., from a rough segmentation
map).

1

pls) = 1, plsifs1) "'~-|,'||“,'-!”

- =] - -

E T B

flr
flr
r|r

CNN

argmincz ||2 — z|| Decoder
—_—

quantization

To learn a very rich and expressive codebook, VQ-GAN adds a patch-based
discriminator that aims to distinguish between (small patches of) real and
reconstructed images (instead of using just a straightforward reconstruction
loss), and the loss becomes a perceptual loss, i.e., the difference between
features extracted by some standard convolutional network. Thus, the

)
/
/

€4

Japooug
/
(¢
~
| o
= ©
/ \
Decoder \

/

\ Loss functions //*
discriminator takes care of the local structure of the generate image, and the < — ; ‘
perceptual loss deals with the actual content. 3 cep :

ours VQVAE-2 [61] BigGAN [4] MSP [19] o adversaral

loss

t

| Patch-based |
| discriminator |
( \

Relevant links:

https://synthesis.ai/2023/03/21/generative-ai-ii-discrete-latent-spaces/
https://arxiv.org/abs/2012.09841
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TransGAN:

GANs

Two Pure Transformers Can Make One Strong GAN, and That Can Scale Up

(Jiang et.al., 2021).

Authors conduct the first pilot study in building a GAN
completely free of convolutions, using only pure transformer-
based architectures. TransGAN, consists of a memory-friendly
transformer-based generator that progressively increases
feature resolution, and correspondingly a multi-scale
discriminator to capture simultaneously semantic contexts and
low-level textures. Authors introduce the new module of grid
self-attention for alleviating the memory bottleneck further, in
order to scale up TransGAN to high-resolution generation, as
well as, develop a unique training recipe including a series of
techniques that can mitigate the training instability issues of
TransGAN, such as data augmentation,  modified
normalization, and relative position encoding.

Links: https://arxiv.org/abs/2102.07074
https://github.com/VITA-Group/TransGAN

sl

(a) Synthesized Image

58588
Relevant links:

https://www.youtube.com/watch?v=R5DiLFOMZrc
04/04/2024
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GANs

STransGAN: An Empirical Study on Transformer in GANs

The Nuts and Bolts of Adopting Transformer in GANs
(Xu et.al., 2021).

Authors conduct a comprehensive empirical study to investigate the properties of Transformer in GAN for highfidelity
image synthesis. Analysis highlights and reaffirms the importance of feature locality in image generation, although the
merits of the locality are well known in the classification task. They have found the residual connections in self-attention
layers harmful for learning Transformer-based discriminators and conditional generators and proposed effective ways to
mitigate the negative impacts. Study leads to a new alternative design of Transformers in GAN, a convolutional neural
network (CNN)-free generator termed as STrans-G, which achieves competitive results in both unconditional and
conditional image generations. The Transformer-based discriminator, STrans-D, also significantly reduces its gap against
the CNN-based discriminators.

Links: https://arxiv.org/abs/21 10.13107 : Low-Resolution Stage High-Resolution Stage
https://nbei.github.io/stransgan.html
I N ol oF, >
. 12]|. BN =8 [FlEie g
g g EE[EE - 3 6
CIEEE] 2 3
Input Tokens
(b) STrans-G
LeakvReLU l
[ »rP | [ skip-proj |
g of | y_]
=i
g 2 g& 2 Fan
g |- ’ T ke
G = & E g | | [(Ceayreru]
| [ Swin MSA | [ skip-proj |

s
(a) STrans-D (b)Y skap-prom
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Diffusion models

Diffusion models are fundamentally different from all the previous generative methods. Intuitively,
they aim to decompose the image generation process (sampling) in many small “denoising” steps - e.qg.
Denoising Diffusion Probabilistic Models (DDPM) (Sohl-Dickstein et al, 2015)(Ho. et al, 2020)

Q(mt‘mt—l)

;I:O > s — L3 ] T > s —» I7

glae|ze—1) iffusion model
Lo — o — X > X —> - —> 7

s R 2

Stable Diffusion model

e Latent Space | (Conditioning)
represents a model where diffusion R , :
and denoising processes take place _ Diffusion Process | > Ee;\n/lzn i
in the latent space of autoencoder Denoising U-Net €4 7"ZT Text

for images that does mapping of the
codes into the pixel space (e.g. VQ-
VAE or VQGAN).

Relevant links:
https://theaisummer.com/diffusion-models/
https://www.youtube.com/watch?v=fbLgFrITnGU
https://www.youtube.com/watch?v=hVk7Py1c24Q

" Repres |
.entations |

ixel
https://arxiv.org/abs/1503.03585 Ol ST A
https://arxiv.org/abs/2006.11239 pra— To
https://arxiv.org/abs/2106.15282 D(]
https://arxiv.org/abs/2011.13456 = = €A _ |
https://arxiv.org/abs/2112.10752 denoising step crossattention  switch  skip connection concat T

https://ommer-lab.com/research/latent-diffusion-models/
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Diffusion models

Contrastive Language-Image
(1) Contrastive pre-training (2) Create dataset classifier from label text

Pre-training ( CLIP) demonstrates -
that the simple pre-training task of predicting
which caption goes with which image is an | *= = |7 exoser j
efficient and scalable way to learn SOTA ° T ‘
image representations from scratch on a
dataset of 400 million (image, text) pairs
collected from the internet. After pre-training,
natural language is used to reference learned
visual concepts (or describe new ones)
enabling zero-shot transfer of the model to
downstream tasks. (Radford et al, 2021)

unCLIP (DALL-E2) Hierarchical Text-Conditional Image Generation with
CLIP Latents is a two-stage model: a prior that generates a CLIP image
embedding given a text caption, and a decoder that generates an image
conditioned on the image embedding.

The joint embedding space of CLIP . B CLIP objective _ img
enables language-guided image - o encoder
manipulations in a zero-shot fashion. “a corgi
Authors used diffusion models for the playing a
decoder and experiment with both flste
autoregressive and diffusion models for )
the prior, finding that the latter are throwing
computationally more efficient and trumpet”
produce higher-quality samples.

by Ty | ITa | T3 S Y

3 '/ 7 ”;\
— ARV O O
; OO000 OO

Relevant links:
https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2204.06125 prior decoder
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Diffusion Transformers (DiTs)
explore a new class of diffusion
models based on the transformer
architecture. Authors train latent
diffusion  models of images,

replacing the commonly-used U-Net
backbone with a transformer that
operates on latent patches. (Peebles
and Xie, 2023)

i lied ik
L L]
Linear and Rashape

Latent 1
ETPET I Labal y

Lagent Diffusion Tramsformes

[LFE T
Shanll B |
1 £
B Fi-f3
[
Lapar Pl MLF

— i

,\‘_ g Tisnasit Conisanng _,lJ L

Diffusion models |

DNT Blsck with adal N-Zero

Figure 3. The Diffusion Transformer (D§T) architecture. Lefi: We mrain conditional latent DT models. The inpat latent is decomposed
intos patches and processed by several DNT blocks. Righr: Details of our DNT blocks. We experiment with variants of standard transformer

160 DiT-5

o

FID-50K - ImageNet 256x256
2 & B

=]

DITB  piT-L

DiT-XL

ADM-L-G

LDM-8-G

LDM-4-G

DiT-XL2-G

Scaling Diffusion Transformers

SOTA Diffusion Models wf Guidance

Figure 2. ImageMet generation with DifTusion Transformers (DiTs). Bubble area indicates the fAops of the diffusion model. Lefr

Relevant links:
https://arxiv.org/abs/2212.09748
https://github.com/chuanyangjin/fast-DiT
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FID-30K (lower is bettery of our DIT models ot 400K raiming terations. Performance steadily improves in FID a5 mode] fops increase.
Righe: Our best model, DiT-XL72, is compuic-cilicient and outperfomms all prior U-Net-based diffusion models, like ADM and LDM.
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djourny .midjourney.com Gen erative AI
'

o | A ',J, DALL-E

https://openai.com/dall-e-2

19 7 DALL E 3 " https://openai.com/dall-e-3

X

Creaw art with the helo ofArtificial Intelligence

) o @ DALL-E 2

.
|

-

} = \ rf enerator !

afe https://nightcafe.studio/

I (,\I(,d ;

\

'p% Stable Diffusion ntyps: Istability.ai/

https://stablediffusionweb.com/ ] I/ﬁ
%z

https://huggingface.co/stabilityai/stable-diffusion-2-1 { _\‘ . g,
https://clipdrop.co/stable-diffusion-reimagine Lecha hitps://lexica.art | 3\\ \ %

7 ORIGINAL
Relevant links: etaphySiC https://metaphysic.ai/

https://beincrypto.com/learn/ai-image-generators/
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Generative Al

Adobe Firefly www.adobe.comisenseilgenerative-aiffirefly.htmi

Meet Adobe Firefly.

Experiment, imagine, and make an infinite range of
creations with Firefly, a family of creative generative Al
models coming to Adobe products.

61
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Generative Al

Riffusion https://www.riffusion.com/about
https://huggingface.cof/riffusion/riffusion-model-v1
A fine-tuned “Stable Diffusion” model to ‘N
generate images of spectrograms that are
further converted to an audio... ' :

>

lo-fi beat for the holidays

mambo but from jamaica

AIVA https://www.aiva.ai/

‘Y"WY""'TY‘ i

o e 10 WS
- vty

for the song you need.
Create it.

© Dreicn
D o Py Gt
© e vy Gt
@

& Ow

G s Sz
e Py

N

= 4

2 o -
"
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Generative Al

Sora is a video diffusion model (in particular - diffusion transformer), given input noisy patches (and

conditioning information like text prompts), it's trained to predict the original “clean” patches.
https://openai.com/sora

Relevant links:

https://openai.com/research/video-generation-models-as-world-simulators
https://www.youtube.com/watch?v=hVk7Py1c24Q
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Generative Al

Generative Al Video Timeline - 2023
Q1

Q2
S

Q3

Morph Studio

Q4

- (=]
[ runwary I ta-vide e .
- nVIDIA. = el stability ai
Gen-1 " genmo Align Your Show-1 d T bt ByteDanca =
announcement Chat feature Latents paper Public [aunch Gunch { } i MagicAnimate Adibaba 1.01 h
Zeroscope ngenmo Ditfugion Launch -0 launc
I g Discord Bot Papey i2vgen-xl M
" genmo . et Camera : taanch g~ launch ESbleL
} Open bata = cantrols & Fairy model
Video . B stability ai T ]
i Tenceni mm—— A ru‘m* Camera launech Lluh Aligl.::\hn a paper
1= St Animats Extend vid aunel 5
ngu"zww vlnemzc:iﬂe; al :.;u"cn':a on ulalzmzlh 0 mrem:m 341 aiber] Aviciate Arrything 10 WALT
aﬂwu:tl:;menl o o I Matile app papor announcemant | annsuncement
l [ runway ; AnimuteDiT
EIBE | (: runway | @) | ool o G || e e awch | (N
6 - i - Motion brush i
gt o “ Hiealhacth i launch | oance paper | Reattime ideo b
OGUMeta taunch y Transiorm GIE lainch Launch BRNGUNCEMEnt h:Ir:::
Make-A- Adibaba taunch faunch Balitmm = <*genmo " N
Videa-3D Modelscope i h VideoGen ' Replay v0.2 o Morph Studio @ Domoal &  Publiciaunch
neural n . 2 =t
ketiizc o EFS_&EI'EI_ .ﬂ\. 5 ATimateiT paper Q) ; launch 0 Meta FHelc;0 A Video-to-video VideoPoat
Tames VidooFs Launch (% runwiay Maotion launch s
20 ideoFactory [P d lawnch Efmu annauncement PR
lavneh Paper . Director mode
launch paper
Legend

@ Leonardo

M\ Assistive

& FullJaurney ; Vispunk
n MagicHour
g -

[ s
| Hotshot
=

‘;, Moonvalley m Deforum

Relevant links:
https://briansolis.com/2024/01/generative-insights-in-ai-january-5-2024/
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Generative Al

Steve Al https://www.steve.ai/

L Steve Al Use Cases v  Features v

An Al Tool Beyond

Text to Video

Steve Al isn't just Text to Video, it's Text to (Any Type Of) Video.

* Creative Automation Al Engine Create Videos with Al )

04/04/2024 TIES4911 — Lecture 9
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Generative Al: LLM

LLM Developer Popular apps # of Access
Al Baaas that use it parameters
Jual 20193 Moy 2023
HE GPT OpenAl Microsoft, 175 hillion+ API
Feh 2023 ;ﬂ A= 00 m H 3 - Briati
@ 2 phi Vi Duolingo,
Open-SOUI’CG 2] mpy XGen _ Stripe, Zapier,
£ Dropbox,
L4 ChatGPT
Jel 2023 Grok
Gemini Google Some gueries Mano: 1.8 & API
on Bard 3.25 billion:
others
unknown
PalM 2 Google Google Bard, 340 billion API
Docs, Gmail,
closed-source it et
Google apps
o | PaLMm
@ o S G BT Chinchitia Llama 2 Meta Undisclosed 7,13, and 70 Open source
GLaM LaMDA M billion
GPT-3  Gopher
Vicuna LMSYS Org Chatbot Arena 7,13, and 33 Open source
billion
Claude 2 Anthropic Slack, Motion, Unknown API
" { Zoom
Luminous 0t/ BLOOM 5
2008 BLOOMZ GLM-130B Stable Stability Al Undisclosed 7,13, and 70 Open source
1768 ChatGLM-6B il
Beluga illion
StableLM Stability Al Undisclosed 7,13,and 70 Open source
OPT-175B nillicn
BB3 GPT-4
‘ it Undisclosed Coh HyperWri Unk AP
Jurassic-1 1758 - Coral chere yperrite, nknown
788 Jasper, Notion,
LongShat
Falcon Technology Undisclosed 1.3, 7.5, 40, Open source
Innovation and T80 billion
e Institute
O Closed G €8 L PT Mosaic Undisclosed 7 and 30 Open source
B chiochita scale 3 1208 A billion
©@ v
Mixtral 8x7B Mistral Al Undisclosed 45.7 billion Open source
Relevant |II"1kS XGen-7B Salesforce Undisclosed 7 billion Open source
https://zapier.com/blog/best-llm/ e o Ty R [ B

https://www.revelo.com/blog/best-large-language-models
https://medium.com/@kentsui/large-language-model-2023-review-and-2024-outlook-cbd5211cf49b
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GPT-1
 Dataset 5GB

» Size of the model — 117M parameters
« 12 Layers

» Vocabulary size is 40K tokens
» Context (612 tokens)

Output
Probabilities

Add & Norm

g
g

Nx
Nx
Muiti-Head
Attention
A
\ . | e,
Positiona @—@ \ Q Positional
Encodin Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Generative Al

Improving Language Understanding
by Generative Pre-Training

TIES4911 — Lecture 9

Alec Radford Karthik Narasimhan Tim Salimans Nlya Sutskever

OpenAl OpenAl OpenAl OpenAl
alec@openai.com karthikn@openal.com tim@openai.com ilyasuBopenai.com

Layer Norm

S

Feed Forward
3

12x —

Layer Norm

Masked Multi
Self Attention

Text & Position Embed
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Generative Al

Text Task e :
Bradistion Cbas_siﬁer Classification Start Text Extract :|—> Transformer | Linear
B T 5 e e S S
N Entailment Start Premise Delim | Hypothesis | Extract | Transformer [~ Linear
Layer Norm A
Feed Forward Start Text 1 Delim Text 2 Extract | > Transformer
i Similarity = Linear
12x — :
Start Text 2 Delim Text 1 Extract | = Transformer
Layer Norm -
! Start Context Delim Answer 1 | Extract | Transformer (> Linear [—
Masked Multi i
Self Attention ~
: Multiple Choice | Start Context Delim | Answer 2 | Extract | = Transformer = Linear —TEF
Text & Position Embed Start Context Delim Answer N | Extract | > Transformer > Linear —

Relevant links:
https://paperswithcode.com/method/gpt
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Generative Al

BERYT (Bidirectional Encoder Representations from Transformers)

Semi-supervised Sequence Learning

is a language model based on the (encoder-only) transformer contextzVee
architecture, notable for its dramatic improvement over previous P

state of the art models. It was introduced in October 2018 by o (l\ha
researchers at Google. A 2020 literature survey concluded that "in a - i/‘“ w bi\
little over a year, BERT has become a ubiquitous baseline in Cross gl s Groter
Natural Language Processing (NLP) experiments counting over 150 o

research publications analyzing and improving the model." R { g Sl "N

Knowledge|distilation URILM
Spaggrediction

ROl Word Maskin
=
Morefdata VideoBERT
i < CBT &
MEDNNx — ViLBERT
v ERNIE VisualBERT
NLI /NER / SQuAD o . i
NSP ittt LY, Mas.k LM Q Start/End Span oy d . (Tsinghua) B2T2 Eﬁgﬁ:ﬁ“)
SpanBERT et i Unicoder-VL
f RoBERTa Neural [entity linker T XMERT
VLR

UNITER By Xiaozhi Wang & Zhengyan Zhang @ THUNLP
| By | E[SEPI | E/ | | =

=5 HEE- 6
Masked Sentence A Masked Sentence B Question Paragraph
* *
\\ Unlabeled Sentence A and B Pair J K\K Question Answer Pair j

Pre-training Fine-Tuning

KnowBert

EN B

Relevant links:

https://paperswithcode.com/method/bert
https://neptune.ai/blog/bert-and-the-transformer-architecture
https://arxiv.org/abs/1908.03557
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Generative Al

GPT-2

La rger dataset Parameters Layers dmodel
« Larger size of the model 117M 12 768 -
. 345M 24 1024
« Vocabulary size is 45K tokens 762M 36 1280
« Extended context (1024 tokens) 1542M 48 1600 -

GPT-1:

def block(x, scope, train=False, scale=False):

X141

addition a = attn(x, 'attn', nx, n_head, train=train, scale=scale)
n norm{x+a, 'ln_1')
m = mlp(n, ‘mlp', nx*4, train=train)

h = norm{n+m, 'ln_2')

{1 HE

| addition
L
N
Multi-Head jef block(x, scope, *, past, hparams):
i th tf.variable_scope(scope):
Multi-Head T g :
Attention nx = x.shape([-1].value
a, present = attn(norm(x, 'ln_1'), 'attn', nx, past=past, hparams=hparams)
X=X+2a
x; X m = mlp(norm(x, 'ln_2'), 'mlp', nxx4, hparams=hparams)
X X + m
(a) (b) FetUln X, presens
Post-LN Pre-LN

Relevant links:
https://www.catalyzex.com/paper/arxiv:2002.04745
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Generative Al
GPT-3 I S Y S

117M 1758
Larger size of the model (175B) _
12 48 96
*  Number of layers is 96
512 1024 2048
»  Extended context (2048 tokens)
«  Embedding size is 12288 768 1600 12288
*  Number of heads is 96 12 (dheaq = 64) 25 (d....= 64) 96 (d....= 128)
*  More computation (10x)
¢ More data (3008 tOkenS) . Total Compute Used During Training
*  From Dense to Sparse attention map
» = ;:rssee:::nr;t;: / & 1000 Total train  Total train
3 compute compute
0 5 / 2 Model (PF-days)  (flops)
g % 100 TS5-3B 1.04E+02  9.00E+21
750 5 s T5-11B 3.82E+02  3.30E+22
s = GPT-3 13B 2.68E+02  231E+22
1000 s O GPT-3 175B 3.64E+03  3.14E+23
1500 m / i .
1750 s é_‘,-p" ;ﬁ"ﬁ “,9;“ 0‘3@‘3’ ﬁ., =; w p & & -\‘b \e ,.,e \,», &
B & & @Q@ Q@!x :? S & :? é <3
o 500 1000 1500 2000 256 512 1024 Seqj::cae - 4096 8192 16384

o

Quantity Weight in Epochs elapsed when

Dataset (tokens)  training mix training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Booksl 12 billion 8% 1.9
Books2 55 billion 8% 043
Wikipedia 3 billion 3% 34

However, we may still use a dense attention without modifications if we
S B apply gradient checkpointing during the training !!!... Plus, use of Flash
(a) Full n? attention (b) Sliding window attention (d) Global+sliding window Attentlon a/SO Speed up the tralnlng process 71
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LLM Fine-Tuning Techniques

Full fi ine-tuning results in a new version of the model with updated weights. Just like pre-training, full fine

tuning requires enough memory and compute budget to store and process all the gradients, optimizers and other
components that are being updated during training.

Parameter efficient fine-tuning , in contrast to full fine-tuning, only update a small subset of

parameters.
https://huggingface.co/docs/peft/en/conceptual _guides/adapter , https://huggingface.co/docs/peft/en/conceptual_guides/prompting

hC——
J TR
* LORA (Low-rank Adaptation) is a parameter-efficient fine- Pretsined
tuning technique that falls into the re-parameterization category. Weights
https://arxiv.org/pdf/2309.15223.pdf W e R

« Soft pPr ompting With prompt tuning, you add additional
trainable tokens to your prompt and leave it up to the supervised
learning process to determine their optimal values. The set of
trainable tokens is called a soft prompt, and it gets prepended to
embedding vectors that represent your input text.

B R >

3
¥l
e

[ 1]
L]
|

B B B .

The teacher teaches the student with the book.

Reinforcement learning by human feedback (RLHF) resutting in a model that is

better aligned with human preferences. Use RLHF to make sure that the model produces outputs that maximize
usefulness and relevance to the input prompt. Perhaps most importantly, RLHF can help minimize the potential for harm.
Train the model to give caveats that acknowledge their limitations and to avoid toxic language and topics.
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—e— One Shot
80 —e— Zero Shot

60

Accuracy

04/04/2024

UNIVERSITY OF JYVASKYLA

Traditional fine-tuning (not used for GPT-3)
=

In-context Learning
The model is trained via repeated gradient updates using a
large corpus of example tasks.

sea otter => loutre de mer example #1

Zero-shot One-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a single
| _ description of the task. No gradient updates are performed. example of the task. No gradient updates are performed.
peppermint => menthe poivrée example #2
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer example
cheese => prompt
plush giraffe =» girafe peluche example #N
Few-shot
cheese => prompt In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.
100 Aggregate Performance Across Benchmarks Translate English to French: task description
—+— Few Shot
e sea otter => loutre de mer examples

peppermint => menthe poivrée
plush girafe => girafe peluche

—_ cheese => prompt

0 -
0.1B 04B 08B 1.3B 26B 6.7B 13B 175B
Parameters in LM (Billions)
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Generative Al

GPT-4 is OpenAl’s most advanced system, producing | s 2o 22 sonrfl B
safer and more useful responses. It is a large multimodal - ]
model (accepting image and text inputs, emitting text
outputs) that, while less capable than humans in many I
real-world scenarios, exhibits human-level performance
on various professional and academic benchmarks. I
https://openai.com/gpt-4
https://openai.com/research/gpt-4
BRI TR
Internal factual eval by category s L
Accuracy
Ehatoptva m
matggﬂ;& =
O Use of external tools and
= services
O Code writing and execution
40% - O GPTs and their store
Q
20% —
jearmning technology writing history sgience  recommendstion husiness

Category
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Writesonic / ChatSonic

https://writesonic.com https://writesonic.com/chat

A revolutionary Al like Chat GPT - ChatSonic (now with GPT-4 capabilities), the conversational Al
chatbot addresses the limitations of ChatGPT, turning out to be the best Chat GPT alternative.

SIGN IN GET STARTED

Generative Al Platform for
Content Creation, SEO and Al
Chatbots.

GET STARTED FOR FREE

Relevant links:
https://openai.com/blog/chatgpt
https://openai.com/blog/chatgpt-plus
https://chat.openai.com

04/04/2024

TALK TO SALES

TIES4911 — Lecture 9

Generative Al

Write & tweet from the CEO of Twitter infroducing the new Twitter Blus subscription

r first-ever subscription offering that lets you customize your Twitter experience with
ture, ad-free

clusive features and perks. Try out our “Undo Twee!” button, a Nuzzel-fike “Top Stories™ feature,
- ol for just $2.99/month, Get your Tweet on and sign up for Twitter Biua now! #TwittorBlue
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LLM-powered Search

Quivr IS an open source chat-powered second brains to =

build a unified search engine across all your documents, :
tools, and databases. https://www.quivr.app ow 5

Talk to Quivr

@@@@@

al

;o
M

&

-
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Ge ne rative AI Ti mel i ne ga’s:ila:!ngfnumencoder

[ Generative Adversarial Network
O] Autoregressive / Transformer
[ Normalizing Flow

2014 © vae ) s -
Generative Al

. GAN
O GRU
CGAN
2015 ®
2016 @uazomn @0 So—
() Pixeichn @ Rreanve
pix2pix
2017 WGAN (O) PixelCNN++
CycleGAN
O Transformers
@ VQ-VAE 'ﬁ‘#‘u"t‘.‘fﬁ"
2018
@ World Models
. SAGAN O GPT . Low
. BigGAN BERT . FFJORD
2019 @ styleGAN Music Transformer
GPT-2
() MuseNet
(@ va-vaE2 .
2020 @sveare O™
O GPT-3 ——
. O Vision Transformer O DDIM
2021 VO-GAN
GPT-Neo cup () DALLE
@ styleGANa @ g:::(
@ viTva-Gan Megatron-Turing NLG
2022 @ sviecanxt fa‘:::;’ SERGE (0) Latent Diffusion GLIDE
PaLM Chinchilla
OPT
O BLOOM
2023 O ChatGPT

@ Toolformer
LLaMA

Relevant links:
https://www.linkedin.com/posts/davidtfoster_datascience-machinelearning-ai-activity-7044233450295316480-nd31/
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Multimodal models

LLaVA (Large Language-and-Vision Assistant) is an end-to-end trained large
multimodal model that connects a vision encoder and LLM (Vicuna) for general-purpose visual and
language understanding, achieving impressive chat capabilities mimicking spirits of the multimodal
GPT-4 and setting a new state-of-the-art accuracy on Science QA. https://llava-vl.github.io/

PaLM-E is an embodied multimodal
language model. It is a new generalist
robotics model that transfers knowledge
from varied visual and language domains to
a robotics system. PaLM-E combines our
most recent large language model, PalLM,
together with one of our most advanced

vision models, ViT-22B.

https://blog.research.google/2023/03/palm-e-embodied-
multimodal-language.html

PaLM-E: An Embodied Multimodal Language Model

Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block

? ViT
Large Language Model (PaLM)

Control A: First, grasp yellow block and ...

Robot Mobile Manipulation Robot Tabletop Manipulation

Task: give me the chips from the drawer Task: sort blocks by colors into corners

Next step: Close the Next step: Push

Task and Motion Panning Visual Question Answering

Q: How to put yellow block on blue plate? Q: Tell me a joke about the image.
A: Place A: Rooster
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Multimodal models

FlashAttention-2: Faster attention with better parallelism and work partitioning.

https://www.together.ai/blog/tri-dao-flash-attention

“LLMs allow humans to talk to Al, and
FlashAttention is critical to allow for the
longest possible context lengths while
maintaining an interactive experience. It
IS amazing to see how FlashAttention-2
not only has doubled performance with
the help of NVIDIA CUTLASS and CuTe
on A100, but now is four times the
original performance when using H100
without any additional code changes,”
said Vijay Thakkar, Senior Compute
Architect at NVIDIA. “We look forward
fo working with researchers to further
optimize and help bring the next
generation LLMs to the world.”
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LLM related tools

GPT4ALL - - free-to-use, locally running, privacy-aware
chatbot. No GPU or internet required. GPT4All is an ecosystem
to train and deploy powerful and customized large language §
models that run locally on consumer grade CPUs. The goal is
simple - be the best instruction tuned assistant-style language
model that any person or enterprise can freely use, distribute and
build on. A GPT4AIll model is a 3GB - 8GB file that you can
download and plug into the GPT4All open-source ecosystem
software. Nomic Al supports and maintains this software
ecosystem to enforce quality and security alongside
spearheading the effort to allow any person or enterprise to easily

train and deploy their own on-edge large language models.
https://gpt4all.io/index.html , https://github.com/nomic-ai/gpt4all

LM Studio supports to discover, download, and run local
LLMs. With LM Studio, you can run LLMs on your laptop, entirely
offline, use models through the in-app Chat Ul or an OpenAl
compatible local server, download any compatible model files
from HuggingFace (& repositories, discover new & noteworthy
LLMs in the app's home page. LM Studio supports any ggml
Llama, MPT, and StarCoder model on Hugging Face (Llama 2,

Orca, Vicuna, Nous Hermes, WizardCoder, MPT, elc.).
https://Imstudio.ai/

04/04/2024 TIES4911 — Lecture 9 80




UNIVERSITY OF JYVASKYLA

LLM related tools

Chatbot Arena

Benchmarking LLMs in the Wild.
https://chat.Imsys.org/

Text Generation Web Ul - is a
Gradio-based interface for running Large
Language Models like LLaMA, llama.cpp, GPT-J,
Pythia, OPT, and GALACTICA. It provides a
user-friendly interface to interact with these
models and generate text, with features such as
model switching, notebook mode, chat mode,
and more. The project aims to become the go-to
web Ul for text generation and is similar to
AUTOMATIC1111/stable-diffusion-webui in terms

of functionality.
https://lablab.ai/tech/text-generation-webui
https://github.com/oobabooga/text-generation-webui
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Awesome-LLM

Large Language Models (LLM) have taken not only the NLP and Al communities, but
the Whole World by storm. Here is a curated list of papers about large language models, especially
relating to ChatGPT. It also contains frameworks for LLM training, tools to deploy LLM, courses and

tutorials about LLM and all publicly available LLM checkpoints and APIs.
https://github.com/Hannibal046/Awesome-LLM

Relevant links:
https://huggingface.co/spaces/HuggingFaceH4/open_lim_leaderboard
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Generative Al
MAR 29, 2023
In Sudden Alarm, Tech Doyens Call for a Pause on ChatGPT

Tech luminaries, renowned scientists, and Elon Musk warn of an “out-of-control race” to develop
and deploy ever-more-powerful Al systems.

Relevant links:

https://www.wired.com/story/chatgpt-pause-ai-experiments-open-letter/
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