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ODbject Detection

Before Deep Learning ...

The Histogram of Oriented Gradients (HOG) method suggested by Navneet Dalal and Bill
Triggs in their seminal 2005 paper (http:/lear.inrialpes.fr/people/triggs/pubs/Dalal-cvpros.pdf) demonstrated that the
Histogram of Oriented Gradients (HOG) image descriptor and a Linear Support Vector Machine (SVM)
could be used to train highly accurate object classifiers and object detectors.

Original | After NMS

HOG face pattern generated 'EEER ' ),
from lots of face images

Face pattern is pretty similar to this region
of our image-we found a face!

Relevant links:
https://www.pyimagesearch.com/2014/11/10/histogram-oriented-gradients-object-detection/
https://cs.brown.edu/~pff/papers/Isvm-pami.pdf
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ODbject Detection

CNN is used not only for image classification tasks, but as well as for Object Detection,
Object Localization and Instance Segmentation.

AT Classification Semantic - : Instance
Classification Localization Segmentation  Object Detection Segmentation

R-CNN (2013) R

Fast R-CNN (2015)
Faster R-CNN (2015)
Mask R-CNN (2017)
Yolo (2015)

SSD (2015) GRASS, CAT,  CAT,DOG,DUCK CAT, DOG, DUCK

)\ TREE.SKY , y
A Y

Single object Mo objects, just pixels Multiple objects
With the first R-CNN paper, Ross Girshick and his group at UC Berkeley created one of the most
impactful advancements in computer vision. Further, Fast R-CNN, Faster R-CNN, Mask R-CNN, and
other models worked to make the model faster and better suited for modern object detection tasks.

Relevant links:

http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecturell.pdf
http://openaccess.thecvf.com/content_cvpr_2017/papers/Huang_SpeedAccuracy_Trade-Offs_for_ CVPR_2017_paper.pdf

MultiBox detection (http://www.cv-foundation.org/openaccess/content_cvpr_2014/papers/Erhan_Scalable_Object_Detection_2014 CVPR_paper.pdf)
Bayesian Optimization: (http://web.eecs.umich.edu/~honglak/cvpril5-cnn-detection.pdf)

Multi-region: (http://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Gidaris_Object_Detection_via_ICCV_2015_paper.pd

RCNN Minus R (http://www.robots.ox.ac.uk/~vedaldi/assets/pubs/lenc15rcnn.pdf)

Image Windows (http://calvin.inf.ed.ac.uk/wp-content/uploads/Publications/alexe12pami.pdf)

Semantic Seg (http://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Long_Fully_Convolutional_Networks_2015_CVPR_paper.pd
Unconstrained Video (http://calvin.inf.ed.ac.uk/wp-content/uploads/Publications/papazogloulCCV2013-camera-ready.pdf)

Shape Guided (https://www.cs.cmu.edu/~efros/courses/LBMVO07/Papers/Borenstein06.pdf)

Object Regions (http://crcv.ucf.edu/papers/cvpr2013/VideoObjectSegmentation.pdf)

Shape Sharing (http://www.cs.utexas.edu/~grauman/papers/shape-sharing-ECCV2012.pdf)
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Classification + Localization

Object Classification and Localization (with Regression).

Train the Neural Net with an image and a ground truth bounding box with 4
numbers (x0, yO, width, height), and use L2 (Euclidean) distance to
calculate the loss between the predicted bounding box and the ground
truth. For this purpose, just attach another fully connected layer on the last
convolution layer...

Fully-connected width
layers

H H H H “Classification head”
—

Convolution Class scores J’
and Pooling w= —» Multitask Loss

Fully-connected T
layers

H H “Regression head”
|-

Final conv B8O
feature map Box coordinates Tg &

loUu=0.5

Supports only one object...
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L ocalization

——» Leftfoot: (X, y¥) & | 2l0ss

Human Pose Estimation

— Right foot: (X, ¥) »12 loss l‘
=+ —>Loss

4096 Head top: (X, ¥) + | 2 |oss

Represent pose as a
set of 14 joint
positions:

Left / right foot

Left / right knee
Left / right hip

Left / right shoulder
Left / right elbow
Left / right hand
Neck

Head top

Johnsan and Everngham, “Clustered Pose and Nonlinear Appearance Models
for Human Pose Estimation”. BMVC 2010

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 11 - 50 May 10, 2017

Relevant links:
https://viso.ai/deep-learning/pose-estimation-ultimate-overview/
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ODbject Detection

Object Detection Can we approach Object Detection with Regression?...
}\{ = v =y ellylyl CAT: (x, y, w, h)

4 |&
2t P

DOG: (x,y, w, h)
DOG: (X, y, w, h)
CAT: (X, y,w, h)

e LML DUCK: (x, y, w, h)
ity DUCK: (X, Yy, w, h)

CAT, CAT, DOG, DUCK

80% PASCALVOC

70%

60% Before deep convnets

A
50%

40% i
Using deep convnets
30%

20%

mean Average Precision (mAP)

10%

0%
2008 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
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ODbject Detector

YOLOV2, v3,v4 YOLOV1
RetinaNet CornerNet
EfficientDet FCOS

Fast-RCNN
Faster-RCNN
Mask-RCNN
LR N J

Architecture - Common Object Detector

Two-Stage Detector
One-Stage Detector

Dense Prediction Sparse Prediction

T

One-Stage

-

S
Il FPN, PAN, NAS- anchor based: anchor based:
| FPN, BiFPN RPN , SSD, YOLO
]
Retina, EfficientDet

etc.

anchor free: anchor free:

CornerNet, CenterNet

Fully Convolutional FCOS,
. b4 FCOs One Stage Detector s
Relevant links: @ Farid Hassainia. PhD .

https://www.youtube.com/watch?v=_ADYE6QaAAY
https://thesai.org/Downloads/Volumel2Noll/Paper_19-Deep_Learning_based Neck Models_for_Object_Detection.pdf
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R-CNN architecture

R-CNN (Region proposals + CNN) is a method that relies on an external region proposal system.

The Selective Search performs the function of generating 2000 different region proposals for bounding boxes that
have the highest probability of containing an object.

The proposals are “warped/deformed” into an image size that can be fed into a trained CNN (e.g. AlexNet) that
extracts a feature vector for each region.

The feature vector is used as the input to a set of linear Support Vector Machines (SVMs) that are trained for each
class and output a classification. Alternatively, ANN could be used for multi-class classification purpose as well.

The vector also gets fed into a bounding box “regressor” (a linear regression model) to obtain the tighter (most
accurate) coordinates for the box once the object has been classified.

R-CNN: Regions with CNN features

B warped region ﬂlaeroplane? no. |

5.;>| person;? yes. | Selective Search looks
'\ . through windows of multiple
! qltv :t > I scales and looks for adjacent
' : S or.. Lo pixels that share textures,
1. Input 2. Extract region 3. Compute 4. Classify colors, or intensities.
image proposals (~2k) CNN features regions
R-CNN workflow

Relevant links:

https://arxiv.org/abs/1311.2524
https://www.quora.com/Where-can-I-find-a-nice-tutorial-for-Regional-based-Convolution-neural-Network
Selective search: https://ivi.fnwi.uva.nl/isis/publications/2013/Uijlings|JCV2013/Uijlings|JCV2013.pdf
SVM: https://en.wikipedia.org/wiki/Support_vector_machine
https://www.sciencedirect.com/science/article/pii/S1110866512000345
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R-CNN architecture

R-CNN Linear Regression for bounding box offsets...

Bboxreg || SvMs | Classify regions with

Bbox reg || SVMs SVMs
* Cropping may loss some information Bbox re SVMs ‘
about the object; g ConvN Forward each
* Warping may change the object’s i
e T ConvN at region through
e ConvNet
check SPP-Net with Spatial Pyramid et onvive
Pooling Layer ConvN !
Warped image regions
fully-connected layers (fcg, fc7)
N Regions of Interest
fixed-length representation (RO') from a proposal
- & N method (~2k)
3 16x256-d ¢ 4256-d 4 256-d Input image
i i S
i M spatial pyrajmid pooling layer
feature maps of convs
(arbitrary size)
" convolutional layers
input image
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B-box selection

lolJ — Intersection over Union

[ |

surface of intersection

I0U =
surface of union

,-C( o o

L ..u-“" ——
‘_‘“—‘_AAA

Open challenge is to handle very “crowdy” images...
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Evaluation of Object Detection Model

1 True False
= Positive Positive
Q
) - N
-

&
0 True

Negative

\ 0
Actual

percentage of the results True Positive

True Positive

relevant elements

: Precision = —
which are relevant... Actual Results True Positive + False Positive
percentage of total relevant N N
results correctly classified pocay = ruePositive True Positive
by the algorithm... Predicted Results True Positive + False Negative
percentage of  correct True Positive + True Negative
predictions out of total Accuracy = Total
cases...
The F1 score is simply the harmonic mean FL =2+ precision * recall tp

of Precision and Recall...

Relevant links:
https://en.wikipedia.org/wiki/Precision_and_recall

precision +recall  tp+ Lfp+ fn

https://medium.com/@shrutisaxena0617/precision-vs-recall-386cf9f89488
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false negatives true negatives

false positives

true positives

retrieved elements

How many relevant
itermns are retrieved?

How many retrieved
items are relevant?

Precision = —— Recall = —
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Evaluation of Object Detection Model
B ,-\w : I\Y . X
.dog' M person [l teddy T - g . R v " Detections H [ﬂ E‘?} . ﬁ

Conf. 0.63 0.77 0.92 . . 0.58

Matches
GT by loU? TP TP TP FP TP

Precision = Cumulative TP / ( Cumulative TP + Cumulative FP )
Recall = Cumulative TP / Total Ground Truths

Conf. | Matches | Cumulative | Cumulative Precision

0121Paid

1U(1+0) =1 1/16 = 0.08

12 dogs, etc. 7 dogs, etc.

1U(1+1)= 0.5 116 = 0.08

relevant elements Avevaage Pr‘ec‘v‘sv‘on (A P) — area undel’

alse negatives rue negatives (] b m . . 2/(2+3) = 0.66 2116 =0.16
e et S Precision vs Recall Curve, which is calculated

PE | &

—-

class-wise.

Max precision to the right
S ——————————

Precision

M| | | R

retrieved elements

0.8 09 .
um of 11 inte

ecision value
+4*0.71+6

n
—_
~
—_

How many retrieved How many relevant P
items are relevant? items are retrieved? - Actual Precision

[ Interpolated precision

TRRTT
w
2O

Y Mean Average Precision (mAP)
mMAP = 1/n * sum(AP), where n is the number of
predicted classes.

Relevant links: }
https://learnopencv.com/mean-average-precision-map-object-detection-model-evaluation-metric/ .
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Evaluation of Object Detection Model

11 Point Interpolation AP was introduced in 2007.

All Point AP was adopted later in 2010.

PASCAL VOC and ImageNET challenge used AP and mAP calculated at 0.5 loU.

At present, MS COCO 101 point Average Precision (AP) is accepted as the standard metric.
COCO mAP is an averaged mAP@][0.5:.05:.95] (a set of 10 different loU thresholds with the step 0.05).

Relevant links:
https://learnopencv.com/mean-average-precision-map-object-detection-model-evaluation-metric/
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Fast R-CNN architecture

Fast R-CNN

R-CNN works really well, but is computationally expensive and extremely slow due to a few reasons:
" It requires a forward pass of the CNN for every single region proposal for every single image (that’s around 2000 forward passes per image!).
= It has to train three different models separately - the CNN to generate image features, the classifier that predicts the class, and the regression

model to tighten the bounding boxes that makes the pipeline extremely hard to train.

A big drawback of SPP net - it is not trivial to perform back-propagation through spatial pooling layer (net is trained only partially).

Outputs:
bbox classifier

softmax regressor
D S M regressor
Rol FC FC
pooling
layer [\ FCs Regression Loss:
A smooth L1 loss which is less
sensitive to outliers than L2 loss.

Rol feature
ma p VeCt()r For each Rol

0.5x% if]|x] <1
|x| — 0.5 otherwise,

smooth;; = {

Fast R-CNN workflow
In 2015, Ross Girshick (the first author of R-CNN) solved both these problems, leading to the second algorithm Of joint training
framework Fast R-CNN that jointly trains the CNN, classifier, and bounding box regressor in a single model. It simplifies and

improves the speed by sharing computation of the conv layers between different proposals (swapping the steps of region proposals
generation and running the CNN). This technigque known as Region of Interest Pooling (RolPool)...

Relevant links:
https://arxiv.org/abs/1504.08083
https://www.quora.com/Where-can-I-find-a-nice-tutorial-for-Regional-based-Convolution-neural-Network
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Fast R-CNN architecture
Fast R-CNN

Linear +

Softmax | softmax
classifier

Bounding-box
regressors

FCs Fully-connected layers

*t N

L7 /7 /7 “RolPooling” layer

Regions of %&M “conv5” feature map of image

Interest (Rols)

from a proposal Forward whole image through
method ConvNet

ConvNet

Input image

22/02/2024 TIES4911 — Lecture 4




UNIVERSITY OF JYVASKYLA

Faster R-CNN architecture

Faster R-CNN (team led by Jian Sun, a principal researcher at Microsoft Research)

Fast R-CNN process has still one remaining bottleneck—the region proposer. In 2015, a team at Microsoft Research
found a way to make the region proposal step almost cost free...
The insight of Faster R-CNN is that region proposals
depended on features of the image calculated with CNN.
Faster R-CNN reuses CNN results for region proposals

instead of running a separate selective search algorithm.
“Our observation is that the convolutional feature maps used by region-based
detectors, like Fast R- CNN, can also be used for generating region proposals...”

. classifier

4 a

promy

Region Proposal Network g ‘
feature maps

conv layers /

P i 4 A

Relevant links:
https://arxiv.org/abs/1506.01497

Faster R-CNN adds a Fully Convolutional Network on top
of the features of the CNN creating what’s known as the
Region Proposal Network.

The  Region

Network works by passing ¢islayer \

a sliding window over the
CNN feature map and at
each window, outputting k
potential bounding boxes
and scores for how good
each of those boxes is
expected to be. (e.g. We
know that the bounding boxes
for people tend to be
rectangular and vertical).

Proposal |

2k scores ‘ [ 4k coordinates I < k anchor boxes

t reg layer

256-d

t intermediate layer

sliding window

conv feature map

https://www.quora.com/Where-can-I-find-a-nice-tutorial-for-Regional-based-Convolution-neural-Network
https://blogs.microsoft.com/ai/microsoft-researchers-win-imagenet-computer-vision-challenge/#sm.00017fgnl1bz6fgf11amuo0d9ttdp
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Faster R-CNN

Object or not object
8 i* 5ifi cation

With ResNet 101 layer...

R-CNN Fast R-CNN
Test time per 50 seconds 2 seconds
image
(with proposals)
(Speedup) 1x

mAP (VOC 2007) 66.0

22/02/2024

S prOpOSa|S/ /

Region Proposal Ne

twork /3

,‘[7J‘.

Faster R-CNN architecture

Object is a cat

Refine BB position

classitication B(

Jounding-nox

1’,‘:‘ regression 105¢

BB proposal
; naing-box

Rol pooling

Faster R-CNN
0.2 seconds pre-traln lmage-net
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Faster R-CNN architecture

RolPool extracts same size feature map for each proposal

Per-image computation

RolPool

e

——t—t—

AvgPool 1

[ fi = FCN(I) ] -

.

RolAlign

—t—t—t—

AvgPool 1

Relevant links:
https://www.youtube.com/watch?v=5bW G 3ySf4fl
https://arxiv.org/pdf/1506.01497.pdf
https://arxiv.org/abs/1703.06870
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Faster R-CNN architecture

Per-image computation Per-region computation for each ry € r(I)

I I 1T T | I I
|

each region is processed independently

\

multiple duplicate detections

Softmax clf. }

¥ Rl Lyl |

ot JE

Box regressor J

batch size: number of regions

Non-maximum suppression (NMS)
post-processing heuristic to remove duplicate

Relevant links: detections

https://www.youtube.com/watch?v=5bW G 3ySf4fl
https://arxiv.org/pdf/1506.01497.pdf
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Faster R-CNN architecture

Per-image computation Per-region computation for each r; € r(I)

+ Feature Pyramid Network (FPN)
f; = FCN(D)

P

Softmax clf. J

[ s s
[ LR

Box regressor ]

batch size: number of regions
Low resolution,

T o E L o
- Strong features

High resolution,
<tror g features

Relevant links:
https://www.youtube.com/watch?v=5bW G3ySf4fl
https://arxiv.org/pdf/1506.01497.pdf
https://arxiv.org/abs/1612.03144
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Single-Stage: Fully Convolutional Detector

regression loss
’ proposals/ /
Region Proposal Network LS »
Teatie map '

.‘LJ‘.

pre-train image-net
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SSD

SSD (Single-Shot Detector) provides enormous speed gains over Faster R-CNN, but does so in a markedly different
manner. In contrast to previous models that used a region proposal network to generate regions of interest and further
either fully-connected layers or position-sensitive convolutional layers to classify those regions, SSD does the two in a
“single shot”, simultaneously predicting the bounding box and the class as it processes the image.

Without region proposal SSD skips filtering step where we get object regions (with certain confidence). SSD classifies

and draws bounding boxes from every single position in the image, using multiple different shapes, at several different

scales. As a result, a much greater number of bounding boxes are generated, and nearly all of the them are negative

examples. To fix this imbalance, SSD does:

= non-maximum suppression to group together highly-overlapping boxes into a single box. In other words, if four boxes of
similar shapes, sizes, etc. contain the same dog, NMS would keep the one with the highest confidence and discard the rest.

= hard negative mining to balance classes during training, only a subset of the negative examples with the highest training
loss (i.e. false positives) are used at each iteration of training. SSD keeps a 3:1 ratio of negatives to positives.

Extra Feature Layers
VGG-16 " ure L8y

through Pool5 layer .

[
Classifier : Conv: 3x3x(3x(Classes+4]))

N

Classifier : Conv: 3x3x({6x(Classes+4))

20

=

0

o
i
B I
1 I
|
15 |
I
|
|
|
I
|
I
|

ESS

| Detections:7308 per Class |
| Non-Maximum Suppression |

Relevant links: )
. “Conv: 3x3x1024 C 1x1x1024 Ci 1x1x256 Conv: 1x1: 123 C 1 l. 128  Avg Pooling:Global
https://arxiv.org/abs/1512.02325 e o] o 00, S i‘m’ls;mcﬂﬁ: D262 Conv. OS2

https://towardsdatascience.com/understanding-ssd-multibox-real-time-object-detection-in-deep-learning-495ef744fab
https://towardsdatascience.com/review-ssd-single-shot-detector-object-detection-851a94607d11
https://towardsdatascience.com/deep-learning-for-object-detection-a-comprehensive-review-73930816d8d9
https://lilianweng.github.io/lil-log/2018/12/27/object-detection-part-4.html

https://github.com/pierluigiferrari/ssd_keras
https://lambdalabs.com/blog/how-to-implement-ssd-object-detection-in-tensorflow/
https://github.com/balancap/SSD-Tensorflow

https://github.com/weiliu89/caffe/tree/ssd
http://silverpond.com.au/2017/02/17/how-we-built-and-trained-an-ssd-multibox-detector-in-tensorflow.html
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SSD

3x3x256 1x1x256
VGG Avg

up to pooling
convd_3 .

Input Image

38x38x512 19x19x1024
300x300x3 9x19x10 10x10x512 5x5x256

Detector Detector Detector Detector Detector Detector
& & & & & &
classifier 1 classifier 2 classifier 3 classifier 4 classifier 5 classifier 6

¢ ow w W

Fast Non-Maximum Suppressmn Fast NMS)

5x5x256

Final detections

Dgeef::\rla:a:rx W 3x Conv 3x3 {} deepsysTems . iO

(confidence)

5x5x12 5x5x63

Relevant links:
https://deepsystems.ai
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Input Image

168*V2 0
= )
=2 o —_—
—o 1682 it
5

168*V2

16812 -

SSD

Defalilt boxes

i

/J

5*5*3=75 boxes

Localization

—_——

5x6x12

5x5x4

get resulting bbox, applying

Input Image (300 x 300)

correction to the default b-box

P(car)=0.7

dx
dy

Bbox position correction vector

dw
dh 1

Confidence

5x5x63

5x5x21

P(person)=0.001

XBWos

20 classes + background = 21

P(car)=0.7
P(cat)=0.001

Relevant links:
https://deepsystems.ai

Confidence based filtering

P(background)=0.001

Probability for 21 classes

{} deepsystems.io
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38x38x512 19x19x1024
300x300x3 e 10x10x512 3x3x256 1x1x256

VGG = —
up to pooling
= convd_3 )

Input Image

| Normalization |
#def.boxes: 3 l #def.boxes: 6 #def.boxes: 6 #def.boxes: 6 #def.boxes: 6 | #def.boxes: 6 |

Detector Detector Detector Detector Detector Detector
#detections 4332 & 2166 & 600! & 150 & 54 & 6 &
per class: (38*38*3) | classifier 1 | (19*19"6)| classifier 2 | (10710%6) classifier 3 (5*5*6) classifier 4 (3*3*6)| classifier 5 (1*1*6)| classifier 6

#detections per l' l
class over all:
7308

Fast Non-Maximum Suppression (Fast NMS)

E Final detections
i~

{} deepsystems.io

Relevant links:
https://deepsystems.ai
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YOLO (You Only Look Once) is a system for detecting objects on the Pascal VOC 2012 dataset.
(http://host.robots.ox.ac.uk:8080/pascal/VOC/)

It can detect the 20 Pascal object classes:

= person

= bird, cat, cow, dog, horse, sheep

= aeroplane, bicycle, boat, bus, car, motorbike, train

= Dottle, chair, dining table, potted plant, sofa, tv/monitor

Unlike SSD and YOLO, prior detection systems repurpose
classifiers or localizers to perform detection and apply the
model to an image at multiple locations and scales, and
high scoring regions of the image are considered
detections.

In turn, YOLO applies a single neural network to the full image, divides image into regions and predicts bounding
boxes and its probabilities for each region (2 bboxes in YOLO v1, up to 5in YOLO v2, etc.) as well as predict the class
of the corresponding object. These bounding boxes are weighted by the predicted probabilities to only highlight the
high scoring detections. Combined score of both (bounding box and object class) predictions finally is assessed.

Making predictions with a single network evaluation, YOLO becomes more than 1000x faster than R-CNN (which
require thousands for a single image) and 100x faster than Fast R-CNN.

Relevant links:

http://arxiv.org/abs/1506.02640

https://pjreddie.com/darknet/yolo/
https://towardsdatascience.com/yolov1-you-only-look-once-object-detection-e1f3ffec8a89
https://www.youtube.com/watch?v=VOC3huqHrss
https://github.com/lISourcell/YOLO_Object_Detection
https://www.youtube.com/watch?v=4elBisqx9_g
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Inference

add new conv layers to improve the performance...

GooglLeMet g | C.R CR
maodification
{20 layers)

— —_—

1ax14xi024 1dx1dx1024 1dxidx1024 il GETERLE]

Train from scratch 48R T4z

448x448x3
Tensor values interpretation

i {from 1 to 20)

W

20 - number of classas

Class score ~ Plobj is class_i | obj in box)

two bboxes for each grid cell

% - coordinate of bbox center inside cell ([0; 1] wrt grid cell size)
y - coordinate of bbox center inside cell {[0; 1] wrt grid cell size)
w - bbox width ([0; 1] wrt image)

h - bbox height ([0; 1] wrt image)

© - bbox confidence ~ P{obj in bbox1)

Relevant links:
https://deepsystems.ai
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Tensor values interpretation

Do this operation for each
Ctass soores'for; bh2 bbox in each grid cell

bb1 bb2 bb3 bb4 bb97 bbo8

Relevant links:

https://deepsystems.ai 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1 20x1
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bb1 bb2 bb3 bbd bba7 bbos bb1 bb2 bb3 bb4
Diog scores

if score = threshi (0.2)

—_—

201

Non-Maximum Suppression: intuition

class (dog) scores for each bbox
L
r

bha7 bhoa

Sort descending

bb47 bb20 bb15 bb7

]n,s|o Joz Joa | |
B

class: dog

1

bb1 bb4 bb8 bbIS

[o]oJoJo] e

If loU(bbox_max, bbox_cur) > 0.5 then set 0 score

to bbox_cur.

In this case: set to 0.

class: dog

Relevant links:
https://deepsystems.ai

22/02/2024

r

MMS algarithm set
scores o zer for
redundant bboxes

—_—

class (dog) scores for each bbox
L

bba7 bb20 bb15 bb7

[lo fe2 [0 ]

g}

bb1 bb4 bb8 bbIB

TIES4911 — Lecture 5

[ofo [oJo] e

After comparison almost all pairs of bboxes the only
two bboxes left with non-zero class score value.
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bb1 bb2 bb3 bbd bba7 bbos bb1 bb2 bb3 bb4 bba7 bhos
7
Diog scores

YOLO

bb2 bb4 bbET

bb3 bb1 bbg9a bb3 bbi1 bbog

MMS algarithm set
. Sel zero Sor des:am:ling seores to zero for
if score = threshi (0.2) redundant bboxes

_

Select bboxes to draw by
Do this procedure for all classes...

class score values
bb1 bb2 bb3 bbd bb97 bbes

f V
906 Q00
bb3 bb1 bbos

bb3 bbl bbos bb2 bb4 bba7

bb1 bb2 bb3 bbd bba7 bb3g

0

NMS algarithm set
) Set zero Sort descending scores lo zero for
if score < thresh1 (0.2) redundant bboxes

—_

class = max_index(scores for bb97);
score = max(scores for bb97);

0 skip bbox

Relevant links:
https://deepsystems.ai
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leaky relu
max pool

YOLO :

= Makes more localization errors, but it less likely to predict false positives on background
= |s fast, but not too precise

= Good performance in combination with fast R-CNN

In YOLOvZ Image is divided to 7x7 grid where each cell predicts 2 bounding boxes. In the end, you
will get a tensor value of 7*7*30. For every grid cell, you will get two bounding boxes, which will

make up for the starting 10 values of the 1*30 tensor. The remaining 20 denote the number of
classes.

YOLOv2 uses a few tricks to improve training and increase performance. Being trained
simultaneously on several datasets (COCO detection and ImageNet classification datasets)
YOLO9000 (Better, Faster, Stronger) predicts detections for more than 9000 different object
categories. The full YOLOv2 model uses three times as many layers and has a slightly more
complex shape, but it's still just a regular convnet. It uses 13x13 grid where each cell predicts 5
bounding boxes. There is no fully-connected layer in YOLOv2. Last convolutional layer has a 1x1
kernel and exists to reduce the data to the shape 13x13x125.

The “tiny” version of YOLO (Tiny YOLO) has only these 9 convolutional layers and 6 pooling layers and can
be used in mobile apps. YOLO Tiny performs 155 fps (YOLOv1 only 45 fps).

YOLO v3: Better, not Faster, Stronger... On top of original Darknet 53 layer network trained on Imagenet, 53
more layers are added giving us a 106 layer fully convolutional underlying architecture for YOLO v3.

Relevant links:

https://arxiv.org/abs/1612.08242

https://www.youtube.com/watch?v=GBu2jofRJtk
https://medium.com/@jonathan_hui/real-time-object-detection-with-yolo-yolov2-28b1b93e2088

The architecture of Tiny YOLO:

Layer

kernel stride output shape

Input

Convolution
MaxPooling
Convolution
MaxPooling
Convolution
MaxPooling
Convolution
MaxPooling
Convolution
MaxPooling
Convolution
MaxPooling
Convolution
Convolution
Convolution

3x3
2x2
3x3
2x2
3x3
2x2
3x3
2%2
3x3
2x%2
3x3
2%2
3x3
3x3
1x1

PRPRPRPEPNEPNMNRPNMNRNRNRE

(416, 416, 3)
(416, 416, 16)
(208, 208, 16)
(208, 208, 32)
(104, 104, 32)
(104, 104, 64)
(52, 52, 64)
(52, 52, 128)
(26, 26, 128)
(26, 26, 256)
(13, 13, 256)
(13, 13, 512)
(13, 13, 512)
(13, 13, 1024)
(13, 13, 1024)
(13, 13, 125)

https://medium.com/diaryofawannapreneur/yolo-you-only-look-once-for-object-detection-explained-6f80ea7aaale

https://towardsdatascience.com/yolo-v3-object-detection-53fb7d3bfe6b
https://lilianweng.github.io/lil-log/2018/12/27/object-detection-part-4.html
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Main changes implemented in YOLOv3:

Logistic regression for confidence scores: YOLOvV3 '
uses logistic regression to predict a confidence score for
each bounding box (while YOLO and YOLOvV2 uses sum of
squared errors for classification terms). Linear regression
of offset prediction leads to a decrease in mAP.

No more softmax for class prediction: to predict class
confidence, YOLOv3 uses multiple independent logistic
classifier for each class rather than one softmax layer. It
helps especially in case when one image might have
multiple labels and not all the labels are guaranteed to be YOLO v3 network Architecture
mutually exclusive.

Darknet + ResNet as the base model: The new Darknet-53 still relies on successive 3x3 and 1x1 conv layers, just like the
original dark net architecture, but has residual blocks added.

Multi-scale prediction: Inspired by image pyramid, YOLOv3 adds several conv layers after the base feature extractor model and
makes prediction at three different scales among these conv layers. Thus, it has to deal with many more bounding box candidates
of various sizes overall.

Skip-layer concatenation: YOLOv3 also adds cross-layer connections between two prediction layers (except for the output layer)
and earlier finer-grained feature maps. The model first up-samples the coarse feature maps and then merges it with the previous
features by concatenation. The combination with finer-grained information makes it better at detecting small objects.

W voLovs
—@- RetinaNet-50
€l ~{ RetinaNet-101
Method mAP__ time
[BISsDaz1 280 61
o [C] DSSD321 280 85
< [D] R-FCN 299 85
o [E] $8D513 312 125
o [F] DSSD513 332 156
[G] FPN FRCN 362 172
RetinaNet-50-500  32.5 73
RetinaNet-101-500 34.4 20

Relevant links: Volow0 | 2o 2
https://lilianweng.github.io/lil-log/2018/12/27/object-detection-part-4.html YoLovagos 50 1
https://www.youtube.com/watch?v=vRqSO6RsptU 150 200 250
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Overall, YOLOv3 performs better and faster than SSD, and worse than RetinaNet
but 3.8x faster.
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RetinaNet

RetinalNet has been formed by making two :;eotﬁfet-so
Improvements over existing single stage object I @@hod +Re“:§fft'1t&
detection models (like YOLO and SSD) to make I {311385332321 250 55

performance comparable to two-stage detectors: L a3 ap

« Feature Pyramid Network: Pyramid networks have been {g'ﬁgﬁﬁ:gm o2
used conventionally to identify objects at different scales. A RetinaNet-50-500  32.5
Feature Pyramid Network (FPN) makes use of the inherent Eg;:gmgtjg]:ggg o
multi-scale pyramidal hierarchy of deep CNNs to create YOLOv3-320 28.2
feature pyramids. vorovaate 310
Focal Loss: is an improvement on cross-entropy loss that :
helps to reduce the relative loss for well-classified examples
and putting more focus on hard, misclassified examples (since
there is imbalance between regions with actual objects and
variety of other “background” regions). The focal loss enables
training highly accurate dense object detectors in the

presence of vast numbers of easy background examples.

33.0

150 200
inference time (ms)

RetinaNet Object Detection (Keras):
https://keras.io/examples/vision/retinanet/

Re|evant ||n kS: (a) ResNet (c) class subnet (top)  (d) box subnet (bottom)
https://arxiv.org/abs/1612.03144 ?
https://arxiv.org/pdf/1708.02002.pdf

https://github.com/fizyr/keras-retinanet

https://github.com/tensorflow/tpu/tree/master/models/official/retinanet
https://towardsdatascience.com/object-detection-on-aerial-imagery-using-retinanet-626130ba2203
https://medium.com/@tabdulwahabamin/an-introduction-to-implementing-retinanet-in-keras-for-multi-object-detection-on-custom-dataset-be 746024c653
https://mc.ai/object-detection-on-satellite-imagery-using-retinanet-part-1%E2%80%8A-%E2%80%8Atraining/

https://medium.com/@ 14prakash/the-intuition-behind-retinanet-eb636755607d
https://www.freecodecamp.org/news/object-detection-in-colab-with-fizyr-retinanet-efed36ac4af3/
https://www.tejashwi.io/object-detection-with-fizyr-retinanet/
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EfficientDet and YOLO

EfficientDet and YOLO v4 (V5)

The EfficientDet family of models has been the preferred object detection models since it = o .. =

Lwider
_—
=

wid

was published by the Google Research/Brain team. They released their own ConvNet
model called EfficientNet. It set out to define an automatic procedure for scaling ConvNet
model architectures, to optimize downstream performance given free range over depth,
width, and resolution while staying within the constraints of target memory and target

FLOPs. Example to train EfficientDet using a pytorch implementation on a custom dataset

that has been uploaded through RoboFlow

(nttps://colab.research.google.com/drive/1ZmbeTro4SqT7h_TW63MLdgbrCUK_1br#scrollTo=sAs6vn4Rukct). - g;

When published, YOLOv4 was considered one of the best models for speed and
accuracy performance but did not top EfficientDet's largest model for overall accuracy

on the COCO dataset.
considers the following backbones (base networks):
CSPDarknet53 that are based on DenseNet, and EfficientNet-B3.

considers a few options for the neck including: FPN, PAN, NAS-FPN, BiFPN,

ASFF, SFAM.

deploys the same YOLO head as YOLOv3 for detection with the anchor-based

detection steps and three levels of detection granularity.

CSPResNext50 and

employs a "Bag of Freebies" (most of which have to do with data augmentation) to
improve performance of the network without adding to inference time in production.
deploys strategies called a "Bag of Specials“ to add marginal increases to inference

time but significantly increase performance (e.g. Mish activation function).
use DloU NMS, Cross mini-Batch Normalization (CmBN), DropBlock regularization

Relevant links:

https://arxiv.org/pdf/1911.09070v7.pdf
https://blog.roboflow.com/breaking-down-efficientdet/
https://jonathan-hui.medium.com/yolov4-c9901eaa8e61
https://blog.roboflow.com/a-thorough-breakdown-of-yolov4/
https://github.com/AlexeyAB/darknet
https://towardsdatascience.com/yolo-v4-or-yolo-v5-or-pp-yolo-dad8e40f7109
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Figure 2. Model Scaling. (a) is a baseline network example: (b)-(d) dimensi
widih, depth, or resolution. (e} is our proposed compound sealing method that uniformly seales all three dimensions with a fixed ratio.

P O—=—> p—

(a) FPN (b) PANet

" eynasEen

Figure 2: Feature network design - (a) FEN [20] introduces a top-down pathway (o fuse multi-scale features from level 3 to
7(Ps - Pr); (b) PANet [27] adds an additional bottom-up pathway on top of FEN: (¢) NAS-FPN [4] use neural architecture
search to find an irregular feature network topology and then repeatedly apply the same block; (d) is our BiFPN with better
accuracy and efficiency trade-offs.

MS COCO Object Detection

P7 - 1536x1536
6-1280x1280. 3.7x fimes fasier (and more accurate!
5 - 896x896 - e
3oL 102
:

—e&— Scaled-YOLOv4

—e— EfficientDet [32]

yolovdx-mish
640x640 @

yoloy4-csp 640x5640

yolova-esp

50

- ® - SpineNet [5]
* -YOLOv4 [1]
YOLOv3 [27]
- -PP-YOLO [20]

60 80 100 120 140
V100 batch 1 latency (ms)
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CornerNet and CenterNet

Heatmaps Embeddings

ComeriNet is attempt to get rid of the anchors. i

« bounding boxes are expressed with 2 points (top-left and ToprLeft Comens <]
bottom-right corners).
a convNet outputs a heatmap for all top-left corners, a
heatmap for all bottom-right corners, and an embedding vector
(kind of identification signature) for each detected corner.
the network is trained to predict similar embeddings for
corners that belong to the same object.
is based on Hourglass Network (originally proposed in 2016).
applies corner pooling :

Bottom-Right Comers-uq

" feature maps top-left corner pooling

CenteriNet using the corners as proposals, focuses on
the center of the object to infer its class and filter out outliers.

Backbone
o N

\_\ ¢ / x _\Q i: :\/

COCO AP

—8— CenterNet(ours)

Relevant links: 4 FasterRCNN

https://arxiv.org/abs/1808.01244 RetinaNet

https://arxiv.org/abs/1904.08189 YOLOv3

https://github.com/princeton-vl/CornerNet T T 1

https://www.youtube.com/watch?v=aJnvTT1-spc 100 150 200
Inference time (ms)
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ExtremeNet

ExtremeNet follows the idea to represent - iy ~AA0
objects by their extreme points instead of — . |
bounding boxes or corners. In combination with

center heatmap prediction, it selects/filters the

appropriate set of extreme points that belong to

the object.

Left heatmap ~— «Top heatmap Bottom heatmap Right heatmap
¢ ;

Exuact the peaks

Enumerate
the peaks

combination

Check the
Center heatmap scores of x
x geometric
centers

*

Low center High center
score: Reject "~ WSS E8 score: Accept

Relevant links:
https://arxiv.org/abs/1901.08043
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=4 Fully Convolutional One-Stage Object Detection

FCOS solves object detection in a per-pixel prediction
fashion, analogue to semantic segmentation. In contrast to
majority of state-of-the-art object detectors such as RetinaNet,
SSD, YOLO (v2, v3, v4 etc.), and Faster R-CNN that rely on
pre-defined anchor, FCOS detector is anchor box free, as well
as proposal free (without Region Proposal Network).

As shown in the left image, FCOS
works by predicting a 4D vector (I, t, r,
b) encoding the location of a bounding
box at each foreground pixel

T=8 128

1316 /61 | ; ification ; X
ae P Cla;i’fﬁ:?m H (supervised by ground-truth bounding

box information during training). The

_ Center-ness | right plot shows that when a location
Fonae e ) i Hx Wt : residing in multiple bounding boxes, it

i ) i ; can be ambiguous in terms of which
T : bounding box this location should
s0x64 /15 | : Yoo Regression | regress
oo HeWxd |
. /o3 Z i Lo |
100x128 /8 | i L :
L1 HxWx25E HxWx256 :
t
00x1024 ﬁ Shared Heads Between Feature Levels

HxW /s : Backbone :

Relevant links:

https://arxiv.org/abs/1904.01355
https://github.com/tianzhi0549/FCOS
https://www.youtube.com/watch?v=_ADYE6QaAAY
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Exceeding YOLO series in EOEI

YOLOX is an anchor-free version of YOLO, with % Tt vy

a simpler design but better performance! It aims to B #3c
bridge the gap between research and industrial 1024

HxXWx 512

communities. 256
@ —_— Decoupled Head

—

YOLOX presents improvements to YOLO series, forming a

new high-performance detector. YOLO detector is switched to 4y HxWx256

an anchor-free manner and conduct other advanced detection feature{pg]

techniques, i.e., a decoupled head and the leading label _’@Zﬁ
assignment strategy SImMOTA to achieve state-of-the-art

results across a large-scale range of models...

HxWx256

yoLox-s @
X
" EfficientDet-Lite3

EfficientDet-Lite2

o

YOLOX-Tiny
® X

EfficientDet-Litel

wooow

—&—YOLOX-L

O

COCO AP (%)
>
COCO AP (%)

[
it

YOLOvS-L

=
W

]

i

-~4--YOLOX-DarkNet53

=
M

.YDLOX-NBI‘\O >< EfficientDet-Lite0

o

furd
=]
W

. x YOLOv5-Darknet53
Relevant links: % Efficientet A

. f PPYOLO-Tiny “." YOLOv4-Tiny
hitps://arxiv.org/abs/2107.08430 s s 11 b oo o 2w s w el a s 15 25 ae as o5 a5 s ae s 105 ms 128
https://github.com/Megvii-BaseDetection/YOLOX V100 batch 1 Latency(ms)
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YOLOR - You Only Learn One Representation: Unified Network for Multiple Tasks

Approach behind the YOLOR combines explicit knowledge, defined as learning
based on given data and input, with implicit knowledge learned subconsciously.
Therefore, the concept of YOLOR is based on encoding implicit and explicit
knowledge together, similar to how mammalian brains process implicit and explicit }
knowledge in conjunction with each other. The unified network proposed in YOLOR o 7 Discriminator

generates a unified representation to serve a variety of tasks all at once. J s ) S8 > oupus

YOLOR aims to give this ability to machine learning models — so that they are able to
serve many tasks given one input. It is a unified model effective for multi-task (e.qg.
object detection, instance segmentation, key-points detection, image capturing, etc.)

. . . . MS COCO Object Detecti
learning under the single model architecture. In the future, authors are going to extend preteeea

88% faster

S

——

the training to multi-modal and multi-task. 3’0“";7/‘_’ Scaled-YOLOV4 .
"

Explicit Knowledge z
> il

+3.8% A I’]

f
Analyzer Discriminator ] [
A,

Unified
=» Representation = Output

AR

=

@

&
~e—YoLOX-L

Iﬂlplicit Knowledge YOLOVS-L
Relevant links: - YOLOK D2
https://arxiv.org/pdf/2105.04206v1.pdf . ::“’“i:ﬂ"'“
https://viso.ai/deep-learning/yolor/ e m e e n
https://blog.roboflow.com/train-yolor-on-a-custom-dataset/ V10D Batch 1 Latency ()
https://medium.com/augmented-startups/yolor-vs-yolox-battle-of-the-object-detection-prodigies-ae004a5ac8d2
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YOV_OV’S Released by Glenn Jocher in June 2020, YOLOV5, similarly to YOLOv4, uses CSPDarknet53
as the backbone of its architecture. The release includes five different model sizes: YOLOv5s (smallest),
YOLOvV5m, YOLOvVSI, and YOLOvV5x (largest). One of the major improvements in YOLOV5 architecture is the
integration of the Focus layer, represented by a single layer, which is created by replacing the first three
layers of YOLOvV3. Thus, it reduces the number of layers and number of parameters, increasing both forward
and backward speed without any major impact on the mAP. https://blog.roboflow.com/yolov5-is-here/ ,
https://blog.roboflow.com/yolov4-versus-yolov5/

YO".OV’ﬁ - A Single-Stage Object Detection Framework for Industrial Applications. Dedicated to
industrial applications with hardware-friendly efficient design and high performance, the YOLOvV6 (MT-
YOLOvV6) framework was released by Meituan, a Chinese e-commerce company. Written in Pytorch, this new
version was not part of the official YOLO but still got the name YOLOV6 because its backbone was inspired by
the original one-stage YOLO architecture. YOLO v6 uses a variant of the EfficientNet architecture called
EfficientNet-L2, introducing three significant improvements: a hardware-friendly backbone and neck design, an
efficient decoupled head, and a more effective training strategy. YOLO v6 also introduces a new method for
generating the anchor boxes, called "dense anchor boxes."

‘VOV_OV’7 was released in July 2022 in the paper “Trained bag-of-freebies sets new state-of-the-art for
real-time object detectors”. A key improvement in YOLO v7 is the use of a new loss function called “focal
loss.” Previous versions of YOLO used a standard cross-entropy loss function, which is known to be less
effective at detecting small objects. Focal loss battles this issue by down-weighting the loss for well-classified
examples and focusing on the hard examples—the objects that are hard to detect. YOLO v7 also has a higher
resolution than the previous versions. https://arxiv.org/pdf/2207.02696.pdf

https://viso.ai/deep-learning/yolov7-guide/ , https://huggingface.co/spaces/akhalig/yolov7

YOLOVg is the latest installment in the highly influential family of models that use the YOLO (You Only

Look Once) architecture. YOLOvV8 was developed by Ultralytics (a team known for its work on YOLOvV3 and
YOLOvV5) and announced in the beginning of 2023.
https://blog.roboflow.com/whats-new-in-yolov8/

YOLO-NAS is the state-of-the-art object detection model published in May 2023 by an Israel-based

company Deci. It is tailored for efficiently detecting small objects and boasts enhanced localization precision. It
also improves the performance-to-compute ratio, making it ideal for real-time edge-device applications.
https://learnopencv.com/yolo-nas/ , https://blog.roboflow.com/yolo-nas-how-to-train-on-custom-dataset/

YOV_O‘WQWd is a zero-shot object detection model. Shows a significant advancement in the field of
open-vocabulary object detection. https://roboflow.com/model/yolo-world

Relevant links:
https://www.datacamp.com/blog/yolo-object-detection-explained
https://www.v7labs.com/blog/yolo-object-detection
https://learnopencv.com/mastering-all-yolo-models/
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YOLO...

Training Time Comparison
250

Training Tim (min)

YOLOw custom

YOLOy6-L

1 Quantized-
50 YOLOv6-S

I
W

YOLOv6
YOLOvS
YOLOvV?
—*— YOLOX
—4— PP-YOLOE

COCO AP (%)
(98] B
w (=]

0 2 4 6 8 10
Tesla T4 TensorRT FP16 Latency (ms), BS=1

/ 4 =@~ YOLOV7 (ours)
~—YOLOR
—e—PPYOLOE
~—YOLOX
Scaled-YOLOv4

Efficient Frontier of T4

[ e o oo ¢ mn ¢ o men @

decio
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DEtection TRansformer (DERT)

Transformers are a deep learning architecture that has gained popularity... They rely on a simple, yet powerful mechanism called

attention, which enables Al models to selectively focus on certain parts of their input and thus reason more effectively. Even though
originally transformers have been widely applied on problems with sequential data (in particular, in natural language processing
(NLP) tasks such as language modeling and machine translation, as well as, extended to tasks of speech recognition, symbolic
mathematics, and reinforcement learning), now this approach also shows good results for computer vision tasks like image
classification and object detection... .

backbone
set of image fea(ures:E
1

transformer
decoder

addd

object queries

DETR - streamlines the detection pipeline, effectively removing the need for many
hand-designed components like a non-maximum suppression procedure or anchor
generation that explicitly encode our prior knowledge about the task. The main
ingredients of the new framework are a set-based global loss that forces unique
predictions via bipartite matching, and a transformer encoder-decoder architecture.
Given a fixed small set of learned object queries, DETR reasons about the relations of  Faster Betection-specific
deduplicate
d (NMS)

R-CNN Up to components

the objects and the global image context to directly output the final set of predictions in 200000

parallel. The new model is conceptually simple and does not require a specialized library, Bicposls

unlike many other modern detectors. T .
DETR demonstrates accuracy and run-time performance on par with the well-established and highly-optimized Faster RCNN e (C,;gswgn) gf:f‘e"\i/ne Ef::;’s'g‘;‘e fodicteg
baseline on the challenging COCO object detection dataset. Moreover, DETR can be easily generalized to produce panoptic i 0" cocrse g proposals  faed (NMS) d closses
segmentation in a unified manner. Authors show that it significantly outperforms competitive baselines. DroBoscs

A new iteration of DETR — known as RT-DETR or real-time DETR —was

published in 2023, claiming superior performance in both speed and accuracy compared S Slandard Aadicied)
. . - 4 SS!
to all YOLO detectors of similar scale. ki ~ -

Relevant links:

https://arxiv.org/abs/2005.12872

https://arxiv.org/abs/2304.08069
https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/
https://github.com/facebookresearch/detr
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Roboflow 100

Roboflow 100: A New Object Detection Benchmark advancing the state-of-the-art in
object recognition with a new way to benchmark computer vision models across domains and task
targets. Introduced November 2022, presented at CVPR in June 2023. https://www.rf100.org/

RFY100 is a crowdsourced, | |- ﬁ;m“| *‘ W b T - U "|..‘ J
‘YN e

open-source object detection ST T 1 Sl TR i i R
benchmark. It consists of 100 /s e T - G
datasets, 7 imagery domains, [pll e/ L
224,714 images, and 829 & i @ a
class labels with over 11,170

labeling hours. RF100 is an

Intel sponsored initiative that

aims to create an accessible,

transparent and open-sourced

benchmark  for  machine

learning  object  detection

models and assert generality

using in the wild crawled

datasets.

Relevant links:

https://universe.roboflow.com/
https://github.com/roboflow/roboflow-100-benchmark
https://blog.roboflow.com/roboflow-100/
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Open Images Dataset V7
Open Images is a dataset of ~9M
images annotated with image-level
labels, object bounding boxes,
object segmentation masks, visual
relationships, and localized
narratives...

Authors believe that having a single
dataset with unified annotations for
image classification, object detection,
visual relationship detection, instance
segmentation, and multimodal image
descriptions will enable to study these
tasks jointly and stimulate progress
towards genuine scene understanding.

Percentage of images

Relevant links:

“In the foreground of the picture there are jars, drink, sausage and other food items placed on a table.
In the center of the picture there are chairs, tables and other objects.
In the background there are buildings, trees, cars, footpath and other objects.”
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Open Images Dataset
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Birthday cake

“As we can see in the image there are few people wall, mirror and tables.
On tables there are books, papers and covers.”

= PASCAL
COCcoO

ILSVRC

m=s Open Images

= PASCAL
COoCco
ILSVRC

w—= Open Images

Area cumulative density function (%)

3 4 5 6 7 8 9
Number of objects per image

https://storage.googleapis.com/openimages/web/factsfigures_v7.html
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ODbject detection

Mask R-CNN
(ResNeXt152)

Faster R-CNN
(ResNeXt101-FPN)

Faster R-CNN Extra tricks:

» Feature Pyramid Networks (multiscale
(ResNet101-FPN) RetinaNet backbone;/ (

¢ (SSD-like, ResNet101) Play with backbone network
F:wm“_.hmm Meta Architecture Improvement of Single-Stage methods (e.g.

Res, 50 Proposals @ FasterRCNN @ RFCN @ RetinaNet)

— o- - & E}; -0 Use Ia_lrger models ' _
Reset, bikes, | < - @ Test-time augmentation, big ensembles,
O o

100 Proposals
Tl more data, etc.
Resnet, Hi Res, 300

Proposals, Stride 8

e
<
E
=
e
@
-
8]

Feature Extractor
Inception Resnet V2
Inception V2
Inception V3
MobileMet
Resnet 101
VGG

@0000OO0

800

Relevant links:
https://arxiv.org/abs/1611.10012
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ODbject Detection models

The best real-time object detection algorithm (Accuracy)
On the MS COCO dataset and based on the Average Precision (AP), the best real-time object detection algorithm in 2023
is YOLOvVS, followed by YOLOv7 (2022), Vision Transformer (ViT) such as Swin and DualSwin, PP-YOLOE, YOLOR,
YOLOvV4, and EfficientDet... 60

YOLOV7-EGE (36 fps)

better More comparison on MS COCO min-val ConvNeXt-XL++ (9.fps)

e OLOVT-E6E, 56.80%
YOUOV706 56308 | DualSwin-T (7 fps),
007-66,55.90%
Swin-B (12 fps)

55.00%
Dual-Swin-T(C-M-RCNN) §

_YOLOvT is +1200% faster =
Deformable DETR#(19 fps)

DETR-R101.(20°Fps)
~

Sep '20 Jan 21 May 21 YOLOv7-tiny-SiLU (286 fps)

PP-YOLOE=S

¢
=
o
o
o]
1

5 (e
1500% Other models
1 10 1
better o
V100 batch=1 inference time, ms
PP-YOLOE-M

YOLOV5-M
YOLOV5=X

Efficient Frontier of Object Detection on COCO, Measured on NVIDIA T4 PP-YOLOV2
Faster RCNN-FPN+
® YOONASFPI6 © YOLONASINTS © YOLOVE30 @ YOLOVS @ PPIOLOE © YOIOV7 @ YOLOVS
- INTS-L LO-Ni

FPS (V100, B=1)

Sep '20 Jan 21 May 21 Sep '21 Jan 22 May '22

Other models -e- Models with highest FPS (V100, b=1)

$sD (Single Shot
Detectron2 MultiBox Detector) Mask R-CNN CenterNet

Relevant links: p 3
https://viso.ai/deep-learning/object-detection/
https://dagshub.com/blog/best-object-detection-models/ = N

https://www.hitechbpo.com/blog/top-object-detection-models.php 65 tound i T s i
https://www.linkedin.com/pulse/top-10-object-detection-models-2023-bhavesh-kapil/ Looko"ce)se,izs R-CNN
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Some extra relevant links...

https://paperswithcode.com/task/object-detection
https://medium.com/@RaghavPrabhu/a-simple-tutorial-to-classify-images-using-
tensorflow-step-by-step-guide-7e0fad26¢22
https://towardsdatascience.com/transfer-learning-from-pre-trained-models-
f2393f124751

http://openaccess.thecvf.com/content _cvpr_2017/papers/Huang _SpeedAccuracy Tr
ade-Offs_for CVPR_2017_paper.pdf

https://viso.ai/deep-learning/object-detection/
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