
MATS442 Stochastic simulation — Problems 6, 21.2.2020

The problems marked with C have a part which needs to be implemented in a computer
programming language. Please return a single code file with the answers to these exercises
by email to 〈santeri.j.karppinen(·at·)jyu.fi〉.

1. (2 points) Consider the particle filter (Algorithm 8.15). Recall that the resampling step
(iii) may be implemented as follows (cf. Theorem 2.3):

(i) Draw U1, . . . , Un
i.i.d.∼ U(0, 1),

(ii) Set A
(i)
t−1 := g(Ui; ω̄

(1:n)
t−1 ),

where g(u; ω̄(1:n)) := min
{
k ∈ {1:n} :

∑k
j=1 ω̄

(j) ≥ u
}

.

Consider the following two alternative resampling algorithms, described for general fixed
probability distribution ω̄(1:n):

(a) Stratified resampling :

(i) Draw U1, . . . , Un
i.i.d.∼ U(0, 1) and set Ûi := i−1+Ui

n
.

(ii) Set Â(i) := g(Ûi); ω̄
(1:n).

(b) Systematic resampling :
(i) Draw a single U ∼ U(0, 1) and set Ũi := i−1+U

n
for i = 1:n.

(ii) Set Ã(i) := g(Ũi; ω̄
(1:n)).

Show that both stratified and systematic resampling satisfy the required unbiasedness
condition

E
[

1

n

n∑
i=1

1
(
Â(i) = j

)]
= E

[
1

n

n∑
i=1

1
(
Ã(i) = j

)]
= ω̄(j), j = 1:n.

2.C (2 points) Consider the noisy AR(1) model in Example 8.2, with ρ = 1 and σ2
1 = σ2

x =
σ2
y = 1, suppose T = 15 and let

y1:T := (0,−1,−2,−1,−4,−1,−2, 0, 2,−1, 1, 2,−2, 1, 3).

Implement the particle filter with the following proposal distributions:

Mt(xt | x1:t−1) = Mt(xt | xt−1) = N

(
xt;

ρxt−1 + yt
2

,
1

2

)
with x0 := 0 and Gt( · ) chosen as in Remark 8.8.

Estimate Ep[XT ] and Varp(XT ) with n = 100, n = 1000 and n = 10000 particles.

(Hint: You are welcome to (but need not) start with the example PF code in the lecture
notes. In case you plan to reuse the code, please be aware that here the function Gt will
depend also on xt−1. The true values are approximately 1.9898 and 0.6180, respectively.)

3.C (2 points) Consider the setting in Problem 2, and assume still that σ2
1 = σ2

x = σ2
y = 1,

but that ρ is unknown, with the prior distribution pr(ρ) = Unif(−10, 10).

Implement particle marginal Metropolis-Hastings targetting

p(ρ, x1:T ) ∝ pr(ρ)p(ρ)(x1:T , y1:T ),



In particular, use the Gaussian random-walk Metropolis algorithm with increment stan-
dard deviation 1/2 to propose changes in ρ, and the particle filter of Problem 2 in the

pseudo-marginal algorithm with n = 100 particles. (Note that now Mt = M
(ρ)
t and

Gt = G
(ρ)
t !)

Estimate the mean and variance of ρ with respect to p, over (at least) 10000 iterations of
the algorithm.

Hint: Because we are only interested in functions f(θ, x1:T ) = f(θ), the variables V
(1:n)
k

and X
(1:n)
k need not be stored, only (Θk) and

∑n
i=1 V

(i)
k . . .

4. Problem 6 from Demo 5 (if you did not do it already). Hint: Convince yourself that the
transition probability K in a) can be written down as

[K](x,z),(y,t) = P
(
(Xk, Zk) = (y, t) | (Xk−1, Zk−1) = (x, z)

)
= q(x, y)h(y, t)α

(
(x, z), (y, t)

)
+ 1
(
(y, t) = (x, z)

)
ρ(x, z),

with

α
(
(x, z), (y, t)

)
= min

{
1,
t

z

q(y, x)

q(x, y)

}
, (if zq(x, y) > 0 and 0 otherwise),

ρ(x, z) = 1−
∑

y∈X,t∈N

q(x, y)h(y, t)α
(
(x, z), (y, t)

)
.

The solution for b) is a similar computation we have already done in previous exercises..


