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Interactive methods fail because the decision maker (DM) gets anxious while waiting for new solutions to be computed according to his/her preferences.

Our approach:

1. Construct an approximation of the Pareto front (PF) based on a small set of PO outcomes.
2. Use interactive multiobjective optimization (MO) methods (see e.g., [Miettinen, 1999]) for finding the preferred outcome on the approximation.
3. Find the PO solution that is closest to the preferred point by means of an achievement scalarizing function [Wierzbicki, 1986].
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A collection of polytopes is a complex if
1. every face of a polytope in the collection is also in the collection and
2. an intersection of two polytopes in the collection is a face of each of them.

A complex $D$ is a Delaunay triangulation of a finite set $P \subset \mathbb{R}^k$ if $\bigcup_{K \in D} K = \text{conv}(P)$ and the complex only contains "polytopes with neighbouring vertices" (see [Edelsbrunner, 1987]).
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With minor extra conventions, this can be seen as a shape reconstruction problem as defined in [Edelsbrunner, 1998].
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**Theorem:** A polytope $K^1$ dominates another polytope $K^2$ if and only if either

1. The optimal value in optimization problem
   \[
   \min \max_{i=1,\ldots,k} (s_{1i} - s_{2i})
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