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My background

2006: Master of Science in Software Engineering & 
Automation at Technical University of Bari, Italy

2006 - 2009: Researcher and Software Developer for a 
spinoff of CNR (Italian National Research Council)

Real Time Control Systems
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Rapid prototyping & Automatic Code Generation with Matlab/Simulink

Field Buses, Servo drives, Sensors & Actuators

SW Engineering: Linux drivers, Human Machine Interfaces (HMI), C/C++ 
and Java distributed real time applications

2010 - nowadays: PhD student at University of Jyväskylä, 
Faculty of IT, Department of MIT 



  

My PhD (1/2)

Two research fields
Computational Intelligence Optimization

Software Engineering

Supervisors
Ferrante Neri, Adj. Prof - Ernesto Mininno, PhD

Tuomo Rossi, Prof. - Raino Mäkinen, Prof.

International collaborations
Ponnuthurai Nagaratnam Suganthan, Ass. Prof.

Rammohan Mallipeddi, PhD

(Nanyang Technological University, Singapore)

"Usability and Commercialization of 
Advanced Computational Intelligence Optimization"

(collection of papers)



  

My PhD (2/2)

Status of research activities
1 journal paper to appear

2 journal papers submitted (under review)

2 conference papers submitted to IEEE Symposium Series on 
Computational Intelligence - SSCI 2011, Paris (under review)

1 conference paper submitted to evo* 2011, Turin (under review)

1 more journal paper to be submitted (hopefully) by the end of 2010

Status of study plan
45/60 credits

Expected finishing time
end of 2011 – beginning of 2012

"Usability and Commercialization of 
Advanced Computational Intelligence Optimization"

(collection of papers)



  

Introduction

What is Computational Intelligence (CI)?

A popular CI Algorithm: Differential Evolution (DE)

A brief survey of DE-based Algorithms

compact Differential Evolution (cDE)

cDE-based algorithms proposed during my first works

Case study: space robotic arm

Conclusions and future works



  

Computational Intelligence (Optimization)

When the problem cannot be solved by means of an exact 
method due to the lack of differentiability or even analytic 

expression an alternative way must be found 

Computational Intelligence

Methodologies

Memetic Computing

encoding of culture into optimization algorithms, e.g. hybrid 
approaches, integration of knowledge

Differential Evolution

specific Optimization Algorithm for continuous problems



  

Global optimization is necessary in fields such as engineering, statistics 
and finance

But many practical problems have objective functions that are non 
differentiable, non-continuous, non-linear, noisy, multi-dimensional

Such problems are difficult if not impossible to solve analytically

Computational Intelligence Optimization Algorithms can be used to find 
approximate solutions to such problems

Evolutionary Optimization in the Presence of Uncertainties

Large Scale and Computationally Expensive Optimization Problems 

Computational Intelligence



  

Differential Evolution (DE)

Differential Evolution (Storn and Price in 1995) is a stochastic 
population based evolutionary algorithm fairly fast and reasonably robust 

A population of potential solutions, within an n-dimensional search space, 
is randomly initialized, then evolves over time to explore the search 
space and to locate the minima of the objective function

At each iteration new vectors are generated by the combination of 
vectors randomly chosen from the current population (mutation)

The new vectors are then mixed  (recombination, or crossover) with a 
predetermined target vector to get a trial vector

Finally, the trial vector is accepted (selection) for the next generation if 
and only if it yields a reduction in the value of the objective function



  

Other mutation rules:
DE/best/1

DE/cur-to-best/1
DE/best/2
DE/rand/2

DE/rand-to-best/2
...

Other crossover rules:
Exponential

SPX
BLX-α

...

Only three parameters
F (scale factor)

CR (crossover ratio)
S

pop
 (population size)

Differential Evolution rand/1/bin

mutation

crossover

selection



  

Applications of DE
Robotics

Multiprocessors synthesis

Neural networks learning

Calibration of financial models

Optimal portfolio selection

Crystallographic characterization

Synthesis of modulators

Optimal design of heat exchangers

Non-linear chemical processes

Planning of cropping patterns

Water pumping systems

Design of gas transmission network

Physiochemistry of Carbon materials

Radio network design

… and many more!



  

Population based Differential Evolution
Additional components to standard DE framework

DE with Trigonometric Mutation (TDE)

DE with Adaptive Crossover Local Search (DEahcSPX)

DE with Population Size Reduction (DEPSR)

DE with Scale Factor Local Search (DESFLS)

Modified structures of Differential Evolution

Self-Adapting Parameter Setting in Differential Evolution (jDE)

Opposition Based Differential Evolution (OBDE)

DE with Global and Local Neighborhoods (DEGL)

Self Adaptive Differential Evolution (SADE)

compact Differential Evolution (cDE)
Part of my PhD research: investigating different novel structures 
of cDE-based algorithms 

Differential Evolution Variants



  

compact DE (cDE)
belongs to the class of Estimation Distribution Algorithms (EDA)

does not use a population of individuals

makes use of a statistic representation of the population

this approach is necessary to solve complex optimization problems 
despite the absence of a full performance computer (memory issues)



  

compact DE (cDE)
Probability Vector (PV)

mutation

crossover

PV update

sampling from PV

initialize PV

Survivor selection scheme (one-to-
one spawning logic)

DE can be straightforwardly 
encoded into a compact algorithm 
without losing the basic working 
principles

Sampling introduces beneficial 
extra randomness

Convergence: shrinkage of 
(truncated) Gaussian bell-shaped 
curve over the (global) best 



  

An unconventional memetic approach: 
Disturbed Exploitation cDE (DecDE)

Combining distributed compact units:
Composed cDE (CcDE)

Supervised cDE (ScDE)

Using domain knowledge to support optimization:
Super-Fit and Population Size Reduction cDE (SfcDE-PSR)

Compact Opposition DE (cODE)

Noisy optimization:
Noise Analysis cDE (NAcDE) 

cDE-based algorithms proposed



  

Disturbed Exploitation cDE (DEcDE)
Rand/1/Exp or Trigonometric Mutation

PV perturbation (~ replacement of part of the population in a DE)



  

DEcDE – Results (1/2)



  

DEcDE – Results (2/2)



  

Composed cDE (CcDE)

Each cDE unit performs one 
offspring generation and possible 
elite replacement

Migration of scale factor (perturbed) 
and elites among neighbour compact 
units, according to a ring topology

Global knowledge & local knowledge 
of the fitness landscape

Self-adaption of the ring



  

CcDE – Results (1/2)



  

CcDE – Results (2/2)



  

Supervised cDE (ScDE)

jDE

Each cDE unit performs one 
offspring generation and 
possible elite replacement

When all the compact units 
performed one step, all the elites 
are inserted into an auxiliary 
population

Within the auxiliary population, 
the candidate solutions (the 
elites) are processed by means 
of one generation of a global 
optimizer (jDE)

After one generation, a new 
population of elite solutions is 
produced. The elite solutions 
are then injected into the 
corresponding compact units



  

Self-Adapting DE (jDE)

Scale Factor Update Rule 
(no fixed F value, one value 

for each individual) 

Crossover Ratio Update 
Rule (no fixed CR value, 

one value for each 
individual) 

Only four parameters
F

l
, F

u
 (scale factor bounds)

τ
1
,τ
2
  (update thresholds) 

mutation

crossover



  

ScDE - Results



  

Super-Fit and Population Size 
Reduction cDE (SFcDE-PSR)

Super-Fit generation

Virtual Population
Size Reduction

Part of the total budget 
(1/5 of the maximum 
number of FEs) is 
reserved to Super-Fit 
generation (Rosenbrock 
Algorithm)

Virtual Population Size 
very large at the 
beginning (exploration), 
then progressively halved 
(increasing exploitation)



  

SFcDE-PSR - Results



  

Compact Opposition DE(cODE)

Opposition Based 
Learning (OBL)

Beneficial on non-
separable functions

(diagonal moves in an 
hyperspace), detrimental 
otherwise

OBL is more effective if 
combined with rand/1/bin 
DE scheme

OBL



  

cODE - Results



  

Noise Analysis cDE (NAcDE)

Gaussian noise on 
fitness function, (zero 
mean, different levels of 
std. Deviation)

Re-sampling and 
filtering used to perform 
selection in noisy 
environment



  

NAcDE – Results (1/3)



  

NAcDE – Results (2/3)



  

NAcDE – Results (3/3)



  

Trajectory planning: 

Given a specific task p(t), evaluate θ(t), θ'(t), θ''(t) so that:
the end effector follows the desired trajectory
the trajectory is smooth (without discontinuities)

Point-to-point problem: define inter-knot points and interpolate (linear 
interpolation, spline, etc.)

Motion control: define torques to be applied, s.t. dynamic/kinematic constraints

Case study: space robotic arm (1/3)



  

Free-floating environment

Mutual disturbance between base 
and end-effector:

F
B
 = N-1F

E 
↔ F

E
 = NF

B

N (dynamic coupling matrix)
“is a function of the robot 

configuration [θ], the geometric and 
inertia parameters of the robot and 
the spacecraft, and the position of 
the robot base with respect to the 

spacecraft” [29]

The shorter the motion time is, 
the greater the disturbance to 

the base will be

Case study: space robotic arm (2/3)



  

Case study: space robotic arm (3/3)



  

Conclusions and future works

Computational Intelligence Optimization is an active 
research field, with many different real word applications

Compact Algorithms (CAs), especially cDE-based 
Algorithms, due to their characteristics of compactness 
and robustness, can become very popular in the future

Future works: investigate other CAs (e.g. compact 
Memetic Algorithms - cMAs) and possible applications

Second part of my PhD: proposing an advanced SW 
environment for designing novel optimization algorithms 
and integrating them with external models and software
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