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Abstract. We explore the interplay between different definitions of
distortion for mappings f : X → R2, where X is any metric surface,
meaning thatX is homeomorphic to a domain in R2 and has locally finite
2-dimensional Hausdorff measure. We establish that finite distortion in
terms of the familiar analytic definition always implies finite distortion
in terms of maximal and minimal stretchings along paths. The converse
holds for maps with locally integrable distortion. In particular, we prove
the equivalence of various notions of quasiconformality, implying a novel
uniformization result for metric surfaces.

1. Introduction

Within this note we study the relation between different notions of distor-
tion for mappings on metric surfaces. Here, a metric surface X is a metric
space homeomorphic to a domain in R2 with locally finite 2-dimensional
Hausdorff measure. Most importantly, we show that locally integrable dis-
tortion along paths introduced by the authors in [MR23] is comparable to
the analytic distortion for mappings f : X → R2.

Before stating the main theorem, we provide the relevant definitions.
Let X and Y be metric surfaces and consider the Newton-Sobolev space
N1,2

loc (X,Y ), see Section 2.3. We call a map f : X → Y sense-preserving if
for any domain Ω compactly contained in X so that f |∂Ω is continuous it
follows that deg(y, f,Ω) ≥ 1 for any y ∈ f(Ω)\f(∂Ω). Here, deg is the local
topological degree of f (see [Ric93, I.4]).

Let f ∈ N1,2
loc (X,Y ) be sense-preserving. We say that f has finite dis-

tortion along paths and denote f ∈ FDP(X,Y ) if there is a measurable
K : X → [1,∞) such that

(1.1) ρuf (x) ≤ K(x) · ρlf (x) for almost every x ∈ X,

where ρuf and ρlf denote the minimal weak upper and maximal weak lower
gradient of f , respectively; for definitions see Section 2.3. The distortion
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along paths Kf of f is

Kf (x) :=


ρuf (x)

ρlf (x)
, if ρlf (x) ̸= 0,

1, if ρlf (x) = 0.

We say that f has finite analytic distortion, denoted f ∈ FDA(X,Y ), if
there is a measurable C : X → [1,∞) such that

(1.2) ρuf (x)
2 ≤ C(x) · Jf (x) for almost every x ∈ X,

where

(1.3) Jf (x) = lim sup
r→0

H2
Y (f(B(x, r)))

πr2
.

If f is a homeomorphism and X is a domain in R2 or Y = R2, then Jf
coincides with the Radon-Nikodym derivative of the corresponding pull-
back measure with respect to H2

X , see Corollary 3.4. Notice, however, that
such a pull-back is not defined for non-homeomorphic maps.

The analytic distortion Cf of f is

Cf (x) :=

{
ρuf (x)

2

Jf (x)
, if Jf (x) ̸= 0,

1, if Jf (x) = 0.

Inequality (1.2) is equivalent to (1.1) whenever f is a map between eu-
clidean domains. However, in the generality of metric spaces, it is unclear
how the two definitions relate. The following main theorem of this work
shows equivalence for mappings from a metric surface into R2.

Theorem 1.1. Let f ∈ N1,2
loc (X,R

2) be sense-preserving.

(1) If f ∈ FDA(X,R2), then f ∈ FDP(X,R2) and

Kf (x) ≤ 4
√
2Cf (x) for almost every x ∈ X.

(2) If f ∈ FDP(X,R2) and Kf ∈ L1
loc(X), then f ∈ FDA(X,R2) and

Cf (x) ≤ 4
√
2Kf (x) for almost every x ∈ X.

We do not know if the second part holds without assumption Kf ∈
L1
loc(X). As a consequence of Theorem 1.1 we obtain the following char-

acterization of quasiconformal homeomorphisms.

Corollary 1.2. If f : X → f(X) ⊂ R2 is a homeomorphism, then the
following are quantitatively equivalent.

(1) f is analytically quasiconformal,
(2) f is geometrically quasiconformal,
(3) f is quasiconformal along paths.

Moreover, if f satisfies any of the three conditions, then so does f−1.
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Here a homeomorphism f ∈ N1,2
loc (X,Y ) is analytically quasiconformal

(resp., quasiconformal along paths), if Cf (resp., Kf ) is uniformly bounded.
Moreover, f is geometrically quasiconformal if there is C ≥ 1 such that

(1.4) C−1 ·ModΓ ≤ Mod f(Γ) ≤ C ·ModΓ

for each curve family Γ inX, where Mod refers to 2-modulus, see Section 2.2,
and f(Γ) denotes the family of curves f ◦ γ for γ ∈ Γ. In order to prove the
equivalence of Conditions (1) and (2), we apply Williams’ theorem [Wil12].

There is a large body of literature on different definitions of quasicon-
formality in metric spaces, showing in particular the equivalence of the
metric definition with the analytic and geometric definitions for homeo-
morphisms between metric spaces with controlled geometry, see [BKR07],
[HK95], [HK98], [HKST01], [Tys98], [Tys01]. However, in the generality of
metric surfaces the metric definition is not equivalent with the other defini-
tions (see [RRR21, Section 5]), and does not lead to a satisfactory theory.

Lower gradients and the class FDP(X,Y ) were introduced in [MR23] as a
tool for developing the fundamental properties of non-homeomorphic maps
under minimal assumptions. In particular, we proved in [MR23] that a non-
constant f ∈ FDP(X,R2) with Kf ∈ L1

loc(X) is continuous, discrete and
open. Non-homeomorphic maps with controlled distortion in metric spaces
have previously been considered e.g. in [Cri06], [Guo15], [Kir14], [OR09].

Theorem 1.1 can be applied to the uniformization problem of metric sur-
faces (see e.g. [BK02, Raj17, LW17, LW18, Iko22,MW24, NR23,Mei24]) as
follows. Here f ∈ FDP(X,Y ) is quasiregular, or has bounded distortion
(along paths), if Kf is uniformly bounded.

Theorem 1.3. If X admits a non-constant quasiregular map f : X → R2,
then X admits a quasiconformal homeomorphism ϕ : X → U onto a domain
U ⊂ R2.

Non-homeomorphic maps are easier to construct than homeomorphisms,
so Theorem 1.3 offers flexibility for finding quasiconformal parametrizations
of a given surface. Theorem 1.3 is sharp in the following sense: There is
no p ≥ 1 for which the existence of a non-constant f ∈ FDP(X,R2) with
Kf ∈ Lp

loc(X) implies the existence of a quasiconformal homeomorphism
ϕ : X → U onto a domain U ⊂ R2, see [MR23, Proposition 6.1].

Theorem 1.1 also allows the extension of the classical Stöılow factorization
theorem (see [AIM09, Chapter 5.5], [LP20]) to our setting.

Theorem 1.4. Every non-constant quasiregular map f : X → R2 admits a
factorization f = g◦v, where v : X → V is a quasiconformal homeomorphism
onto a domain V ⊂ R2 and g : V → R2 is complex analytic.

Acknowledgments. Part of this research was conducted while the first
named author was visiting University of Jyväskylä. She wishes to thank the
department and staff for their hospitality.
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2. Preliminaries

2.1. Basic definitions and notations. Let (X, d) be a metric space. We
denote the open ball in X of radius r > 0 centered at a point x ∈ X by
B(x, r). If B = B(x, r) is a ball and k > 0, we denote by kB the ball
B(x, kr). We say that a subdomain Ω of X is compactly contained in X if
the closure Ω is compact. Given a set A ⊂ X and δ > 0, we denote the
closed δ-neighborhood of A in X by Nδ(A).

The image of a curve γ in X is indicated by |γ| and the length by ℓ(γ). A
curve γ is rectifiable if ℓ(γ) <∞ and locally rectifiable if each of its compact
subcurves is rectifiable. If γ : [a, b] → X is rectifiable, then for almost every
t ∈ [a, b] we can define the metric differential of γ at t by

γ′(t) := lim
s→t, s ̸=t

d(γ(t), γ(s))

|t− s|
.

A curve γ : [0, ℓ(γ)] → X is parametrized by arclength if ℓ(γ|I) = |I|1 for
every interval I ⊂ [0, ℓ(γ)]. Here and later on, |·|n denotes the n-dimensional
Lebesgue measure.

For s ≥ 0, we denote the s-dimensional Hausdorff measure of a set A ⊂ X
by Hs(A) or Hs

X(A) if we want to emphasize that A is a subset of X. The
normalizing constant is chosen so that |U |n = Hn(U) for open subsets U of
Rn.

If X is a metric surface, we equip X with H2. Let Lp(X) (Lp
loc(X))

denote the space of p-integrable (locally p-integrable) Borel functions from
X to R∪{−∞,∞}. Here locally p-integrable means p-integrable on compact
subsets.

2.2. Modulus. Let X be a metric surface and Γ a family of curves in X. A
Borel function g : X → [0,∞] is admissible for Γ if

´
γ g ds ≥ 1 for all locally

rectifiable curves γ ∈ Γ. We define the (2-)modulus of Γ as

ModΓ = inf
g

ˆ
X
g2 dH2,

where the infimum is taken over all admissible functions g for Γ. If there
are no admissible functions for Γ we set ModΓ = ∞. A property is said to
hold for almost every curve in Γ if it holds for every curve in Γ\Γ0 for some
family Γ0 ⊂ Γ with Mod(Γ0) = 0.

2.3. Metric Sobolev spaces. Let f : X → Y be a map from metric surface
X to a metric space Y . A Borel function ρu : X → [0,∞] is an upper gradient
of f if

dY (f(x), f(y)) ≤
ˆ
γ
ρu ds(2.1)

for all x, y ∈ X and every rectifiable curve γ in X joining x and y. If the
upper gradient inequality (2.1) holds for almost every rectifiable curve γ in
X joining x and y we call ρu weak upper gradient of f .
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The Sobolev space N1,2(X,Y ) is the space of Borel maps f : X → Y
with upper gradient ρu ∈ L2(X) such that x 7→ dY (y, f(x)) is in L

2(X) for

some y ∈ Y . The space N1,2
loc (X,Y ) is defined in the obvious manner. Each

f ∈ N1,2
loc (X,Y ) has a minimal weak upper gradient ρuf , i.e., for any other

weak upper gradient ρu we have ρuf ≤ ρu almost everywhere. Moreover, ρuf
is unique up to a set of measure zero, see [HKST15, Theorem 6.3.20]. We
refer to the monograph [HKST15] for more background on metric Sobolev
spaces.

2.4. Metric differentiability. Let X be a metric surface and U ⊂ R2 a
domain. We say that u : U → X is approximately metrically differentiable
at z ∈ U if there exists a seminorm Nz on R2 for which

ap lim
y→z

dX(u(y), u(z))−Nz(y − z)

|y − z|
= 0.

Here ap lim denotes the approximate limit (see [EG92, Section 1.7.2]). If
such a seminorm exists, it is unique and is called approximate metric deriv-
ative of u at z, denoted apmduz. The Jacobian of apmduz is

J(apmduz) =
π

|Bz|2
,

whenever apmduz is a norm and J(apmduz) = 0 otherwise. Here Bz

refers to the closed unit ball in (R2, apmduz). Every map u ∈ N1,2
loc (U,X)

is approximately metrically differentiable at almost every z ∈ U , see [LW17,
Proposition 4.3].

Let U ⊂ R2 be a domain and u ∈ N1,2
loc (U,X). By [HKST15, Theorem

8.1.49], U is the union of pairwise disjoint Borel sets Gu
j , j = 0, 1, . . ., so

that |Gu
0 |2 = 0 and u|Gu

j
is j-Lipschitz continuous for every j ≥ 1. Recall

the classical area formula following from [Kar07, Theorem 3.2].

Theorem 2.1 (Classical area formula). For u ∈ N1,2
loc (U,X) and every mea-

surable set A ⊂ U \Gu
0 we haveˆ

A
J(apmduz) dz =

ˆ
X
N(x, u,A) dH2.

Here N(x, u,A) denotes the number of preimages of x under u in A. If u ∈
N1,2

loc (U,X) is a homeomorphism, Theorem 2.1 implies Ju(z) = J(apmduz)
for almost every z ∈ U ; recall the definition of Ju(z) in (1.3).

2.5. Lower gradients and distortion along paths. Let X and Y be
metric surfaces. We call a Borel function ρl : X → [0,∞] a lower gradient

of f ∈ N1,2
loc (X,Y ) if ρl ≤ ρuf almost everywhere and

ℓ(f ◦ γ) ≥
ˆ
γ
ρl ds(2.2)

for every rectifiable curve γ in X such that f is continuous along γ. If the
lower gradient inequality (2.2) holds for almost every rectifiable γ on which
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f is continuous, we call ρl weak lower gradient of f . Note that 0 is always a
lower gradient. Up to exceptional curve families of zero modulus, the upper
gradient inequality (2.1) is equivalent to the converse inequality in (2.2).

Each f ∈ N1,2
loc (X,Y ) has a maximal weak lower gradient ρlf , i.e., for any

other weak lower gradient ρl we have ρlf ≥ ρl almost everywhere, that is

uniquely defined up to sets of measure zero, see [MR23, Section 7].
Mappings of finite distortion along paths, i.e., class FDP(X,Y ) (defined

in the introduction), were introduced in [MR23]. We now state the most
important results from [MR23] that will be repeatedly used throughout this
work.

Proposition 2.2 ([MR23, Remarks 2.3 and 2.8]). Let f ∈ N1,2
loc (X,R

2) be
sense-preserving. Then, f is continuous and satisfies Lusin’s condition (N).

Here a map f : X → Y satisfies Lusin’s condition (N) if H2
Y (f(E)) = 0

for every E ⊂ X with H2
X(E) = 0. Recall that f is discrete, if f−1(y) is a

discrete set in X for every y ∈ Y .

Theorem 2.3 ([MR23, Theorem 1.2]). Let f ∈ FDP(X,R2) be non-constant
with Kf ∈ L1

loc(X). Then f is open and discrete.

Let U ⊂ R2 be a domain. The maximal and minimal stretches of a map
h ∈ N1,2

loc (U, Y ) at points of approximate differentiability are defined by

Lh(z) = max{apmdhz(v) : |v| = 1}, lh(z) = min{apmdhz(v) : |v| = 1}.

Lemma 2.4 ([MR23, Lemma 2.9]). Let h ∈ N1,2
loc (U, Y ). Then Lh and lh are

representatives of the minimal weak upper gradient and the maximal weak
lower gradient of h, respectively. Moreover,

2−1Lh(z)lh(z) ≤ J(apmdhz) ≤ 2Lh(z)lh(z)

at points z ∈ U of approximate differentiability.

2.6. Weakly quasiconformal parametrizations of metric surfaces.
The proof of Theorem 1.1 depends on the existence of a weakly quasiconfor-
mal parametrization ofX provided by [NR22]. See also [NR23] and [MW24].
The following theorem summarizes the main properties of a weakly quasi-
conformal parametrization and will be repeatedly applied within this work.
A map u : U → X is calledmonotone, if u−1(x) is connected for every x ∈ X.

Theorem 2.5. If X is a metric surface then there exists a continuous,
surjective, sense-preserving and monotone map u ∈ N1,2

loc (U,X), where U is
a domain in R2, such that

(i) u is
√
2-quasiregular.

Let f ∈ N1,2
loc (X,Y ) and h := f ◦ u. Then

(ii) h ∈ N1,2
loc (U, Y ), and if f is sense-preserving then so is h.

Moreover, if f ∈ FDP(X,Y ), then

(iii) h ∈ FDP(U, Y ) with Kh(z) ≤
√
2Kf (u(z)) for almost every z ∈ U .
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Proof. The existence of a sense-preserving weakly (4/π)-quasiconformal para-

metrization u ∈ N1,2
loc (U,X) follows from [NR22, Theorem 1.3]. We refrain

from defining weak quasiconformality here, but note that such a map u is
continuous, surjective and monotone, and satisfies

ModΓ ≤ 4

π
Modu(Γ)(2.3)

for every family Γ of curves in X.
If apmduz is a norm, then the closed unit ball Bz of (R2, apmduz) con-

tains a unique ellipse of maximal area Ez, called John’s ellipse of apmduz.
The proof of [NR22, Theorem 1.3] implies that we may assume Ez to be a
disc for almost every z ∈ U . By John’s Theorem (see e.g. [Bal97, Theorem
3.1]) and Lemma 2.4 we know that

ρuu(z) ≤
√
2 · ρlu(z)

holds for almost every z ∈ U . Thus u is
√
2-quasiregular, which proves (i).

It follows from (2.3) that u maps curve families of positive modulus to
curve families of positive modulus. Therefore,

ρ = ρuu · (ρuf ◦ u)

is a weak upper gradient of h, see Lemma 2.4 and [MR23, Lemma 2.10].
By [NR23, Remark 7.2], we know that N(x, u, U) = 1 for almost every
x ∈ u(U). Let E ⊂ U be compact and Gu

0 ⊂ U the exceptional set in the
classical area formula, Theorem 2.1. Combining the formula with (i) and
Lemma 2.4, we haveˆ

E
ρ2 dz =

ˆ
E\G0

(ρuu)
2 · (ρuf ◦ u)2 dz ≤

√
2

ˆ
E\G0

ρuuρ
l
u · (ρuf ◦ u)2 dz

≤ 2
√
2

ˆ
X
(ρuf )

2 ·N(x, u,E) dH2
X = 2

√
2

ˆ
u(E)

(ρuf )
2 dH2

X <∞.

In particular, h ∈ N1,2
loc (X,Y ). The second claim in (ii) follows from the

basic properties of topological degree.
Finally by [MR23, Lemma 2.10] and Lemma 2.4 we have

(2.4) ρlh(z) ≥ ρlf (u(z)) · ρlu(z) and ρuh(z) ≤ ρuf (u(z)) · ρuu(z)

for almost every z ∈ U . Combining (2.4) with (i) and (ii) gives (iii). □

2.7. Area inequality. Another important ingredient in the proof of Theo-
rem 1.1 is the following area inequality for Sobolev maps on metric surfaces.

Let X,Y be metric surfaces and u ∈ N1,2
loc (U,X) a weakly quasiconformal

parametrization as in Theorem 2.5. Given f ∈ N1,2
loc (X,Y ), let G0 := Gu

0 ∪
Gh

0 , where G
u
0 ⊂ U and Gh

0 ⊂ U are the exceptional sets in the classical area
formula (Theorem 2.1) associated with u and h = f ◦ u, respectively. We
denote

(2.5) u(G0) =: X0 and X \X0 =: X ′.
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Theorem 2.6 (Area inequality, [MR23, Theorem 3.1]). Let f ∈ N1,2
loc (X,Y ).

If g : Y → [0,∞] and F ⊂ X ′ are Borel measurable, thenˆ
F
g(f(x)) · ρuf (x)ρlf (x) dH2

X ≤ 4
√
2

ˆ
Y
g(y) ·N(y, f, F ) dH2

Y .

If f additionally satisfies Lusin’s condition (N), thenˆ
F
g(f(x)) · ρuf (x)ρlf (x) dH2

X ≥ 1

4
√
2

ˆ
Y
g(y) ·N(y, f, F ) dH2

Y .

2.8. Covering theorems. We recall the basic 5r-covering lemma. For a
proof see e.g. [Hei01, Theorem 1.2].

Lemma 2.7 (5r-covering lemma). Every family F of balls in X of uniformly
bounded diameter contains a subfamily G such that every two distinct balls
in G are disjoint and ⋃

B∈F
B ⊂

⋃
B∈G

5B.

For a Borel function g : X → R, we define the maximal function

Mg(x) = sup
r>0

1

H2(B(x, 5r))

ˆ
B(x,r)

g dH2.

The proof of the following lemma is a standard application of the 5r-covering
theorem, see e.g. [Hei01, Theorem 2.2]

Lemma 2.8. If g ∈ L1
loc(X) and A ⊂ X with H2(A) > 0, then there are

E′ ⊂ A with H2(A \ E′) > 0 and L ≥ 1 such that

Mg(x) ≤ L for every x ∈ A \ E′.

We will also apply the Vitali covering theorem for Hausdorff measures,
see e.g. [AT04, Theorem 2.2.2].

Theorem 2.9. Let G ⊂ X, and let F be a fine covering of G by closed sets.
Then there exists a countable disjoint subfamily {Vj} ⊂ F such that one of
the following holds:

(i)
∑

diam(Vj)
2 = ∞.

(ii) H2(G \ ∪jVj) = 0.

Here a covering F of G by closed sets is fine if for every x ∈ G and every
ε > 0 there exists V ∈ F such that x ∈ V and diam(V ) < ε.

Lemma 2.7 and Theorem 2.9 hold in arbitrary metric spaces, and the
latter holds with exponent 2 replaced by any α ≥ 0.

2.9. Regularity of the Hausdorff measure. Let X be a metric surface
and u ∈ N1,2

loc (U,X) a weakly quasiconformal parametrization as in Theorem
2.5. Moreover, let G0, X0 and X ′ be as in (2.5). As described in the para-
graph preceding Theorem 2.1, U \G0 may be covered with pairwise disjoint
Borel sets Gu

j ⊂ U , j = 1, 2, ..., so that u|Gu
j
is j-Lipschitz. In particu-

lar, X ′ = u(U \ G0) is countably 2-rectifiable. The following density result
follows by combining [Fed69, Theorem 2.10.19(5)] and [Kir94, Theorem 9].
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Theorem 2.10. There exists E ⊂ X, H2(E) = 0, so that

lim sup
r→0

H2(B(x, r))

πr2
≤ 1 for every x ∈ X \ E, and

lim
r→0

H2(B(x, r) ∩X ′)

πr2
= 1 for every x ∈ X ′ \ E.

3. Differentiation of Hausdorff measures

Metric surfaces do not need to be doubling or even Vitali spaces, so stan-
dard results on differentiation of measures do not hold automatically. In
this section we prove such results for sense-preserving Sobolev maps.

Let X be a metric surface. We fix a weakly quasiconformal parametriza-
tion u : U → X as above. Given f ∈ N1,2

loc (X,R
2), we denote h = f ◦ u and

let G0 and X0 = u(G0) be the exceptional sets in (2.5). Recall notations
X ′ = X \X0 and

Jf (x) = lim sup
r→0

|f(B(x, r))|2
πr2

.

Lemma 3.1. If f ∈ N1,2
loc (X,R

2) is sense-preserving, then

Jf (x) = 0 for almost every x ∈ X0.

Proof. Suppose towards contradiction that there are ε > 0 and W ⊂ X0

with H2
X(W ) > 0 and such that Jf (x) ≥ 2ε for every x ∈W . By choosing a

subset if necessary, we may assume that W is compact. We fix δ > 0. Then
the collection of balls B(x, r) ⊂ Nδ(W ) satisfying x ∈W , 0 < 10r < δ, and

|f(B(x, r))|2 ≥ επr2

covers W . By the 5r-covering lemma (Lemma 2.7) there is a subcollection
{Bj = B(xj , rj)} of disjoint closed balls so that collection {5Bj} covers W .
Then

(3.1) H2
δ,X(W ) ≤

∑
j

25πr2j ≤ 25ε−1
∑
j

|f(Bj)|2.

As before, we denote h = f ◦ u and recall that h satisfies Condition (N) by
Proposition 2.2 and Theorem 2.5. In particular, if we denote Fj = u−1(Bj)
then the classical area formula (Theorem 2.1) shows that

(3.2) |f(Bj)|2 ≤
ˆ
Fj

J(apmdhz) dz for all j.

Since sets Fj are pairwise disjoint, combining (3.1) and (3.2) shows that

H2
δ,X(W ) ≤ 25ε−1

ˆ
u−1(Nδ(W ))

J(apmdhz) dz.

But u−1(W ) ⊂ G0 has zero area, so the right hand term tends to zero when
δ → 0. We conclude that H2

X(W ) = 0, which is a contradiction. The proof
is complete. □
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Proposition 3.2. If f ∈ N1,2
loc (X,R

2) is sense-preserving, then

ˆ
F
Jf (x) dH2

X ≤
ˆ
R2

N(y, f, F ) dy(3.3)

for every Borel set F ⊂ X. If f is furthermore open and discrete, then
equality holds in (3.3).

Proof. We start with the proof of (3.3). By Lemma 3.1 we may assume
that F ⊂ X ′ \ E, where E is the exceptional set in Theorem 2.10. Given
1 < t < 2 and k ∈ Z, denote

Ak
t = {x ∈ F : tk−1 ≤ Jf (x) < tk}.

Then (3.3) follows from

(3.4)

ˆ
Ak

t

Jf (x) dH2
X ≤ t

ˆ
R2

N(y, f,Ak
t ) dy

by summing both sides over k and letting t→ 1.
To prove (3.4), we fix t and k and notice that it suffices to prove (3.4) for

all compact subsets A ⊂ Ak
t . We fix such an A, and ε > 0.

Then, since A ⊂ X ′ \E, Theorem 2.10 and the definition of Ak
t show that

the collection

F = {B(x, r) : x ∈ A, 0 < r < ε, (3.5) and (3.6) hold }

is a fine covering of A; here we apply conditions

(3.5) (1 + ε)−1πr2 ≤ H2(B(x, r) ∩X ′) ≤ H2(B(x, r)) ≤ (1 + ε)πr2,

and

(3.6) (1 + ε)−1tk−1H2(B(x, r)) ≤ |f(B(x, r))|2 ≤ (1 + ε)tkH2(B(x, r)).

Since X is homeomorphic to R2 and A is compact, we may choose ε
to be small enough so that H2(Nε(A)) < ∞. Then (3.5) shows that if
G is a subcollection of F consisting of pairwise disjoint balls B1, B2, . . .,
Bj = B(xj , rj), then

(1 + ε)−1π
∑
j

r2j ≤
∑
j

H2(Bj) ≤ H2(Nε(A)) <∞.

Thus, by the Vitali covering theorem (Theorem 2.9), the pairwise disjoint
balls Bj can be chosen so that

(3.7) H2(A \ ∪jBj) = 0.
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Using (3.6) and (3.7), we haveˆ
A
Jf (x) dH2

X ≤ tkH2(A) ≤ tk
∑
j

H2(Bj) ≤ t(1 + ε)
∑
j

|f(Bj)|2

≤ t(1 + ε)
∑
j

ˆ
R2

N(y, f,Bj) dy

= t(1 + ε)

ˆ
R2

N(y, f,∪jBj) dy

≤ t(1 + ε)

ˆ
R2

N(y, f,Nε(A)) dy.

By compactness of A, letting ε → 0 yields (3.4) for Ak
t replaced with A.

Inequality (3.3) follows.
We now assume that f is open and discrete and claim thatˆ

F
Jf (x) dH2

X ≥
ˆ
R2

N(y, f, F ) dy(3.8)

for every Borel set F ⊂ X. Recall that |f(X0)|2 = 0 by Proposition 2.2 and
Theorem 2.5. Therefore, we may again assume that F ⊂ X ′ \ E.

Also, recall that an open and discrete map is locally invertible outside a
discrete set Bf . Therefore, we may replace F with F \ Bf if needed and
assume without loss of generality that f is locally invertible at every x ∈ F .

As in the proof of (3.3), we see that (3.8) follows if we can show that

(3.9)

ˆ
R2

N(y, f,A) dy ≤ t

ˆ
A
Jf (x) dH2

X

for every 1 < t < 2, k ∈ Z, and every compact set A ⊂ Ak
t . We can choose

a family of pairwise disjoint balls B1, B2, . . . satisfying the conditions of
collection F above, and require the additional property that f|Bj

is invertible

for each j. In particular, (3.7) holds and as f satisfies Lusin’s condition (N),
by Proposition 2.2, also |f(A\∪jBj)|2 = 0. Combining with (3.6), we obtainˆ

R2

N(y, f,A) dy ≤
ˆ
R2

N(y, f,∪jBj) dy =
∑
j

ˆ
R2

N(y, f,Bj) dy

=
∑
j

|f(Bj)|2 ≤ (1 + ε)tk
∑
j

H2(Bj)

≤ (1 + ε)tkH2(Nε(A)).

Letting ε→ 0, the last term converges to

tkH2(A) ≤ t

ˆ
E
Jf (x) dH2

X .

Combining the estimates gives (3.9). The proof is complete. □

Proposition 3.2 together with Theorem 2.6 and Proposition 2.2 now imply
the following corollary.
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Corollary 3.3. If f ∈ N1,2
loc (X,R

2) is sense-preserving, then

Jf (x) ≤ 4
√
2 ρuf (x)ρ

l
f (x) for almost every x ∈ X ′.

If f is furthermore open and discrete, then

ρuf (x)ρ
l
f (x) ≤ 4

√
2 Jf (x) for almost every x ∈ X ′.

Corollary 3.4. Let f ∈ N1,2
loc (X,R

2) be a homeomorphism and µ the corre-
sponding pull-back measure, i.e., µ(A) = |f(A)|2 for all Borel sets A ⊂ X.
Then Jf is the Radon-Nikodym derivative of µ with respect to H2

X .

Proof. Recalling that |f(X0)|2 = 0, the claim follows from Proposition 3.2
and the definition of Radon-Nikodym derivative. □

4. Proof of the main theorem

The goal of this section is to prove Theorem 1.1. Part 1 (from analytic
distortion to distortion along paths) follows by combining Lemma 3.1 and
Corollary 3.3, and recalling that if f ∈ FDA(X,R2) then ρuf = 0 almost
everywhere in the zero set of Jf .

It remains to prove Part 2 (from distortion along paths to analytic distor-
tion). We know from Theorem 2.3 that f is open and discrete. By Corollary
3.3, analytic distortion is controlled by distortion along paths in X ′. There-
fore, the proof of Theorem 1.1 is complete after we have established the
following result.

Proposition 4.1. If f ∈ FDP(X,R2) and Kf ∈ L1
loc(X), then ρlf (x) = 0

(and therefore ρuf (x) = 0) for almost every x ∈ X0.

4.1. Vanishing lower gradient. This section is devoted to proving Propo-
sition 4.1. Let f ∈ FDP(X,R2) with Kf ∈ L1

loc(X). Towards a contradic-
tion we assume that there exists a set A ⊂ X0 of positive measure such that
ρlf (x) > 0 for every x ∈ A.

Lemma 4.2. There exists a set A′′ ⊂ A, H2
X(A \ A′′) = 0, such that for

every x ∈ A′′ we find a rectifiable curve γx : [0, ℓ(γx)] → X parametrized by
arclength and such that

(i) the lower gradient inequality (2.2) holds for the pair (f, ρlf ) on γx,

(ii) f is absolutely continuous along γx, and
(iii) there is 0 < t < ℓ(γx) such that γx(t) = x and f ◦ γx is differentiable

at t with (f ◦ γx)′(t) > 0.

Proof. Denote by Γ the family of all compact rectifiable curves in X and by
Γ0 the family of curves γ ∈ Γ such that either ρuf is not integrable on γ or

the upper gradient inequality (2.1) does not hold for the pair (f, ρuf ) along γ.

Note that f is absolutely continuous along every γ ∈ Γ\Γ0 and ModΓ0 = 0,
see [HKST15, Propositions 6.3.1 and 6.3.2]. As 0 ≤ ρlf (x) ≤ ρuf (x) for almost

every x ∈ X, we have that ρlf is integrable on every γ ∈ Γ \ Γ0. Let Γ1 be
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the family of curves γ ∈ Γ \ Γ0 such that the lower gradient inequality (2.2)
does not hold for the pair (f, ρlf ) along γ. As f is absolutely continuous

along every γ ∈ Γ1, we have by definition of ρlf that Mod(Γ1) = 0.

Now the claim follows if for almost every x ∈ A there is a γx : [0, ℓ(γx)] →
X in Γ′ = Γ \ (Γ0 ∪ Γ1) parametrized by arclength and satisfying (iii).

Suppose towards contradiction that there is a set A0 ⊂ A with positive
measure so that, given x ∈ A0, no γ = γx ∈ Γ′ satisfies (iii). Recall that
if γ ∈ Γ′ then f ◦ γ is differentiable at almost every 0 < t < ℓ(γ) (see e.g.
[HKST15, Remark 4.4.10]). But then, by the definition of the line integral,
every γ ∈ Γ′ satisfiesˆ

f◦γ
χf(A0) ds =

ˆ ℓ(γ)

0
χA0(γ(t)) · (f ◦ γ)′(t) dt = 0

and therefore

ℓ(f ◦ γ) =
ˆ
f◦γ

χf(X\A0) ds.

Moreover, upper gradient inequality (2.1) impliesˆ
f◦γ

χf(X\A0) ds ≤
ˆ
γ
χX\A0

· ρuf ds.

In particular, χX\A0
· ρuf is a weak upper gradient of f . From minimality

of ρuf we conclude that ρuf (x) = 0 for almost every x ∈ A0, which is a
contradiction. The proof is complete. □

Recall that f is discrete and open by Theorem 2.3, so that f is locally
invertible outside a countable branch set Bf . We denote A′ = A′′ \ Bf .

Corollary 4.3. Fix x ∈ A′, γx, and 0 < t < ℓ(γx) as in Lemma 4.2. There
are 0 < δx, εx < 1 such that if 0 < R ≤ δx and γR := γx|[t−R,t+R], then
ℓ(γR) = 2R and

diam(|f ◦ γR|) ≥ εxR.

Moreover, |γR| has a neighborhood W so that the restriction of f to W is a
homeomorphism onto B(f(x), 10(R+ diam(|f ◦ γR|)).

Proof. We set

εx :=
(f ◦ γx)′(t)

2
> 0.

By definition of the metric derivative, we find 0 < δ < t such that

d(f(γx(t−R)), f(γx(t+R)))

2R
≥ (f ◦ γx)′(t)− εx = εx

for every 0 < R ≤ δ. In particular,

diam(|f ◦ γR|) ≥ d(f(γx(t−R)), f(γx(t+R))) ≥ 2εxR

and, as γx is parametrized by arclength, ℓ(γR) = 2R. By local invertibility
of f at x, we may choose δ to be smaller if necessary so that the last claim
also holds. □
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As ρlf (x) > 0 for almost every x ∈ A′ and H2(A′) > 0, there is ε > 0 such

that H2(Aε) > 0 for

Aε = {x ∈ A′ : εx ≥ ε}.

Proposition 4.4. We have Jf (x) > 0 for almost every x ∈ Aε.

Proposition 4.4 contradicts Lemma 3.1, so Proposition 4.1, and thus The-
orem 1.1, follow once we have proved Proposition 4.4.

To start the proof of Proposition 4.4 we fix x ∈ Aε \ E, where E is the
null set in Theorem 2.10. Then there is rx > 0 so that

(4.1) H2(B(x, r)) ≤ 4r2 for all 0 < r < rx.

Let δx, εx > 0 be as in Corollary 4.3. We fix a large number M to be
specified later, and let R > 0 be small enough so that

(4.2) 5MR < min{rx, δx}.
Consider the curve γR in Corollary 4.3. We have

x ∈ |γR| ⊂ B(x,R) and diam(f(|γR|)) ≥ εR.

Without loss of generality we assume that the points (0, 0) and (0, εR) are
contained in f(|γR|). Let π2 : R2 → R be the projection to the second

coordinate. Then v = π2 ◦ f ∈ N1,2
loc (X,R).

Recall that f is invertible in a neighborhood W of x with image

f(W ) = B(f(x), 10(R+ diam(|f ◦ γR|)).
In particular, for every 0 < t < εR there are st so that (st, t) ∈ f(|γR|) and
continuum η′t ⊂ v−1(t) so that

η′t ∩ |γR| ≠ ∅ and f(η′t) = It := [st −R, st +R]× {t}.
We fix at ∈ η′t ∩ |γR| ⊂ B(x,R) and define

EM (R) = {0 < t < εR : η′t ̸⊂ B(x,MR)}.
We may choose continua η′t so that EM (R) is a Borel set.

Lemma 4.5. For almost every x ∈ Aε we can choose M (depending on x)
so that

|EM (R)|1 ≤
εR

2
for all R > 0 satisfying (4.2).

Proof. We may assume that |EM (R)|1 > 0 since otherwise there is nothing
to show. We may also assume thatM = 2l for some l ∈ N. Define ϕ : X → R
by

ϕ(y) =
χB(x,MR)\B(x,R)(y)

l · d(y, x)
.

Let ηt be the at-component of η′t ∩B(x,MR), and

ηjt = ηt ∩B(x, 2jR) \B(x, 2j−1R).



DEFINITIONS OF QUASICONFORMALITY 15

If t ∈ EM (R), then

ˆ
ηt

ϕdH1 =

l∑
j=1

ˆ
ηjt

ϕdH1 ≥ 1

l

l∑
j=1

H1(ηjt ) min
y∈ηjt

1

d(y, x)

≥ 1

l

l∑
j=1

(2j−1R) · 1

2jR
≥ 1

2
.(4.3)

Note that each ηt is a non-degenerate continuum contained in the level set
v−1(t). Hence, by [MR23, Lemma 4.4], H1(ηt ∩ X0) = 0 for almost every
t ∈ EM (R). Let

FM =
⋃

t∈EM (R)

ηt ⊂ B(x,MR).

We apply (4.3), the coarea inequality for Sobolev mappings [MN24, Theorem
1.6], and Hölder’s inequality to obtain

|EM (R)|1
2

≤
ˆ
EM (R)

ˆ
ηt

ϕdH1 ds =

ˆ
EM (R)

ˆ
ηt∩X′

ϕdH1 ds

≤ 4

π

ˆ
FM∩X′

ϕ ρuf dH2 ≤ 4

π

ˆ
FM∩X′

ϕK
1/2
f (ρufρ

l
f )

1/2 dH2

≤ 4

π

(ˆ
B(x,MR)\B(x,R)

ϕ2Kf dH2

︸ ︷︷ ︸
=:I1

)1/2(ˆ
FM∩X′

ρufρ
l
f dH2︸ ︷︷ ︸

=:I2

)1/2

.

(4.4)

Recall that Kf ∈ L1
loc(X) and therefore, by Lemma 2.8, for almost every

x ∈ Aε \ E there exists L ≥ 1 such that the maximal function satisfies
MKf (x) ≤ L. Combining with (4.1), we obtain

I1 ≤
4

l2R2

l∑
j=1

2−2j

ˆ
B(x,2jR)\B(x,2j−1R)

Kf dH2

≤ 4

l2R2

l∑
j=1

2−2jH2(B(x, 5 · 2jR))
H2(B(x, 5 · 2jR))

ˆ
B(x,2jR)

Kf dH2

≤ 400

l2

l∑
j=1

1

H2(B(x, 5 · 2jR))

ˆ
B(x,2jR)

Kf dH2

≤ 400Ll

l2
=

400L

l
.

(4.5)

We may apply the area inequality (Theorem 2.6) and Fubini’s theorem to
compute I2 as follows:

I2 ≤ 4
√
2

ˆ
f(FM )

1 dA ≤ 8
√
2R |EM (R)|1,(4.6)
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where the last inequality holds as f(ηt) ⊂ It, It is a segment of length 2R
for every t ∈ EM (R), and f(FM ) =

⋃
t∈EM (R) f(ηt). Combining (4.4), (4.5)

and (4.6) gives

|EM (R)|1
2

≤
(
3200

√
2L

R

ℓ
|EM (R)|1

)1/2

.

After setting κ = 50000L we obtain

|EM (R)|1 ≤ κ
R

l
,

and thus |EM (R)|1 ≤ εR
2 for l large enough. □

We now finish the proof of Proposition 4.4. Choose x ∈ Aε, M and R so
that Lemma 4.5 holds. We denote QM (R) = (0, εR) \ EM (R). By Lemma
4.5,

|QM (R)|1 ≥
εR

2
.

Moreover, local invertibility of f around x and the definition of QM (R) show
that if t ∈ QM (R) then f(η′t) = It, so that |f(η′t)|1 = 2R. We denote

GM (R) =
⋃

t∈QM (R)

f(η′t).

Note that by definition, GM (R) ⊂ f(B(x,MR)). Fubini’s theorem now
gives

εR2 ≤ 2R · |QM (R)|1 = |GM (R)|2 ≤ |f(B(x,MR))|2.
Proposition 4.4 follows by letting R → 0. The proof of Theorem 1.1 is
complete.

5. Quasiconformal uniformization

This section is devoted to proving Corollary 1.2 and Theorems 1.3 and 1.4.
Before proving Corollary 1.2, we recall the following theorem of Williams
([Wil12, Theorem 1.1]).

Theorem 5.1. Let f : X → Y a homeomorphism between metric surfaces.
Then the following conditions are equivalent with the same constant C ≥ 1.

(i) f ∈ N1,2
loc (X,Y ) and

ρuf (x)
2 ≤ C · Jacf (x) for almost every x ∈ X,

where Jacf denotes the Radon-Nikodym derivative of the correspond-
ing pull-back measure with respect to H2

X .
(ii) For every family Γ of curves in X we have

ModΓ ≤ C ·Mod f(Γ).(5.1)



DEFINITIONS OF QUASICONFORMALITY 17

Proof of Corollary 1.2. We first note that Corollary 3.4 implies the equiva-
lence of analytic quasiconformality as defined in our work and Condition (i)
in Theorem 5.1. In particular, the constant may be chosen to be the same.

In the next step we show that within this setting f satisfying (5.1) for
some C ≥ 1 implies that f is geometrically 4C-quasiconformal. Namely, as
f maps into R2 and satisfies (5.1), it follows from [Raj17] (see also [NR22],
[RR19]) that there exists a geometrically 2-quasiconformal homeomorphism
u : U → X, where U ⊂ R2 is a domain. Now the map h := f ◦ u : U → R2

is a homeomorphism satisfying ModΓ ≤ 2C · Modh(Γ) for every family
Γ of curves in X. As the domains are planar, h is geometrically 2C-
quasiconformal. Thus, f is geometrically 4C-quasiconformal. This shows
that (5.1) is quantitatively equivalent to geometric quasiconformality.

Theorem 5.1 now implies the equivalence between Conditions (1) and
(2) in Corollary 1.2, i.e., between analytic and geometric quasiconformal-
ity. Moreover, it follows from our main theorem (Theorem 1.1) that (1)
is quantitatively equivalent with (3). More explicitly, if f is analytically
C-quasiconformal then f is K-quasiconformal along paths with K = 4

√
2C

and vice versa. We have proven the equivalence of Conditions (1)-(3).
It remains to show that if f is quasiconformal according to any of the con-

ditions above, then so is f−1. First, it follows from the definition of geomet-
ric quasiconformality that f−1 is geometrically quasiconformal. Moreover,
applying Theorem 5.1 to f−1 shows that f−1 is also analytically quasiconfor-
mal. In particular, f−1 ∈ N1,2

loc (f(X), X). Quasiconformality of f−1 along
paths now follows from analytic quasiconformality by combining Theorem
2.1 and Lemma 2.4. The proof is complete. □

Proof of Theorem 1.3. Let f ∈ FDP(X,R2) be K-quasiregular. By Theo-
rem 2.5 (iii), there is a weakly quasiconformal parametrization u : U → X,
where U ⊂ R2, so that h = f ◦ u is in FDP(U,R2) and

√
2K-quasiregular.

By Theorem 2.3, h is discrete and open. We conclude that u is both dis-
crete and monotone and therefore a homeomorphism. We will show that
ϕ := u−1 : X → U is (geometrically) quasiconformal.

Denote by Bf the set of branch points of f , i.e., the set of points at which
f is not locally invertible, and recall that Bf is a discrete set. For every
x ∈ X \ Bf we find a neighbourhood Vx ⊂ X of x such that f |Vx is a home-
omorphism onto its image. It follows from the proof of Corollary 1.2 that
f |Vx is geometrically 16

√
2K-quasiconformal and h|u−1(Vx) is geometrically

32K-quasiconformal. In particular, ϕ|Vx is geometrically C-quasiconformal
with C = 512

√
2K.

The proof of Corollary 1.2 implies that the restriction of ϕ to X̃ = X \Bf

is analytically C-quasiconformal. In particular, there is a family Γ0 of curves
in X̃ with zero modulus so that ϕ is absolutely continuous on all paths γ̃ /∈ Γ0

in X̃. Theorem 1.3 follows if we can show that ϕ is absolutely continuous
on almost every rectifiable curve γ in X.
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We fix such a γ. Then, since Bf is discrete, |γ| ∩ Bf is finite. Since ϕ
is continuous, we conclude that if ϕ is not absolutely continuous on γ then
there is a subpath γ̃ with image in X̃ where ϕ is not absolutely continuous,
that is, γ̃ ∈ Γ0. The family of paths in X which contain a subpath in Γ0

has zero modulus. The proof is complete. □

Proof of Theorem 1.4. By Theorem 1.3 there is a geometrically quasicon-
formal homeomorphism ϕ : X → U , where U is a domain in R2. The map
h = f ◦ϕ−1 : U → R2 is quasiregular. By the measurable Riemann mapping
theorem (see e.g. [AIM09, Theorem 5.3.4]) there exists a quasiconformal
map ψ : U → V , V ⊂ R2, such that g := h ◦ ψ−1 : V → R2 is analytic. The
statement follows after setting v := ψ ◦ ϕ. □
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