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Practicalities:

e Lecturer: Hannu Paukkunen, FL311, hannu.paukkunen@jyu.fi
e Assistant: Olli Viisdnen, 011i.j.r.vaisanen@student.jyu.fi
e Homepage: http://users. jyu.fi/“htpaukku/QFTI/
e Schedule:

Lectures on Mondays & Wednesdays (FYS3, 10-12), last one on 24.11

Exercises on Mondays (FYS3, 12-14), last ones on 29.11

Exams: Midterm exams on 22.10 and 3.12 (recommended option)

Final exam on 14.01.2022 (suicide).

e Grading:

Your final n.o. points will be computed by the function,

excercise points exam points
30 x PO ) 130 PO ) <60,
max. exercise points max. exam points

rounded up to the next integer. The grade is determined by the table,

Grade points

1 30 — 35
2 36 —41
3 4247
4 48 -53
5 54 — 60
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Content:

1. Quantization of scalar fields

2. Quantization of the Dirac field

3. Interacting fields

4. Feynman rules for Quantum Electrodynamics

5. Lehmann-Symanzik-Zimmerman reduction

6. Basic QED processes

7. Introduction to radiative corrections and renormalization
The notes follow closely our course book Peskin & Schroeder: An In-
troduction to Quantum Field Theory, but not exactly. In particular,
Peskin does not cover the canonical quantization of QED. In several places
these notes also take a slightly different view point than how things are

presented in Peskin. Most of the notation & conventions in these notes are

identical with those of Peskin but not all.
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1 Quantization of scalar fields

1.1 Need for quantum fields [Peskin 2.1]

The necessity of a field theoretical approach in contrast to single-particle
quantum mechanics manifests itself in several ways. For a non-relativistic

free particle
2

p
E=—. 1.1
o (1.1)
Replacing the energy E' and momentum p by the differential operators,

0
) — —1 1.2
E_”@t’ p— —iV, (1.2)

and understanding the resulting equation to act on a complex wavefunction

1, one finds the standard Schrédinger equation,

a1,

Solutions consistent with Eq. (1.1), are plane waves,
W = Ne WFPx) B — p?/om (1.4)

which fulfill the continuity equation,

%+V-j:o, (1.5)
with
p=v]*=IN]?, (1.6)
. _L * . *\ B 2
j= o (Ve — V) = Bvp. 17)

There are no difficulties in the standard quantum-mechanical interpretation

of p as the probability density and, the energy eigenvalues are positive,

O 2
ia—‘f = i(~iE)y = By = . (1.8)
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The problems arise when one tries to implement the relativistic relation,
E? =p®+m?, (1.9)

and the Lorentz covariance (we'll come back to this in Sect. 2.2). In this
case, the replacements of Eq. (1.2) lead to the Klein-Gordon equation,

(55— v +m) o= @0 +ufv=0. (110

Solutions consistent with Eq. (1.9) are again plane waves,
= Ne {BPX) @ — 4 /p2 4+ m2. (1.11)

The continuity relation in Eq. (1.5) now holds with,

P= mn(¢ at_”ﬂat>'_2EUV|’ (1.12)
j= 5 (V"Ve—vVe) = 2p|N?). (1.13)

As p can be negative, it can no longer be interpreted as being the probability
density. For charged particles it could be taken as the charge density, but
how about electrically neutral particles? Also the energy eigenvalues can be
negative,

i—cwpmm:E¢:@:w+mﬂ¢. (1.14)
Similar difficulties arise in the case of Dirac equation: although there one can
define a positive-definite probability density p, the negative-energy solutions
persist. One can wangle around these problems by invoking the concept
of “Dirac sea” or interpreting the negative-energy solutions as describing
antiparticles (Feynman-Stiickelberg). All this is somewhat clumsy. The reso-
lution provided by the quantum field theory is to abandon the interpretation

of Klein-Gordon and Dirac equations as being single-particle wave equations.

They are taken to be field equations instead.
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The quantum mechanics also violates causality. Consider the amplitude of a

free particle to propagate from x; to x within a time interval ¢,
Ut) = (x|e|xo) . (1.15)
For a nonrelativistic particle H = p?/2m, so

U(t) = (x|e ™/ Cm) %) (1.16)

= / dp(x|e~" 2 |p) (p|x)
N——
e—ip~x0/(27.r)—3/2

G_ip.xo —itp2/(29m d3p —ip-(x9o—x) .—itp%/(2m
:/dgp(zw)sme e )<X‘p>:/(2w)3e P

By completing the square,

exp [—ip - (xo — x) — itp”/(2m)] (1.17)
—exp | 00 = 0 g fp + /)0 )P

SO

/dycebg”2 =4/= Reb > 0. (1.18)

As a result,
U(t) = (ﬂ.)g/2 gimbo=x)/(2h).
2mit

This is clearly non zero even if |xg — x| > ¢, i.e. there is a finite probability
for the particle to propagate across space-like intervals. The conclusion
remains the same even if one uses the relativistic relation £ = \/m
(Ex.). Also this type of inconsistency gets resolved in quantized field theory
— measurements done at space-like distances will have no mutual effect.
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1.2 Notion of a classical field

Let us consider a simple mechanical model with point-like masses attached
to each other with light springs. Let the overall length of the system be L,
containing N masses each with mass m. The distance between the masses
is then Az = L/N, and the average density p = Nm/L.

Let us also suppose that the masses can move only up and downwards (in

direction y). The kinetic energy of the system is then

N
n=1

and we assume that — for small stretches — the potential energy stored in

g2, (1.19)

N | —

each spring is proportional to the overall strech of that spring (yo = yn),

U_NKJN
N 2

n=1

— 1)’ (1.20)

where K is a string-tension constant. The Lagrange function of the system
is thus,

L=T-U= Z[myg ﬁN(yn—yn_l)Q. (1.21)

In the limit of large N, the system becomes eventually continuous. Let
us denote by y,(t) = ¢(x,,t) the deviation of the nth mass from the
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equilibrium. Then,

o = &0t _ o (1.22)
ot
Yn — Yn-1 8¢(I’n, t) -
A — 9r. Or, (xp, 1) . (1.23)
Keeping the density p constant, we get
N
L= 3" A | pdlan 07 = (01,0000
n=1
N—=o0 L L . 1 2
—>/ dx [§pgb(x,t)2 — 5k (0pp(2, 1)) ] : (1.24)
0

=Lagrange density £

We call the function ¢ as a classical field variable (or just a field), and it

describes the state of the system in an arbitrary point.

1.3 Classical equations of motion [Peskin 2.2]

As in mechanics, the equations of motion for the fields are determined by

finding the critical point of the action,

:/dtL:/Vd‘*xc(gb,augb). (1.25)

To do this, we compute the functional derivative of the action S to
“direction” f(x):

. 49
/d v (0 (1.26)
[ L1600 + e (0).0,0(s) + 0, (@)] — £[0(2). 0,0(z)
e—0 v €
. ToC oL
= [ [aqsf( )+a<au¢>a”f(x)]

- [T+, lﬁgf¢)f<$)] O [agf@} )

- @ oma) ) 1
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in which the surface term vanishes by the Gauss theorem if we suppose that

f =0 in the boundaries of the integration volume. So, we see that when

S _ oL or 1 _
5o@) — dolw) {a@m»] 0, (1:27)

the functional derivative is zero to arbitrary direction. Thus, the critical

point (minimum) of the actions is given by the condition,

oL oL
5% 5 =" 1:29)

This is the Euler-Lagrange equation. If we now substitute the Lagrange
density of the spring (1.24) to equation (1.28), we find

(ﬁﬁ _ @> b t) =0, v=1/n/p. (129)

As well known, this describes transverse waves propagating with speed v,

and its unique solutions are of the form f(z + vt).

Hamiltonian formalism:

Instead of the Lagrange technique, we can equally use the Hamiltonian
formalism. This is the basis of the canonical quantization. We define the

Hamiltonian function H by,

HE/VdeHE/Vde [ﬂ(a:)qb(x) —E(qb,@,@)} (1.30)
oL

m(x) = (1.31)

0¢(x)

The quantity 7(x) is called the conjugate momentum density of the
field ¢(x). By definition, H does not depend explicitly on the time derivative

1-5



of the field, ¢. Let us compute the following functional derivatives:

5H 5 | |
o] = ey [T — £] = () (1.32)
Sp(r) [@(/)(x) -V W] = —m(z), (1.33)

where we used the Euler-Lagrange equation in the last equality. These

comprise the Hamiltonian equations of motion for classical fields,

= —i(2), = ¢(x). (1.34)

Klein-Gordon field:

The non-interacting Klein-Gordon scalar field if defined by the Lagrange

density . L
L= (06 (0"0) — 5’6", (13)

Using the Euler-Lagrange equation, we get the equation of motion
(0,0 +m*) ¢ =0, (9,0" =0 —V?), (1.36)

known as the Klein-Gordon equation (relativistic Schrodingerin equation).
The momentum density is now 7(x) = ¢(z), and the Hamiltonian density
reads

1 1

Rt 2 122
H—2 +2(V¢)+2m¢. (1.37)

1.4 Noether’s theorem and conservation laws
[Peskin 2.2]

Let us consider an infinitesimal transformation,
Blx) — 6(z) + aA(z), (1.38)

in which « is infinitesimal and A¢(z) some function. If the Lagrange density

remains unchanged in this transformation or it changes only by a surface
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term,

L(z) — L(z) + ad,T"(z), (1.39)
T “surface term”

the Noether's theorem says that this transformation involves a conserved
four-current and a conserved charge. The surface terms are irrelevant as

they do not affect the dynamics.

Example 1: Let us consider a Lagrangian containing only the kinetic term,

£=35(0,6)(00) (1.40)

and examine a transformation ¢(z) — ¢(z) + «, in which « is an in-
finitesimal constant. The Lagrange density is clearly invariant under this

transformation. Let's then calculate the same variation in another way:

oL oL
E.L. oL I _

—> The transformation involves a conserved current j*(z) = 0"¢(x).

The conserved charge is obtained by integrating,
0= /d?’:c(%j“ = /d3x [aoj0+v.ﬂ =80/d3:1:j0 = 0yQ, (1.43)

which shows that there is a conserved charge Q = [ d®z j° (meaning that
its time derivative is zero).

Example 2: Let us consider a translation
xt — ¥ + ot (1.44)
The Lagrange density changes as,
AL =L(x+a)— L(x) =a"0,L(x), (1.45)
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so L changes only by a surface term. The field itself changes similarly,

o(r) = ¢(x +a) = ¢(z) + "0,0(x) , (1.46)

so we mark A¢ = a#9,¢(x). On the other hand,

oL oL
AL(x) = =—A¢ + 0,A 1.47
(@) = G0 + 50l (147)
[ oL oL
— o, | 2= "
0 |55) 90+ @ g% O
[ oL
= a’0, qb]
10 (0,0) ™"
This indicates,
oL |
1 T _
a0, L — o0, {a(aygb)a,@_ 0 (1.48)
oL |
1o, |6/ — ———0,6| =0. 1.4
al'o [5u£ 8(8yq§)8“¢_ 0 (1.49)
The conserved current is consequently
oL
= — — oL, 1.
T, 8(8V¢)8”¢ 0,L (1.50)

We shall call this the energy-momentum tensor, and it entails four

conserved currents,

Pt = /d3xT0“. (1.51)

This corresponds to the field four momentum:

T = 5 (%f@ dp — L = 7(x)p(zx) — L2 H (1.52)
0 (%‘f 5500 = ~m(@)do(x) = P (1.53)

From the first equation we see that 7°Y is the energy density H, so PV
is the total energy involved. Because P" is a four vector, the other three

components must correspond to the spatial momenta, and we can interpret
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TY% naturally as the momentum density. In other words, the independence
of the action on the time/coordinate translations implies the conservation
of energy/momentum. Similarly, e.g. the invariance under spatial rotations

implies the conservation of angular momentum (Ex.).

1.5 Quantization of the Klein-Gordon field [Peskin2.3]

We will now quantize the Klein-Gordon scalar field. A neat way to do this
is to notice first a formal equivalence with the familiar harmonic oscillator
whose quantization should be familiar from Quantum Mechanics | course. Let
us first write the field ¢(Z, t) as a 3-D Fourier transform, of the momentum-
space field ¢(p, 1),

&(T,1) = / (gﬂfigeiﬁ%(ﬁ, ), (1.54)

where ¢*(p,t) = ¢(—p,t) since ¢(Z,t) should be real. Substituting to the
Klein-Gordon equation (1.36), we get

2
(%+p2—|—m2) P(p,t) =0, (1.55)

which is formally identical with the equation for a one-dimensional harmonic
oscillator
mi(t) = —kz(t) < &(t) + wz(t) =0 (1.56)

when we identify w = y/p? + m? as the frequency and z(t) <> ¢(p,t).
Each Fourier mode thus separately obeys the dynamics of an harmonic

oscillator.

Harmonic oscillator in Quantum Mechanics

The Hamiltonian operator for the harmonic oscillator is

. H2 1
H = —p + —m0w2

.2
. 157
omg 2 0t (157)
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The eigenvalues and eigenstates can be solved by first defining the “ladder

1 mow . . 1
= + : 1.58
‘ ﬁ(\/ oo mowhp) (1.58)

1 Mow 1
il = " h ) 1.59
=) 0

h h gl
7= <“+a > , (1.60)

p = \/rowh (di?/g) . (1.61)

operators”

The canonical commutation relations [z, 2] = [p,p| = 0, [z, p] = ik imply
the commutation relation [a,a!] = 1 for the ladder operators. In terms of

the ladder operators we have,

- 1 1 .
H:m<afa+§>:hw(N+§>, N =ala, (1.62)

so it suffices to find the eigenstates |n) of the operator N. Assuming that

N|n) = n|n), we easily find,
Na|n) = (n — 1)a|n) (1.63)
Nafln) = (n+ Dal|n) (1.64)
so that acting with @ and a' we get new eigenstates of N, whose eigenvalues

decrease/increase by one unit. On the other hand, the norm of the states

must be positive, so
0 < |an)|? = (n|a'aln) = (n|N|n) = n(n|n) . (1.65)

From this we see that n must be a positive integer, as otherwize we would
eventually get states with negative norm. This means that there exists a
state |0) with the smallest eigenvalue, for which @|0) = 0. Starting from

this ground state we get the entire spectrum of states by operating with af,

[n) = —= (a")"10). (1.66)



where the normalization has been selected such that (n|n) = 1 if we
agree that (0|0) = 1. The obtained states |n) are thus eigenstates of the

Hamiltonian,

Hln) = hw <n + %) In). (1.67)

We are now ready to quantize the Klein-Gordon field. We identify,

~

o(p) «— . (1.68)

Each momentum value p has now its own ladder operators dp,di) SO we

define (we put here mg = h = 1),

i =5 (VB0 + e ) (1.69)

R 1 ’ 1

ih = 5 (VB3 w) — 17w (170)
1
V2

where we used the reality conditions ¢f(p) = ¢(—p) and #f(p) = #(—p).

<m3<—p> - z‘—fr(—m) ,

From these equations we get

(p) = j?_w (a +aL,) (1.71)

#(p) = —z'\/g (ap - aip) . (1.72)

By a Fourier transfrom, we get the position-space representation for the
field operators ¢(x) and 7(x),

$) = / éff;@ p+aly| P, (1.73)

o) = / (;17?;3(—2') e o, —al)evx. (L7
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where we have now written E, instead of wy, as it anyway represents the
relativistic energy E, = \/m?2 + p2. These can also be inverted,

p = (%) + Bpd(x)| e, (1.75)

F

il = [ L2 —if(x) + Bpd(x)| P (1.76)

2L,

From now on, we no longer drag along the explicit operator designation (e.g.

ngS) but it should be clear from the context whether the fields are operators

or ordinary functions. The canonical commutation relations of a harmonic

oscillator [a,al] =1, [a,a] = [al, a'] = 0 generalize to
[ap, ax] = la}, a] = 0, (1.77)
[ap, ak] (277)35 )(P —k), (1.78)

where the normalization factor (27)3 is a convention. By using these relations

and the integral representation of the § function,

/ (gzg)cnei’f-x — 5™ (k) | (1.79)

It is straightforward to show that

[6(x), ¢(y)] = [7(x),7(y)] = 0, (1.80)

[¢(x), m(y)] = 0¥ (x — ), (1.81)

which correspond to the canonical commutation relations [z, 2] = [p, p] = 0,

[Z,p] = ih of the harmonic oscillator. Using our earlier results, (1.37),
(1.51) and (1.53), we obtain the momentum operator (Ex.),
d*p 1
Pt = / o )3p“ (aTap—l— §[ap,aL]> : (1.82)

1-12



The last term ~ §3)(0) = oo is expected, though somewhat disturbing. It
just corresponds to the ground-state energy of the harmonic oscillator times
00 as there are now infinite number of Fourier modes. However, in analogy
to e.g. classical physics where the absolute value of the gravitational field
is irrelevant, this constant is also unimportant. We will thus forget it and

simply define,

d*p
P”:/@W)gp“ai)ap. (1.83)

As in the case of harmonic oscillator, the theory has a ground state |0) for
which ap|0) = 0, and the rest are obtained by acting on the ground state
with a;f). Indeed,

prlal .. al |0)] = (p} +---phyal ...al |0), (1.84)

so that the obtained states are indeed momentum eigenstates.

1-particle states:

We normalize the 1-particle states as

p) = \/2E,al|0) (1.85)

This leads to

(k|p) = 2B, (2m)*0® (p — k), (1.86)

which is Lorentz invariant (Ex.). One can easily get convinced that we can

express the complete set of 1-particle states as

1= [ el (1.87)

where the phase-space elemnent d’p/E, is also Lorentz invariant (Ex.).
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Multi-particle states:

States consisting of several particles are defined in analogy to the 1-particle

|p1 [H 2Eplcfr

Since [OLT ak] = 0, the order of operations if not important here, i.e.

states,

0) . (1.88)

|p1P2) = |pP2p1). In other words, the states are symmetric under interchange
of two particles. The Klein-Gordon particles are thus bosons, and follow
the Bose-Einstein statistics. The completeness relation becomes (Ex.),

—>
H

P1---Pu)(Pn---P1]. (1.89)

00+ 3 [H/ o

Position-space states:

By using Eq. (1.73) we see that

610 = [ e e (1.90)
so that B
106110 = [ e ™ kg =< (Lo

In the non-relativistic quantum mechanics the projection of a momentum

eigenstate |k) to position space reads,

(klx) = (273)3 e, (1.92)

so we can interpret the state gg(x)|0> as a position-space eigenstate,

S(x)|0)=(21)"|x) . (1.93)

~

i.e. ¢(x) acting on |0) creates particles at position x.
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1.56.1 Klein-Gordon field in the Heisenberg picture [Peskin 2.4]

In the preceding analysis the field operators did not have any time depen-
dence, so they were what we call Schrodinger-picture operators. In relativistic
field theory it is more natural to use the Heisenberg picture in which the

time is symmetrically involved.

Schrodinger picture:

In the Schrodinger picture the state vectors |1(t)) depend on time. The
time dependence is dictated by the Schrodinger equation,

i p(e)s = HI(0)s (1.94)

If the Hamiltonian does not depend explicitly on time, we can solve the time
dependence at arbitrary t if we know the state of the system at some initial
time t,

W(’f»s = Z/{(t, t0)|¢(t0)>57 U(t, tO) = 6_%H(t_t0) ) (195)

where U(t,ty) is a unitary evolution operator.

Heisenberg picture:

The time dependence can also be absorbed into the operators. Starting

from a matrix element in the Schrodinger picture,

s(0(1)|Os|i(1)s = s(p(0) U (£) OsUU()[1(0))s = (G| On(t)|¥)w
(1.96)

in which we defined the operator in the Heisenberg picture
Ou(t) = U (t) OsU(t) = et Og e+t (1.97)

In this viewpoint, the operators are time dependent, not the states. By

taking the time derivative,
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e _ 0 L Ht FHt| _
—ihOn(t) = —ih= [e Ose }_[H,OH(LL)], (1.98)

if H does not depend on time. This is the Heisenberg equation of motion.
Note that the Hamiltonian H is the same in both Schrodinger and Heisen-

berg pictures.

The operators in the Heisenberg picture are defined as,
O(z) = O(x,t) = 'O (x)eHE (1.99)

where H is the Hamiltonian operator. Let's now calculate

ethape—th and ethaT e—th

p Y

(1.100)

required to figure out ¢(z). First we notice that,

&’k Bk
Pray = | Gkt = [ Gialage (200

&k
:/Wk/ {[CLL,GP](Ik‘i‘QPGLGk}

= / (;l:;g K {—(2%)35(3)(k — p)ak} + apP"

= —plap + apP" = ap (P" — pt') |
so that
(P")’ap = P" [ap (P* — p")] = ap [(P"* — p")]* , (1.102)
and in general,

(P"Y'ap = ap (P* — p")" . (1.103)
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In the same way,

(P*)"al, = af, (P" + p")" . (1.104)
We thus get,
eHta (x)eHt = apei(H—Ep)te—th = ape it (1.105)
and
ethaL(X)e’th _ ai)ei(HJrEp)te—z‘Ht _ a;[)eiEpt. (1.106)

Applying these identities to the integral representations of ¢(x):n and 7(x)
in Eq. (1.73), we have, in the Heisenberg picture,

cp |1 : .
¢(z) = / (27:;3 2F, lape™ P + aLe’p'x] : (1.107)

m(x) = / (;53(—@') % lape™"" — aLeip'ﬂ : (1.108)

As the plane waves 7 are solutions to the Klein-Gordon equation

(0,0" +m?*)¢(x) = 0, we see that the quantum field obeys its classi-

cal equation of motion.

We can also write the entire x dependence of the field ¢(z) in terms of the

momentum operator,

iPx ) iPT — P d’p 1 t ~iP-x 1109
e p(0)e =e onp\ 28, lap +al)] pe (1.109)
— d3p 1 [eiP-xa e—iP~x + eiP-xaT e—iPw}
2m)3\/ 2E, P P
dgp 1 —ip-x T _ip-x
= 2\ 28, [ape + aye ] = ¢(x),

so that
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d(x) = T ¥p(0)e (1.110)

In other words, the translations are generated by the momentum operator.

The commutation relations in the Heisenberg picture are of course different
from the Schrédinger picture ones. However, for equal-time fields we
still have,

(0(t, 7), o(t, §)] = [« (t, Z), n(t,4)] = 0, (1.111)
[6(t, Z), 7 (t, §)] = 16 (7 — 7). (1.112)
For two equal-time coordinate-space points, = = (t,x), y = (t,y) we have
-y’ =(0x-y)P?=—-(x-y)*<0 (1.113)

i.e. the vector joining the two points is space like. The fact that the above
commutators vanish in this kind of distances is necessary to be consistent
with the causality principle: if the two field operators are not within each
others light cones it should be immaterial in which order the operators act on
a given state. The causality principle should of course be fulfilled regardless
whether the fields are equal time. In arbitrary space-time points z and y
the commutator is,

Since the integration measure d*p/F,, and the dot products p - (z — y) are
Lorentz invariant, both terms in the equation above are Lorentz-invariant
separately. We can thus make a Lorentz transformation A on the vectors x

ja y and the integral remains intact. More concretely,

dp 1 dBp 1 .
e (a—y) _ — ! (Ap)-Az—y) (1.115)
(2m)3 2E, / (2m)3 2E),

3 3
:/ d*(Ap) 1 el (Ap)-A(z—y) :/ d°p Lem/\(m—y).
(2m)3 2Eap (2m)3 2E,
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When (x — y)* < 0, there is (Ex.) a Lorentz transformation such that
A(z —y) = —(x — y), which shows that the commutator (1.114) vanishes
and the causality principle remains true. For, (xz — y)? > 0 the commutator

in Eq. (1.114) is generally non zero.

1.5.2 Klein-Gordon propagators [Peskin 2.4]

Let us now consider more closely the 2-point function

D@—yﬁE@W@W@WD:/kiﬁié

Using Eq. (1.99) and interpretation (1.93), we have

e~ @) (1.116)

D(w — y)=(2m)° (x|e " D)y), (1.117)

so that D(x — y) corresponds to the quantum amplitude for the particle to

propagate from y to x in a given time interval z° — ¢,

The transition amplitudes D(x — y) have a relation to the Green's functions
of the Klein-Gordon differential operator 9% + m?. Let us recall that a

solution to an inhomogenous Klein-Gordon equation
(07 + m?) ¢(z) = j(z), (1.118)
can be written in a form
o) = n(o) +1 [ A )i) (1119

where ¢ (z) satisfies (0% +m?)¢(x) = 0, and A(z,y) is a Green's function,
i.e. it obeys,

((92 + mz) Az, y) = —idW (z —y) . (1.120)
In field theory these Green's functions are called propagators. Different
Green's functions exist, and one that is often encountered is the retarded
Green's function which propagates the impact of the “source term” j(y)
only forward in time, i.e. Dg(z,y) o< 0(x° —y°). It is straightforward to
show that

Dr(z —y) = 0(z" — 4°)[p(2), o(y)] = 0(z" — y°)(0|[6(x), #()]|0)

=0(z" —y") [D(z —y) — D(y — )] (1.121)
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fulfills (Ex.),
(0% +m?) Dr(z —y) = —idW (z —y) | (1.122)

so it really is a retarded Green's function of the Klein-Gordon differential
operator 9* + m?. We have already noted that [¢(z), ¢(y)], and thereby
also Dy (z —y) vanishes at space-like distances, (z —y)? < 0, so Dr(z —y)
propagates the impact of j(y) only from the past light cone - it's causal.
This reinforces our earlier argument that the commutator [¢(x), ¢(y)] being

zero at space-like distances has to do with causality.

Using an integral representation of the Heaviside step funcion 6 (Ex.),

1 [ d : L [ dr
f(z) = lim — / T = lim / ! e",

e—0t  2me J_ T + 1€ e—0+ 211 J_ o T — 1€
(1.123)
a direct calculation leads to a 4-D integral representation (Ex.),
Dg(z —y) = 0(2" — ") (0[[#(x), ¢(y)]|0) (1.124)

4
AN N
(2m) (p° +i€)? — p* —m?

where i€ keeps the poles away from the p" integration contour.

The Klein-Gordon operator has also other Green's functions. The most

useful will be the time-ordered 2-point function,

Dr(z - y) = (0|T(x)(y)|0) (1.125)

= 0(a” — y")(0l(2)6(y)[0) + 0(y” — 2"){0lo(y)é(x)|0)

4 .
_ /d_pe—iﬂ(fc—y) L
(2m)* p? —m? + e
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Also this is a Green's function of the Klein-Gordon operator and it is called
the Feynman propagator. The first term clearly propagates the impact
forward in time, but the last one would seem to propagate the impact

backwards in time.

Propagator by Fourier transform:

A more direct way to solve the general form of the momentum-space

propagator is to express the Green's function D(z—vy) as a Fourier transform,

D(z —1y) = / %e—wx—y)b(p), (1.126)

which puts Eq. (1.122) into a form,

(=p*+mA)D(p) = —i, (1.127)
so that, .
~ ()
D(p) = ma (1.128)
and thereby
d'p —ip(o—y)__ "

Depending where the i€ is put, different propagators can be obtained.

1.56.3 Complex scalar field

The Lagrangian for a complex scalar field is defined as

£ = (0,0) (0"6") — mPo07 (1.130)
where ¢ = ¢(x) is complex, i.e.

1

¢ \/§(¢1 + i) (1.131)
Since |
L= ; [(0ui) (0"¢) — m*¢7] (1.132)
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we see that £ describes two independent Klein-Gordon fields with the same
mass. They separately fulfill the Klein-Gordon equation (9% + m?)¢; = 0.
The conjugate momenta are now m; = 8£/8q§i — ¢;, and the Hamiltonian
density is, as in Eq. (1.37),

1
H=n’472—L= 5 (77 + (V)* + m?7] . (1.133)
We can use our earlier results (1.107) to write directly,
d3p 1 —ip-x T ipx
oi(z) = / o\ 25, {ap,ie "+ aye” } , (1.134)
d3p : L —ip-x T
mi(z) = / (2%)3(_2) 710 [ame P a;iep } : (1.135)
where the commutation relations for the creation and annihilation operators
are,
ap,i, ax ;] = [a;iv aL,j] =0, (1.136)
lap.i, af, ;] = (27)*6®) (p — k)45 . (1.137)

The Hamiltonian operator is, as earlier,

plap 1+ alsape) (1.138)

The Lagrangian (1.130) is invariant under a global phase shift ¢ — e'®¢,

where « is real. The corresponding conserved current and charge are (Ex.),

Jt=1(0"9") ¢ — (9"¢) ¢", (1.139)
Q= /d?’a; (8°¢%) ¢ — (0%¢) " . (1.140)
Substituting here the quantized fields, we have
[ dp
Q = 22/ 2n)7 [aL,Qap’l — CLL7ICI,p,2:| : (1.141)

which has no (at least obvious) physical interpretation. However, we can

define a new operator basis,
ap = (ap1 + iaps) /V2, a;r, = <a;1 — ial ) /V2, (1.142)
by = (ap1 — iapa) [V2, bl = ( ) V2. (1.143)



From the definition we see that aL and bL are still creation operators (for
superpositions of ¢ and ¢9 states), and ap and b, annihilation operators.
The commutation relations are,

ap,af| = b0} | = (27)* 8% (p~ X, (1.144)

and zero for the rest. We easily see that in the new basis both H and )

are diagonal,
d*p
H = / (zﬁ)ng [alap + biby] (1.145)
&p 1 T
Q= (27)? [bpbp — apap)] - (1.146)

We realize that the states created by aL and blTD have a positive energy, but
the charges () are opposite. We will thus interpret the exitations created by
aI, as particles and exitations created by bL as antiparticles. Using the
decomposition of Eq. (1.131) and the definition of the new operator basis,

we get the following representation for the complex field operator ¢(x):

1 . dgp 1 —ip-T ip-x
o) = = (@) + ioa(w)] = [ 5 [ [ope” + the]

lts conjugate momentum operator is

oL d? E . .
m(x) = 8_qz§ = ¢l = / (27:;3(—2') 71) [bpe™ P — aLe’p'ﬂ . (1.147)

The propagators of the complex scalar field are essentially the same as earlier.
However, now (0|é(x)¢(y)|0) = (0]¢T(z)p'(y)|0) = 0, and the non-trivial
2-point functions are

d3 ]- y s ; 0 0
06 ) = [ GEssie e o (e ),
p
(1.148)
d3 1 : . 0 0
016 @) = [ Essime ) o yle 1),

(1.149)
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The last proportionalities use similar interpretation as in Eq. (1.117) taking
into account that the field operator ¢(z) creates antiparticles (to right)
whereas ¢f(z) creates particles (to right). The Feynman propagator thus

corresponds to the definition,
Dg(x — y) = (0T ¢(x)¢' (y)|0) (1.150)
= 0(2" — ") {0|p(2)¢' (1)]0) + 0(y° — 2°)(0]¢' (y)p()|0)

4 .
= / ﬂe_ip'(x_y) ! —,
(2m)* p? —m? +ie

and it describes the propagation of particles forward in time, and propagation

of antiparticles backwards in time. In the case of real scalar field the particle
is its own antiparticle and the particle-antiparticle separation is only seen by

considering complex field.

In school they often talk about the wave-particle dualism, meaning that
particles have some wave-like properties and vice versa. In quantum field
theory this is explicit: On one hand, the quantized field fulfills its classical
wave equation, and on the other hand it contains operators that create

quanta of the field which we call particles.
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2 Quantization of the Dirac field  (peskin3

The Dirac equation and its features have been widely discussed at the
Particle Physics and Quantum Mechanics Il courses. Nevertheless, we briefly

review the solutions of the Dirac equation and their main properties.

2.1 Dirac equation and its plane-wave solutions

[Peskin 3.2, 3.3]
The Dirac equation is
(170, — m) ¥(x) = 0, 2.1)
where the v matrices fulfill the so-called Clifford algebra,
(V" ="+ =20 (2.2)

The ~ matrices can be chosen in variety of ways. The usual one — and
this convention is what we will use in these lectures — is the Dirac-Pauli
representation:

I 0 , 0 o
= = . 2.3
gl (0_[>,7 (—&0)’ (2.3)

where I represents a 2 X 2 unit matrix and o are Pauli spin matrices,

1 [ 01 s [0 —1 s (10
0—(1O>,0—<i0>,0—<0_1>. (2.4)

For us the most important properties of the Pauli matrices are

CALEY (2.5)
olol = 69 4 ik gk (2.6)
o*(o) = —o'o?. (2.7)



The Dirac equation is solved by a plane-wave ansatz, ¥(z) = w(p)e=*?,

where w(p) is a 4-component vector (or spinor), and p’ = E, = \/p? + m?2.
Let us consider the case p = 0, so that the Dirac equation (2.1) simplifies
to,

(i7°0, — m) [w(0)e™™] = —m (1 £7°) [w(0)e™™] =0,  (2.8)

or in 2 x 2 "block form",

00 —imt __ I 0 imt
(O [)U(O)e =0, (0 O)v(())e =0, (2.9)

: +imt gpinor. The

where we have marked by u the e spinor and by v the e

solutions to these equations are clearly of the form

us(o)e—imt x <§S ) e—imt, v(o)seimt x ( 0 ) eimt, (210)

0 Ms

where & and 1 (s = 1,2) are arbitrary 2-component spinors. We choose

the normalization ¢/¢y = niny = 0. In general, the plane-wave ansatz

gives,

(p —m) u(p) =0, (2.11)

(p+m)v(p) =0. (2.12)

These are usually referred to as Dirac equations in the momentum space.

Now, since
(pj:m)(pq:m):pp—m2:p2—m220, (2.13)
we see that the general solutions are of the form,
us(p)e P oc (P +m) ug(0)e " (2.14)

ve(p)e T o (p —m) vs(0)et P (2.15)
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More explicitly,

us(p) ( gi ) , vs(p) o ( E+.mn5> : (2.16)
B Ss ns

where @ -p = 3 o'pi. The normalization of the spinors is a matter of

convention. In the standard normalization we define the spinors as,

I -
vtz 4 )e. oo (5 o
E+m
(2.17)
We will often choose 1, = (—io?) & for reasons the become clear later on.
These spinors fulfill (7, = uly")

Us(p)ug (p) = 2mosy ul(p)us/(p) = 2E,05¢ , (2.18)

Ts(p)vy(p) = —2mbsy,  0l(p)vy(p) = 2Ep0,s - (2.19)

In addition, the following orthogonality relations are obeyed

us(p)vs (p) = Vs(p)us(p) = 0, (2.20)
ul(p)vy(—p) = vl(p)uy(~p) = 0. (2.21)
The following projection operators are also often needed,
2

> us(p)ts(p) = p+m (2.22)

s=1

Z vs(p)Vs(p) = p —m (2.23)

The Dirac representation is particularly useful in the non-relativistic limit
p — 0. At the opposite end, m — 0 the Weyl representation is sometimes

useful.
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Weyl representation:

0 [ : 0 o
0 7
— = , 2.24

us(p) = ! E+m_‘f'p &s (2.25)
2(Ep+m) \ E4+m+0-p
— E+m—o-
2(Ep+m)\ —E—m—0-p

In the asymptotic limit m — 0 the Weyl spinors simplify to (p = p/|p|).

m—0 ||P| /1—5-13 p| [ 1—2h
us(p) 2% (/21 s =1/ = S e, (227
(») 2 1+5-f))£ 2\ 14on )& 22D
o(p) 2 IR =1+6-pY Pl ~1+2h ;
’ 2 \ 1+¢-p )" 2 \ 1420 |7

where we defined the helicity matrix

h

o -

(2.28)

"Q)

If we furthermore choose & and 7, such that ilé’i = :I:%gi and izni = :I:%n:t

we have

ur(p) ™% /2[p] (?) ey u_(p) =% /2[p] (é) &, (2.29)
v (p) =% /2] ( ! ) ne, v-(p) =% \/2]p) ( N ) 0.

I 0

For example, if we consider a particle moving +z direction, h = o3 /2,
ja & = (1,0), & = (0,1). The helicity +1/2 spinors are called right
handed, and helicity —1/2 spinors left handed.
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Independently of the representation of the spinors we can always choose &
and 7 so that ﬂ@ = :l:%ﬁi and imi = :I:%ni. In this case the u and v

spinors are eigenstates of the helicity operator (Ex.)

h
h= Y (2.30)
0 h
with eigenvalues +1/2.
2.2 Lorentz transformations of fields [Peskin 3.1, 3.2]

In Chapter 1 we already touched upon the Lorentz transformations of the
fields but were not very careful about the nature of the transformation. In
general, the there are two classes of transformations, active and passive.

The situation is particularly transparent in the case of scalar fields:

Passive transformation: The fields do not change, the transformation

rotates/boosts the coordinate system,

olx) — 6(z') = $(Aa) (2:31)
If the field ¢(x) has originally some kind of “hotspot” at = = xy, it is seen
at = A~z in the new frame.

Active transformation: Fields change in rotations/boosts, coordinate

system stays the same.
$la) — ¢(z) = p(A™ ') (2.32)

If the original field has a "hotspot” at = = xg, the new field has a "hotspot”

at z = Axy.

The difference is not huge but in calculations one has to know how to deal
with e.g. the derivatives 0,. When the transformation is an active one,
the coordinate system does not change, so the derivative operator does not
change either. In what follows, we will stick to the active transformations

i.e. we look how e.g. L(x) changes in a given coordinate x.
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A Lorentz transformation for a 4-vector x can be written, component by
component, as
ot — o't = AV (2.33)

which corresponds to the matrix form,

:L‘/O AOO AOl A02 A03 CIJO

x/l B AlO All A12 A13 xl 534

e: - A2 A2, A2 A2 72 ( ' )
0 1 2 3

:L,/S A30 A31 A32 A33 5133

For example, boost along the 2z axis and rotation about the z axis are given

by the matrices (8 =v/c, v =1/y/1 — 32),

v 0 0 By 1 0 0 O
0O 10 O | 0 CO.SQ sinf 0 (2.35)
0O 01 O 0 —sinf cosf 0
By 0 0 ~ 0 0 0 1

In our convention A", correspond to these matrices. By definition, the As
with indices in other places are always obtained from A* by the metric

tensor. For example, A, = g,,A\?,.

The Lagrangian density has to transfrom as a scalar, £(z) — L£(A'z),
which also preserves the action/equations of motion. Let us now check this
explicitly for the Klein-Gordon Lagrangian,

£ =3 (0,0) (0"6) — 36, (2.36)
Only the derivative part
0,0 (z) = 0y [gb (Aflx)} : (2.37)
is here nontrivial:
0
O (x) = 0, [0 (A '2)] = g (¢ (A '2)] (2.38)

8¢ -1 -1\v .«
~ Oy (A'z) x Ok (A7) 2]
= (AN, 8,0 (A 12)
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Thus,
Ot (2) 06 (x) = 9, [& (A w)] x 0" [¢ (A "a)] (2.39)
= (A", 0,0 (A'2) x (A1) ) 9rg (A 'z)
= [(A™)% (AT, 0u0 (A1) 076 (A1)

To find out what is the term in square brackets, we need some elementary
identities of the Lorentz transformations. First, since the lenght of a 4-vector

IS invariant,
P’ =p"p, = (A"p") (ASp,) = N AL Pp, (2.40)
and on the other hand,
pP=A"(Ap)-p= (AT N P, = NL(ATY DD, (241)
From these, we can identify,
(ATH, =Af (2.42)
AN P =07
Using these two identities,

0,0 (2) 0" (z) — [(A1)", (A ] 0,0 (A ') 079 (A'z) . (2.43)
= [A A" ] 0,0 (A 'x) 079 (A '2)
= 0,06 (A'z) 9"¢ (A ') .

We thus see that £ indeed transforms as a scalar function,

£ = 2 0,0()] ["0(x)] — g’ (a) (2.44)
5 [0 )] (A )] — Sm* (A ).
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Transformations for the Dirac spinors:

The Dirac spinors are 4-component objects so a Lorentz transformation may
also suffle these component similarly as Lorentz transformations suffle the
components of ordinary 4-vectors. A possible transformation is therefore of

the form,
b(@) — ¥'(@) = S (M) v (A1) (2.45)
where S (A) is a 4 x 4 matrix. We can find S (A) by demanding that a

Dirac spinor fulfills the Dirac equation also after a Lorentz transformation,
(190 — m) ¥ (x) = 0 — ("0, — m) ¢'(x) = 0. (2.46)
Let's open this:
(i7" 0 —m) S (M) ¢ (A ") (247)
=iy"0,S (M) ¢ (A™'z) —mS (A)p (A ')
=iy" (A7), (A) 90 (A'z) —mS (A) ¢ (A'a)
=S (A) [i(AH)",STHA) S (A) 8, —m] ¥ (A ) .

If the matrix S is now such that

(A7)7STHA) S (A) =", (2.48)
we get
S(A) [i(A™H)",STHA) S (A) 9, — m] ¢ (A ') (2.49)

S(A) [in" 0, — m]y (A_I:c) =0,

where we get zero since original ¢ (z) fulfills the Dirac equation with all

arguments. We thus demand,

S7L(A)YAS (A) = A* 47 . (2.50)

14
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We can solve S (A) by considering an infinitesimal transformation,
A, =08 + 0w, . (2.51)
By using our earlier result A¥ A f =0/, we have
5 = A%AL = gueg™ M AS, (2.52)
= gueg”" [08) + 0wt [5§ + 5w§a}
= 07 4 g™ [6wie + 6wan] + O(0w?),

so dw must be antisymmetric, dw,, = —0wq,. There are thus 6 independent
parameters corresponding to 3 boosts and 3 rotations. Let us then expand
S (A): -

S(6w)=1— iéwwa’“’ +O(6w?), (2.53)

where the factor —i/4 is merely a convention. By substituting into Eq. (2.50)

we can find the o matrices (Ex.),

1
Ouw = 5 h//u ’YV] 0 (254)

These o, are thus the generators of Lorentz transformations in the space
of Dirac spinors. The matrices S(A) form a representation of Lorentz trans-

formation in the spinor space.

Finite transformations are obtained, as usual, by "exponentiating” the in-
finitesimal transformation. For example, for an infinitesimal boost to the z
direction we have 6w’ = dw3, = dn, and zero for the rest. For a 4-vector
this is

1+ dn (2.55)

_ o O O
o O O O
o O O O
o o O



corresponding to a finite transformation

coshn 0 0 sinhp

0 10 0
= . (2.56)
0 01 0

sinhn 0 0 coshn

exp |1

_ o O O
o o O O
o O O O
o O O

By comparing to the matrix in Eq. (2.35) we see that v = coshn and

B~ = sinh 7, from which we can solve,

_ _1Og (ig) (2.57)

This corresponds to the definition of rapidity which should be familiar from

the Particle Physics course.

For a Dirac spinor, the corresponding infinitesimal transformation reads

¢ 03 30 on (0 o
1— Z [(50.)()30’ + 5&)300’ ] 1+ 7 ( 0_3 0 ) y (258)

which corresponds to the finite transformation,
n{ 0 o3 Ui , n 0 o
exp [5 ( JE )] = cosh (§> + sinh <§> ( 30 | (2.59)

2.3 Bilinears of Dirac spinors

Since the matrix S(A) is not unitary, the quantity )7y does not transform
as a scalar in Lorentz transformations. This kind of bilinear quantities cannot
therefore appear in Lagrangian on their own. Instead, 11, where ¥ = 140
transforms a a scalar: From,

() = S(A)Y(A ') (2.60)

P(x) = [S)B(A2)] "7 = I (A12) ST (A)Y" = B(A12)7 ST (M)

we see that if the inverse transformation matrix S~! fulfills, S~1(A) =
YST(A)A°, then ¥n) transforms a a scalar function. Indeed, from Eq. (2.53)
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and using the y-matrix identity ’70’7);’)/0 Yu one can easily show that,

STHA) = +°ST(A)Y°. (2.61)

All the Dirac-spinor bilinears and their transformation properties are:

P scalar

Yy 4 — vector
Yo 2. rank tensor
PYydY pseudoscalar

5757’% pseudo 4 — vector

In this context the 2. rank tensor means an object which transform
as F'(x) — A" AV FP7(A~'z). In turn, pseudo scalar ja pseudo
4-vector are objects which transform in continuous Lorentz transformations
respectively as a scalar and a 4-vector, but in reflections x — —x they

attain a sign change.

The fifth v matrix appearing in the table above can be defined as

0.1.2 3 __ iuupa _ 01
v = iyl = 2€ o le = (1 NE (2.62)

where €77 is a fully antisymmetric object under interchange of indices,

0123 — 1 As in the case of Lorentz transformations, the indices can

with €
be up- or downstairs, and the corresponding value is obtained from e***? by
g"”. For example, €p123 = €77 g,09,192903 = —1. The fifth v matrix has

the following properties:

A=+ (F)’=1, [P =0. (2.63)
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The bilinears in the table above form a basis in the sense tha any bilinear
quantity ¥, where T' is a 4 x 4 matrix, can be expressed with those
five. To see that this even can be possible, let us compute the number of

independent matrices in the above bilinears,

A A

1 +1+4+6 + 4=16.

This matches with the number of independent 4 x 4 matrices which is also
16. Is thus possible that these form a basis for all 4 x 4 matrices. It is left
as an exercise to show that the above 16 are linearly independent and thus

form a basis.

2.4 Quantization of the Dirac field

The free Dirac Lagrangian reads

which transforms as a scalar under Lorentz transformations (as we now
know). The field 1) has 4-components and each component is complex, i.e.

we can write it as,

U1 Ui+ it
o | _ | wsra |
_ _ LYl eR. (265
L I Il R el e
V4 i + i

The Lagrangian in Eq. (2.64) now leads to 8 Euler-Lagrange equations of

motion (Ex.), which can be summarized as
("0, — m) ¥ = 0 (2.66)
m + 0,0y =0, (2.67)

of which the first one is the Dirac equation and the second one can also

be obtained from the first one by taking the Hermitian conjugate and
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The bilinears in the table above form a basis in the sense tha any bilinear
quantity Iy, where T' is a 4 x 4 matrix, can be expressed with those
five. To see that this even can be possible, let us compute the number of

independent matrices in the above bilinears,

A S

1 +1+4+6 + 4 =16.

This matches with the number of independent 4 x 4 matrices which is also
16. Is thus possible that these form a basis for all 4 x 4 matrices. It is left
as an exercise to show that the above 16 are linearly independent and thus

form a basis.

2.4 Quantization of the Dirac field [Peskin 3.5]

The free Dirac Lagrangian reads

L=y —m)v, ©=1vh, (2.64)

which transforms as a scalar under Lorentz transformations (as we now
know). The field 1) has 4-components and each component is complex, i.e.

we can write it as,

(O P+l
(0 V3 + il a b

— = e R. 2.65
Yy Wi+ il

The Lagrangian in Eq. (2.64) now leads to 8 Euler-Lagrange equations of

motion (Ex.), which can be summarized as
(iv"0, —m)y =0 (2.66)
m + 00y =0, (2.67)

of which the first one is the Dirac equation and the second one can also

be obtained from the first one by taking the Hermitian conjugate and
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multiplying by 4°. The 8 conjugate momentum densities are

oL —. .
e (¥ir"),, = i} (2.68)
oL .

The Hamiltonian density reads,

H= [ #a| © [mitto) + sto)itin)] - £

-k

— / P :zw(g;w(x)_z(a:)]], m(z) = iy'(x)

= [ #23) =70+ m] vi). (2.70)

As we saw in the case of scalar fields, the quantum field should obey its
wave equation (here Dirac equation) and be a linear combination of all its
solutions. The Dirac equation has now 4 independent solutions, u,(p)e ®#*
and vs(p)e?® (s = 1,2). In the case of complex scalar field the phase
factor e=7 came with the particle annihilation operator ay, and the phase
factor P came with the antiparticle creation operator blTD. In analogy, we

decompose,

Y(z) = / (37:;3 2;}) ZS: [ap sus(p)e” P +b;[,78v5(p)eip'x} . (2.71)

If we would now proceed as in the case of scalar fields and set the commu-

tation relations for the creation and annihilation operators,

[ap,s,a;r] - [bp,s,b;r} — 210 (p — k)4, (2.72)

the canonical commutation relation for the fields is not fulfilled,

[0 1). iy, 0)] = [l 0), i) (v, 0)] #06%) (x = y) 8. (2.73)
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Here, the indeces i and j refer to the indices of the spinors (components of
us and v,). We don't usually explicitly write these indices. Let us now write
the left-hand side of (2.73) assuming the commutation realations (2.72):

[(x,1), ¥ (y, 1)] Z/(;gg/(d . Z (2.74)

[ap,sus (p)@_ip'm + bL,SUS (p)eip-x7 aLg,ui/(k)eik‘y + bk,g/Ul/(k)e_ik.y}
_ / d’p / Bk 1 Z

) @2n)3) @232\ E Ek

[ap,s, aLS’} ws(p)ul, (k)e™ " Y 1 [0, | bio] v, (p)vly (R)e? =

dp 1 .
— - § (x-y) _ § T —ip-(x—y)
_/(27T)32Ep uS Y vs(p)vS(p)e P Y

S

dp 1 .
_ - (x—y) _ = —ip-(x—y) 0
_/(27T)3 2E'p 2 :us us(p Y E Us(p)Ts(p)e PV |

S

~ | g e e = (pmmy ]

dp 1 7 i o i o
pt

Py 1, | |
B / (2753 S5 (0B + 7' +m) — (0Ep — P’ —m)] 5’
P

d’p 1 ip-(x— i 0
- | G el

This doesn't look good. The problem is in the term
(Ep +7ip' +m) — (Ep —vip' —m) = 2 (vip’ +m) .
If would have here, instead of a — sign, a 4 sign between the parenthesis,
(WEp + 7P +m) + (vEp —vip' —m) =2y Ep,
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and since 794 = 1, the result of the calculation would be just [ (322)73 eP(x-y)

§®)(x—1y), and everything as expected. So how do we reverse the sign? The
solution is to postulate, instead of commutators, the anticommutation

rules,

lapmal, b = {Bpubl, } = (2769 (0~ ) . (2.75)
In this case the equal-time field operators fulfill,

{b(x,t),7(y, 1)} = {(x, 1), (y,t)} =i6® (x—y),  (2.76)
{¥(x,8),0(y, )} = {1 (x, 1), 9" (y,8)} = 0.

The anticommutation rules also lead to a sensible Hamiltonian operator.

Substituting the decomposition (2.71) to Eq. (2.70) we find (Ex.),

d*p
H = /WEpZ [agsap,s — bpﬁbL,S] : (2.77)

where we have not yet used nor commutation nor anticommutation relations.

If we would now adopt the commutation relations (2.72), we would get a

Hamiltonian,

~ R
H = /(2—7729)3Ep Z [aLSap’S — bL’Sbw} + (infinite constant), (2.78)

whereas the anticommutation rules (2.75) lead to
d’p t + . .
H = WEP Z al, sap.s + bl bps] + (infinite constant). (2.79)

Independently of whether we postulate commutation or anticommutation

rules, it is easy to see that if a state |n) is an eigenstate of the number
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operator,
d’p T }
N = (27r)3§ a], sap.s + bl bps] (2.80)

with eigenvalue n, N|n) = n|n), we have
Nay,|n) = (n— 1) ax,|n) , NaLAn) =(n+1) aLAn) . (2.81)
Nby,|n) = (n — 1) b,|n), Nbl [n) = (n+1)bl,[n).  (2.82)

Both H and H also commute with N (with commutation or anticommu-
tation rules for the ladder operators, respectively) so they have common
eigenstates. Requiring that the norm of states remains positive leads to the

existense of a vacuum, ay,|0) = by,|0) = 0. However, in the case of H,
Hax,|n) = (E = Ex) a,[n),  Hal |E) = (E + Ex)aj,In), (2.83)
Hby,|n) = (E + Bx) bis|n),  Hb,|E) = (E — Ex) bl [n), (2.84)

so the energy of a state could be made negative by creating more antipar-
ticles with bltr. Not good. The Hamiltonian (2.79) obtained with the

anticommutation relations, however, works logically
Hay,|n) = (E — E) ax,|n) Hafw\n} = (E + Fx) ajw\m , (2.85)
Hby,|n) = (E — Ex) b |n) | HbLT|n> — (F + Fx) er|n> . (2.86)

All in all, the anticommutation rules seem to entail a sensible quantization
for the Dirac field.

Momentum operator

The momentum operator can be obtained in the same way as the Hamilto-
nian. Starting from the general result (1.53) we get,

P = /d3x Yi(z) (—26) Y(z) = / (;i];gpz [aLSap,s + b;sbpvs] :
} (2.87)
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The momentum operator works as the Hamiltonian, e.g.
Pay,|n) = (pn — k) ax,|n), Pal n) = (p, +k)al,[n), (2.88)

Pbi,|n) = (Pn — k) bis[n) , Per‘n> = (pn t+ k) bI{,r‘n> ., (2.89)

Charge operator

As in the case of complex scalar field, the symmetry of the Dirac Lagrangian
under a global phase shift ¢)(z) — €'®)(x) entails a conserved Noether

current j# = 1y*1) and a conserved charge,

Q- / B () = / Bt (1) (z) (2.90)

dgp . .
B / (27)3 Z [al ap.s — b, bp.s] + infinite constant .
S

So also in the Dirac case the particles and antiparticles have the same charge

but of opposite sign.

Angular momentum and spin

The spin—% property of the Dirac particles becomes explicit when we consider
rotations. Under an infinitesimal rotation (2.35) about the z axis, the non-
zero components of the Lorentz-transformation are dwl, = 60, dw? = —0.

This corresponds to the spinor transformation matrix,

S =1 - 26w,,0™ =1+ 200" (2.91)

12 Lo a0 3
o :5[7,7}: 0 o =X (2.92)
— S=1- icsﬂyaw —1+ %923. (2.93)

2-16



The transformed spinor is thus,

V(o) = S0 = (14 205 ) wlta Oy + 02) (299

— <1 + %923) [1 — Oy0, + 0x0s] (), (2.95)
so the field transforms as
op(x) =Y (z) —Y(x) =06 [—y@l + 20y + 323] (). (2.96)
The Lagrange density transforms as a scalar,
AL =LA 7)) — L(z) = 0[—yd + x05) L(x) = 00,J",  (2.97)
J'=(0,—y,z,0) L. (2.98)

On the other hand, by the Euler-Lagrange equations,
oL oL

oL oL
AL=—9 — 0, () = |0,————| 0 — 0, (0
oL —. '
(2.99)
The conserved current in a rotation about the 2 axis is thus,
jﬂ = Ei’y” <—y81 + xag + %EB> w(:c) — J”, (2.100)

entailing a conserved "charge’,

/ B’ = / B {(—i)zpf (z) [—yO1 + x0s] 1 (x) + 2T <%23> w(x)} .
(2.101)

The rotations about the & and y axes generate their own conserved charges.

The three thus constitute a 3-vector

J= /d% 1 lx x (—=iV) + %z] P. (2.102)
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From Eq. (2.87) we see that the term 9T (—iV) ) corresponds to the mo-
mentum density, so we interpret the first term in Eq. (2.102) as the orbital
angular mometum. The last /2 term has no counterpart in scalar theory,
so it therefore is purely related to the inner properties of the Dirac field that
behave as angular momentum. This kind of property we call the spin.

In section 2.1 we mentioned that it is always possible to choose &, and n;
in the Dirac spinors such that they are eigenspinors of the helicity operator

with eigenvalues £1/2,

(5% 0) s () = 50 ) (2.103)
(%E : f)) ve (p) = i%vi (p) - (2.104)

By expressing the angular-momentum operator J in terms of creation and
annihilation operators we can show (Ex.), that with this choice of spinors,

) L1
(J- D) a1 |0) = +5 S ap+[0) (2.105)

. 1
(J-p) b;r),i|0> = T35 bL,i!0> : (2.106)

In other words, independently of the magnitude of the momen-
tum, the projection of the angular momentum to the direction
of motion is always :l:1 This shows at quantum level why the Dirac
field corresponds to spin—— particles. The above result also justifies why
the choice n, = (—io?)&! for the antiparticle spinor makes sense: with
this choice both aL,s and bLS create exitations that have the same physical

helicity (when we choose A&y = +3E4).

Statistics and the Pauli exclusion principle

The anticommutation relations dictate the behaviour of the multiparticle
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states:

(P, s); (k7)) = \/2Ep\/2Exal, ,af,,|0) = —\/2Ep\/2Exal al, |0

= —|(k,7); (P, 5)) , (2.107)
<( ) (k T)’ = O|ak7‘aps V 2E V 2Ey = O‘Clp sAk.ry\/ 2E \/ 2FE)
—((k, r); (P, s)| - (2.108)

This shows that the states are antisymmetric under an interchange of two
particles. Particles that behave like this are called fermions and the obey
the Fermi-Dirac statistics. Since CLI) SaLS = 0, we cannot create a state
that contains two particles with the same spin and momentum. This is the

Pauli exclusion principle.

2.5 Dirac propagator

As in the case a scalar field, we can find the Green's functions of the Dirac
operator (iy*0,, —m) which we call propagators. The most important turns
out to be the Feynman propagator which we define in a similar manner as
in Eq. (1.150). However, in the Dirac case we include one minus sign in the

definition of the time-ordered product,

Sr(z —y) = (0[T(2)1(y)]0) (2.109)
= 0(2" — ) (09 ()3 (y)[0) — 0(y° — 2°) (0[P (y)3(2)|0)
= /lepe—ip-(x—y) z'(erm)

(

2m)4 p?—m? +ie

The latter integral form is again a result of a straightforward calculation
substituting the field operators (2.71), using the anticommutation relations
(2.75) and the integral representation of the 6 function (1.123).
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2.6 Discrete symmetries of the Dirac field [Peskin3.]

We will now consider the following discrete transformations:
: P

Reflection: (t,x) — (t,—x)

. T
Time reversal: (t,x) = (—t,x)

: . : c .

Charge conjugation: particle «— antiparticle
The first two can be considered as Lorentz transformations as the length of
a 4-vector is clearly invariant under these operations. However, we cannot
usually parametrize them with continuous boosts/rotations and that's why
they are called discrete transformations. The charge conjugation, in turn, is

not a space-time transformation at all.

Reflection of space — parity transformation:

The reflection of the spatial components of a 4-vector corresponds to the

Lorentz-transformation matrix,

1 0 0 0
0 —1 0 0
Ap)H = = (ASH* . 2.110
(P)I/ 0 0 -1 0 (P)l/ ( )
0o 0 0 -1

We can use our earlier result v#S (A) = A*,S (A)~”, for the spinor trans-

formation matrices S. The solution is,

SP = npfyo , (2111)

where np is a constant. The inverse transformation is 51;1 = fyOSleyO =
ne7, so requiring SpSgl — 1 implies that np is just a phase, np = €.

Let's now see how the plane-wave solutions to the Dirac equations behave
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under t(t,x) — Spy(t, —x):
us(p)e " — npyluy(p)e 1 FHPX) (2.112)
ip-T

vs(p)e?® —s npy v, (p)e EHPX) | (2.113)

Using the identities (Ex.),

Vus(Ep, —p) = us(Ep, P) (2.114)
7'vs(Ep, —P) = —vs(Ep. P) (2.115)
we find
ug(p)e P — npuy(Ep, —p)e (FHP) (2.116)
vy(p)e?® — —npuy(Ep, —p)e!FHPX) (2.117)

From this we can conclude that the parity transformation flips the spatial
momentum of the particles. For the creation and annihilation operators we

thus expect,
Pay P'=n4a_ps, PbpsPl=mb_ps, (2.118)
Pal, Pt =nial ., P, PT=ubl ., (2.119)

where P is unitary and 7, are possible phase factors.

Let's now do this transform to quantum fields:

dPp |1 Cipr st ip
Pw(x)PT:/ (2m)? QEPXS:[""““’”S“S@ e 4 b gt

d®p 1 o * -
=" [ o3 32 [0 B =) it (e

d®p 1 § 5 * | )
= | G\ 2 [atnsne e E i e = )]
p S

If the phase factors are related by 1} = —n,, we get
Pip(x) P' = 1y " (t, —x) . (2.120)

2-21



which is identical with the transformation law of non-quantized fields. From

this we easily get the transformation property for the conjugated field,
Py(z) Pt = (Py(x)P) 1" = (nA%(t, —x))' 7 (2.121)
= (8, =x)y"y" = it —x)".

With (2.120) ja (2.121) we can find how different bilinears transform. For
example, 1 (z)v(x) transforms as a scalar,

P ()i (x) PT = PP(a) PPy (x) PP = nji(t, —x)7"nay " (t, —x)
= (t, —x)(t, —x) , (2.122)

as we could expect. Since all the bilinears contain one 1 and one %) field,
the phase factor 7, has no practical effect. An important result, however,
is the phase difference (-1) between the transformation of Dirac particles
and antiparticles. This is necessary for the parity to be a symmetry of the
theory. We say, that the Dirac particles and antiparticles have an opposite
intrinsic parity. For this reason, a state consisting of a fermion and an
antifermion flips its sign under a parity transformation:

Pal, bf, |0y = Pal, PTPbL _PTP|0) (2.123)

- na —p sn*bT—p s|0> - _(772%) T—ps -p, s|0> pst—p s|0> :

Below is the complete table of how the Dirac bilinears trasform under parity:

PR(@)d(@)Pt = B, ~x)b(t, —x)
Pigp(z)7°¢ () Pt = it (t, —x)7 "9 (¢, —x)
PR@ ()Pl = (=1 x B, X p(t,—x)  (2124)
PB(@)y () P = —(=1)" x §(t, —x)1"4"(t, %)

P(@)o™ (@) Pt = (=1)" x (=1)" x B(t, =x)o™ (¢, —x)
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where

it =
(1) = { _11 " 5%8 (2.125)

Time reversal:

The time reversal for 4-vectors is implemented by the matrix
—1

(Ar)", = = (AFH". (2.126)

o o O

S O = O
o = O O
_ o O O

If we try to solve for the spinor transformation matrix from S™1 (A) v%S (A) =
A" A7 like before, we find no solution (Ex.). Thus the time reversal in the
form ¥ (t,x) — S(At)1(—t,x) does not seem to work out. However, if we
include also complex conjugation,

B(t,x) = S(AD) (—,%) (2.127)
the Dirac equation transforms as [see (2.47)]
(70, — m) (x) = 0 — (i7", — m) S(Ar)Y" (1, %)
— S (A7) [i(A7Y)", S (A0)4#S (Ar) 8, — m] &7 (~t,%).
If there exist a matrix S (Ar), which fulfills the condition
(AT))",S7H(Ag)AS (Ar) = =", (2.128)
we get
(179, — m) S(Ar)¥" (—t,x) = S (Ar) [=ir"" 8, — m] ¥ (~t,%) = 0.

where we get zero since the obtained form is the complex-conjugated ver-
sion of the Dirac equation (i7" 0, —m) 1 (z) = 0 which is true with all
arguments x of the field. A sensible time reversal thus required that equation

S (Ar) = —(A1)",S (Ar) v, (2.129)
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has a solution. It is straightforward to show that

S (Ar) =ty (2.130)
fulfills Eq. (2.129), so y14%y*(—t,x) is a solution to the Dirac equation.
Since (y179°)" = v'9*,

Dt %) = oy e (—t, %) (2.131)

Dt %) = il (—t,x)7 (2.132)

and we can easily verify that the Lagrange density is covariant under time

reversal (provided that npnh = 1):
U(@) (i7" — m) () — 20" () [=ir™* 8, — m] " (—t, %)
= [P(=t,%) (" 8 — m) ¥(~t,x)]’ (2.133)
= (=, %) (ir" 0y — m) ¥(—1,%),

where the last equality follows from the reality of the Lagrangian with all
arguments of the field. The action and the equations of motion thus remain
intact and the time reversal is a symmetry of the Dirac theory. What is the
physics content of this transformation? We can plainly see this if we again

find out how the plane-wave solutions behave:

us(p)e” " — nry'yPul(p)eFP) (2.134)
ve(p)e”* — nry'y i (p)e T ETPN) (2.135)
We now use the identities (Ex.),
u—s(Bp, —P) = =77’ (Ep, P) (2.136)
v_s(Ep, —p) = =770} (Ep, ) , (2.137)

where the negative spin index —s refers to a flip of the spin part &, 1, of

the spinors,
£y = —io?(&)*, N_s = —ic?(ns)*. (2.138)

2-24



For example, if we choose & = (1,0) ja & = (0, 1), then

£ =—ioc? (&) = <(1) 01> <(1)> = (?) =& (2.139)
£ o= —i0(&)" = < ? _01 ) < (1) > = ( —(1) > =—&.  (2140)

This shows that the projection of the spin in the z direction reverses.

The above identities imply,
ug(p)e”PT — —nru_y(Ey, —p)elEP) (2.141)
vy(p)e?® — —nrv_y(Ey, —p)e CEPX) (2.142)

From this we see that the time reversal flips the direction of the 3-momentum
and the spin (but not the helicity).

We now know that the time reversal should reverse the momentum and the

spin, so we must have,
TapT'=n0a_p s, Thp T =mb p_s, (2.143)
where we define a_,, _s similarly as for the spinors,
Up—1 = Ap2, Qp-—2= —0p] (2.144)
bp—1=bp2, bp—2 = —bp1. (2.145)

If T would be a unitary operator, we would not reach an acceptable trans-
formation since T4 ()T does not lead to a transformation that would be
a symmetry of the (quantized) Lagrangian. A sensible result is obtained if

we take T to be an antilinear and antiunitary:
antilinearity: T(a 4 bp) = a* Ty + b*T'¢

antiunitarity: (TY|TP)y = (P|TTT|p)* = (¥|p)* = (]4)
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If we accept this, e.g. the combo ay, sus(p)e 7" transforms as,
T lapsus(p)e” ] T = naa_p i (p)e®™. (2.146)

Lets see now what is T (z)7T":

T d3p 1 * p-T *x7 7 * —ip-x
()Tt — aa ot (P)e ™ + bl 0 (p)e ]
p S

d3p 1 7 X * —1 X
=v'y? / 7\ 3 > [naap,sus(p)e(mp )bl vs(p)eEEP )]
P

d3p 1 —i(—Et—-p-x " i(—Et—p-x
=7 [ i 20 [ e E P ] ()]
P

If now 1, =1} = 11, we get at the operator level,
Tw(ta X)T = anylfygw(_ta X) ) (2147)

which closely resembles the spinor transformation law (2.131). The trans-
formation properties of different bilinears follow from this. Since 9(z)

transforms as
T(@)Th = Tyl ()T = (Te@)Th) 9" = 1 (79" (—1,%))
= e’ (=1, %) ¥* Iy T = i (=1, %) 7% (2.148)
we have, for the bilinear 11,
TP(z)(a)Th = [TY(x)TT] [Ty(2)T"] (2.149)
=¥ (=, %) 7’y (—t, %)

- E (_tv X) 7/) <_t7 X) :
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Again, the phase factor 1 does not seem to play a role.

As a curiosity, if we do to consecutive time reversals,
T (Tp(x)TT) TT =T [noy'y* o (—t,x)] TT = gy > Ty (—t,x)T"
= 7' Py Y () = —(a) (2.150)

so the double time reversal reverses the sign even if (Ar)* (AT)?, = 0¥
We say that T is a projective representation of the Lorentz transforma-
tion T'. The fact the two consecutive time reversals inevitably reverses the
sign of ¥ (x) makes the representation intrinsically projective.

Below is the complete table of how the Dirac bilinears trasform under time

reversal:

T(x)y ()T = P(—t, %)y (~,x)
Tip ()7 (x) T = —ith (—t, x)7 ¢ (1, x)
T(a)y ()T = (=1)* x (=, x)7"p(~t,x) (2.151)
T(a)y" ()T = (=1)* x §(=t,x)7"7 ¢ (¢, %)

TP(x)o" ()T = —(=1)* x (=1)" X P(~t, %)™ (~t,x)

Charge conjugation:

The free Dirac theory is also symmetric in transformation

b(x) S SO (z)), (2.152)

where S(C) is a 4 x 4 matrix. This is different than the time reversal

since the argument of the field = remains unchanged. The Dirac equation
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transforms as
0= (iv"9, — m) ¥(x) S (iv"0, — m) S(C)*(x) (2.153)

= [(=iv"" 0 — m) S*(C) ()]
= [S*(C) (—=iS* 1 (C)y"*S*(C)D, — m) ¥(z)]”
If we can find a matrix S*(C) such that

—S*H Oy SH(O) = A+, (2.154)
we get

(i7", — m) ¥(w) S [S*(C) (179, — m) ()] =0, (2155)

where the nullity (suomeksi nolluus) follows from the original Dirac equation.
The matrix S(C') has then to fulfill,

YS(C) = =S(C)y**. (2.156)
One can easily verify that a possible solution is
S(0) = in?, (2.157)

where the front factor i is a choice. Thus the transformation (2.152) is
a symmetry of the Dirac theory. Let's see how the plane-wave solutions

behave under this transformation:
us(p)e™ " = (i )uy(p)e™” (2.158)
vs(p)eip'x — (z"y?)vz(p)e_ip'x. (2.159)
We will now use the spinor identities (Ex.)
vs(p) = iVus(p).  us(p) = iv*vi(p) (2.160)

which hold when we define the spin part of the v spinors as 7, = (—io?)E&?.
We end up with

us(p)e™ T = (iy?)iy*vs(p)e™” = vy(p)e?? (2.161)
—ip-x

vs(p)e?" — (iv?)iy*us(p)e = u,(p)e P, (2.162)
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The transformation (2.152) thus turns particles into antiparticles and vice

versa. At the operator level we can thus expect,

CapsCl =bps, ChpCl=apy,, (2.163)
Cal, CT=bl,, Cbf . CM=adl,. (2.164)

Let's check how the quantized field 1(x) behaves assuming that C' is unitary:

.00 = [ S By 4 o™
P

d*p 1 ,
— iA2 * —ip-x T ipx
= / (277)3 2Ep ; [waSUS (p P + aps s(p)ep }

. d*p 1 —
—_ in2 E T —ip- Tt ip-w
=1 / (27T)3 2Ep - [bp7svs (p + ap s s(p)e ]
— i (WD) =i (@7°) =i (%)
Thus, for quantum field

CYCt =i (h7°4%)" . (2.165)

The corresponding transformation for the conjugated spinor reads,
CUCT = Culycl = (Cuchs = [i @) "] (2160)
_ {(WVOVO’W) ]T’YO _ [72TwTT}T,YO
— ip T A0 = pT20 = T~ 2T 0T
=i(v"7%)"

Below is the complete table of how the Dirac bilinears trasform under charge

conjugation:
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C(z)y"(z)CT = —¢p(x)v*¢(x) (2.167)
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3 Interacting fields  (Peskin4

In the preceding two sections we considered non-interacting fields, i.e. there
could not be any momentum exchange between the eigenstates of the

Hamiltonian and the particle number could not change,
<k1k2‘p1 ce pn> # 0 only if n = 2, and P1 = k172 , P2 = k271 .

To facilitate momentum exchange and particle creation the Lagrangian needs
to contain terms which are higher than quadratic in fields. In this case we
can (usually) no longer solve the spectrum of the theory exactly as we did
in the preceding sections. In this chapter we will develop a perturbative

method to deal with these higher-order terms.

3.1 Pictures in quantum mechanics

The different pictures of quantum mechanics have been discussed in Quan-
tum Mechanics Il course (and touched upon in Sect. 1.5.1). Let us recap

them here.

Schrodinger picture:

In the Schrodinger picture the state vectors [¢(t)) depend on time. The
time dependence is dictated by the Schrodinger equation,

B w(1))s = HRb(D)s 3.1)

If the Hamiltonian does not depend explicitly on time, we can solve the time
dependence at arbitrary t if we know the state of the system at some initial

time t,

W(t»s - U(t, t0)|¢(t0)>5 ) U(t7 tO) = e_%H(t_tO) ) (32)

where U(t, ) is a unitary evolution operator.



Heisenberg picture:

The time dependence can also be absorbed to the operators. Starting from

a matrix element in the Schrédinger picture (tg = 0),

s(o(1)|Os|¥(t))s = s(e(0)[U" (£) OsU(t)[1(0))s = u(P|On(t)[¢)n ,
(3.3)
in which we defined the operator in the Heisenberg picture

Ou(t) = U (t) OsU(t) = et Og e 7M1 . (3.4)

In this viewpoint, the operators are time dependent, not the states. By

taking the time derivative,

e — O [ im HHt| _
—ih On(t) = —ihz [eﬁ OseT } — [H,0u(t)] , (3.5)
if H does not depend on time. This is the Heisenberg equation of motion.
Note that the Hamiltonian H is the same in both Schrédinger and Heisen-

berg pictures.

Interaction picture a.k.a Dirac picture:

In the interaction picture we split the Hamiltonian of the system into two

pieces,
H = Hy+ Hiy . (36)

In practice, Hy will be the Hamiltonian of the free theory and Hi,; will contain
all the interactions between the fields. The state-vectors and operators in

the interaction picture are defined as,

(1)) = et (t)) s

Him—>0
T

1%(0))s = V) m (3.7)
O1(t) = enftOgen ot Lm0 (3.8)

We see that if the effect of Hj, is “small,” the interaction picture is “close”

to the Heisenberg picture. The matrix elements remain the same,
s(6(0)|Oslio(t))s = s(@(b)]eT ei ™ Ose ™ Wler ™y (1)) s (3.9)
= (o]0 ()1
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By taking the time derivatives we get the equations of motion,

im0} = Hie0)r. (3.10)
L0
~ih= Ou(t) = [Ho, Oi(t)] (3.11)

The time dependence of the states is thus dicated by H; which is Hj, in
the interaction picture, H;(t) = e%HotHinte%iHot. The time dependence of
the operators is given by Hy. If we are interested in how the interactions
change the eigenstates of the Hamiltonian, the nontrivial part is the time

dependence of the state vectors.

3.2 Perturbative expansion of correlation functions
[Peskin 4.2]

In the case of non-interacting fields we already considered time-ordered
2-point functions (0|T'¢(x)¢(y)|0) which, as we saw, are essentially Green's
functions of the free-theory differential operators. In this section we introduce

a perturbative method to calculate similar objects in the interacting theory,

(QTo(x)o(y)[82), (3.12)

Here, |Q)) is the ground state of the interacting theory, and the fields are in
the Heisenberg picture.

For simplicity, we will consider again a real scalar field supplementing the

free Klein-Gordon Lagrangian with an interaction term,

A

R (3.13)

L= (09)(0"9) — 56"

which defines the so-called ¢* theory. This leads to a Hamiltonian,

1 1 1 A
Y T 2, 1 2.2 3, 4
H—/d$[27r +2(V¢)+2m¢]+\/dx4!1. (3.14)

HO Hint
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The theory is quantized by postulating the canonical equal-time commutation

relations,

0(t,7), o(t, 9)] = [x(t, ), 7(t,5)] = 0, (3.15)

[o(t, 2), 7(t,§)) = i6®)(F — §). (3.16)

Here the fields are in the Heisenberg picture, but the (equal time) com-
mutation relations remain the same in all pictures. The Heisenberg and

interaction picture fields are defined as above,

6) = dulx) = M g(x)e " (3.17)
b1(z) = ¢ g(x)e M (3.18)

and the field operator ¢;(t,x) in the interaction picture obeys,
; 0
ot

From this and the corresponding equation for the conjugated momentum

T = 0L/d, we find (Ex.),

¢r(z) = [Ho, ¢1(x)] - (3.19)

(O+m?) ¢r(z) =0, (3.20)

which says that ¢ (x) fulfills the standard free-theory Klein-Gordon equation.
Thus, all our earlier results for the free scalar theory hold as
such for ¢y(x). The operator equations of the interaction picture (3.11)

therefore indeed reduce to the free-theory results which we already know.

The time evolution of the state vectors is non-trivial. Integrating both sides
of Eq. (3.10) with t > t,

[ g = s = e = i [ av i),

to

=$wmnﬂwm»w/wmmwwm (321)

to
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This type of equation can be solved iteratively, i.e. substituting the above
form for |1(¢)); to the right-hand side of the equation repeatedly:

B(0))r = ko)) — i / ' Hy (1) [wto»z T (i) / dt”Hz(t”)lw(t”)h]

to

— [1+ (—i) / t dt’HI(t’)} U (t0)) 1 (3.22)

to

(i / a1/ Hy (1) / A" H (") [ (7))

0

_ [1+(_i) /t:dtlH](tl)—f—(—i)2/t:dt1H[(t1)/t:1 dtQHI(tQ)] [ (to)) 1

where t > t; >ty > .... Continuing the iteration, we can write |¢)(t)); as
an infinite Dyson'’s series,

[p(t)r = Ut to) | (to))s (3.23)

0 t t1 tn—1
Ut t) =1+ 3 (—i)" / dt, / dty - / dt Hy () - Hy (L)
n—1 to to to

where t > t; >ty > --- > t,,. The time ordering is here most essential and
we must keep H(t;)s in the correct order as Hy(t;)s at different times do
not generally commute. By using the definition of the time-ordered product,
we can write the series in a shorter form: The nth term of the series is of

the form,

(—i)"T, = /t L, /t ity / At H (h) - Hi()  (3.24)

th
to

t t1 -1
:/ dtl/ dt2~--/ dt, T {H (1) - Hy () |
to to

ln
to
where we didn't yet do anything. By extending all the integrals from t; to ¢

we get another integral,
t t t
(—=i)"S, = / dtl/ dty - - / dt, T{H(t1)---Hi(t,)} . (3.25)
to to to

34



There are n integration variables in this integral so we can split the integration

domain into separate parts,

Ay
V
o
Vv
1V

There are clearly n! separate regions like this (e.g. 3! = 6 as above), as n
objects can be ordered in n! different ways. Because of the time ordering
in the integrand, T {H/(t1)--- H;(t,)}, all the integration domains give
the same result. For example, in the n = 3 case the domain t3 > to > t;
reduces to the part t; > to > t3:

' ts t
/ dtg/ dtg/ dty T {H(t1)Hy(ta)H(t3)} (3.26)
to to to
t ts t
/ dts / it / 0ty T {H, (ts) Hy (1) (1)}
to to to

t t s
:/ dt1/ dtg/ dtsT {H(t1)H(t2)H(t3)}
to to to
where, in the last step, we just renamed the integration variables. Thus,
Sy =nlU,, (3.27)

and the original time-evolution operator can be written in a shorter form,



Utte) =3 S | an | by [ T (i) - i)}

n=0 ’

o7 {exp [—i /t t dt’HI(t’)] } | (3.28)

Now back to the 2-point function (3.12). From Egs. (3.17) and (3.18) we

get a relation between the Heisenberg- and interaction-picture operators,

o(z) = U'(t)pr(x)U () (3.29)

U(t) = e'HotemHE (3.30)

By differentiating U(t) with respect to time, we find an evolution equation,

0

iaﬁ(t) = !l ([ — Hy) e ! (3.31)
— e’L'H()t Hlnt e—ZH()teZHote—’LHt

= H()U(1),
where Hy(t) is Hiy in the interaction picture,
. . A
Hi(t) = et Hyy emHot = / dsxggﬁ. (3.32)

This differential equation is formally the same as what we had for the

interaction-picture states [¢)(t));. Thus, the solution is also the same,

U(t) =Ult, to)U(ty) . (3.33)
By using the definition (3.30) we get an explicit representation for U(t, ty),
Ult,to) = U)U (ty) = e'fote=iH{t=to) g=iHoto (3.34)

which is clearly unitary. Also, U(t) = U(t,0). From these we easily find

the following properties,

Ulty, ta)U (ta, t3) = Ul(ty, t3) (3.35)
Ul(ty,ts) = Ulta, ). (3.36)
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In the case of free theory, the requirement of positive-norm states implied the
existence of the vacuum |0). As already noted, the fields in the interaction
picture ¢y fulfill the Klein-Gordon equation so we can still write Hy in the
form Hy = [ d®p/(27)*Epal,ap, and Hyl0) = 0. Using this vacuum state
it is possible to “project out” the ground state |€2) of the interacting theory
by expanding e “*#T|0) in terms of the spectral representation of H,

e 1110y = e P " |n)(n|0) (3.37)

_ —onT‘Q><Q’O ZE"TZ‘TL n‘o
n#§)

where |n) are eigenstates of the full Hamiltonian including the interactions.
Thus,

6+iE0T —ZT E, Eo

\Q>:We“”|o> a0 Zm (n|0) . (3.38)

Since the energy of the ground state is the smallest, F,, — Ey > 0, the last
term vanishes in the limit 7" — oco(1 — i¢):

lim e TEE) = iy e T (E—Fo) (3.39)
T—oo(1—ie) T—o0
— lim e~ T(Ea—Fo) p~Te(En—Eo) _ 0,

T—o00

provided € > 0. Thus,

eJrz'EOT T eJrz'EOT T AT iHT
Q)= 1 —SHTI0) = THT Qi T =il T ()
0= oo 0= e ¢ e
eHiBT , etiboT _
= lim —HT T 0) = lim U'(=T)[0)

T—o0(1—ie) <Q|O> _T—>oo(1—7?e) <Q|0>

0.~y (3.40)

e
= lim

T—o0(1—i¢) <Q|O>

where we used Hy|0) = 0. In the same way,

+iE,T

(Q = lim

S oy IV 0) (3.41)
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We can now finally have an expression for the interacting-theory 2-point
function:
o HiET o+iEgT

@loa)o)I) = m T (342

(O|U(T, 0) [U (0, 0)¢1(2)U(0,0)] [UT (5", 0)¢r()U (", 0)] U(0, =T)[0)

The corresponding result without the field operators is clearly,

12 EyT

1 =(QIQ) = lim

T—00(1—ie) |<O|Q> ‘2 <0|U(T’ O)U(O’ _T)|0> ) (3'43)

(Qo(z)o(y)[Q2) = (3.44)
L OUE) @) UG bV =T
T—00(1—ie) (0|U(T, =T)|0) '

If 29 > 4° this also corresponds to the time-ordered expectation value
QT {p(x)p(y)}|2). Note that the terms in the numerator are also in
this time order. By staring this for awhile, we realize that it can be written

formally as:

QT {p(x)9(y)} ) = (3.45)

O {or@ér)exp |~ [ dtHi®)] } 0
T—00(1-ie) (0|T {exp [—7; I dtH](t)} } 10) '

This formula is the basis of the whole perturbation theory. Everything inside
the time-ordered product has been expressed in terms of the interaction-
picture operators ¢; which behave exactly as the free-theory operators.
Furthermore, |0) is the free-theory vacuum. By writing the exponential as a
Taylor series we get terms which go in powers of the coupling constant A

forming a perturbative series.
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3.3 Wick’s theorem [Peskin 4.3]

By expanding the exponential (3.45) we get piles of time-ordered n-point

functions,
OT [pr(x1)0r(22) - - - P1(0)] |0) . (3.46)

Since ¢ behaves like a free field, we know how to compute these: simply
substitute the expansion (1.107) and use the properties of creation and

annihilation operators. The Wick's theorem simplifies this process.

Let us split the field operator in the interaction picture into two parts,

o) = [ i 5 lave ™ +afe] = 67(@) + 07 (a) (347)
+ — d3p 1 —ip-x

o7 (z) = / (2%)31 / 2Epape (3.48)

o7 () = / (;:;31 / QEPaI)eip-z. (3.49)

With this definition,

¢1 ()[0) =0, (0l¢; (x) =0. (3.50)

Let us now consider the product T [¢7(x)¢;(y)], and set first 20 > 40,
Then

T o1(x)¢1(y)] = ¢1(x)91(y) (3.51)
=7 (2)¢7 (v) + o1 (2)7 (y) + &7 ()67 (y) + 67 ()97 (y) -
Writing now 7 (2)¢; (y) = (] (), &7 (y)] + &7 (y)¢] (x), this becomes
T [¢1(2)¢1(y)] = ¢r(x)¢r(y) = [¢1 (x), ¢ (y)] (3.52)
+o7 (2)¢7 (v) + o1 (2)7 (v) + &7 (Vo7 (2) + 67 (2) 97 (y)-
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All the terms in the last line are now organized such that the creation
operators are on the left and annihilation operators on the right. A product
like this is said to be in normal order. We will denote the normal-ordered

product by an N-operator, so with this notation

Tor(@)or(y)] = ¢r(x)pr(y) = (¢ (), &1 (9)] + N [1(x)r(y)] -

In the opposite time order y* > 29,

T(¢r(x)o1(y)] = ¢r(y)ér(x) = (6 (), b7 (x)] (3.53)
+ 07 ()0 (x) + 67 (W)¢; () + &7 ()] (y) + &1 ()¢] ()
=[¢; (1), &1 (@)] + &7 (2)¢1 (y) + &7 (2)o; () + ¢ (V)¢ () + ¢ ()7 (y)

=[¢; (). &7 (@)] + N [¢r(z)r(y)] -

In the third line we used [ap, ax] = [al,, a;r(] = 0. Combining the two time

ordermgs, we get in total

1
T'[¢r(x)pr(y)] = N [¢1(x)1(y)] +é1(x)1(y) (3.54)

where we have used the contraction notation:

1 { (07 (2), 67 ()], if 2° > 3°
(3.55)

or(x)pr(y) =
(67 (y), o7 (x)], if y° > 20

By comparing to the results of Sect. 1.5.2 we easily see that this contraction

is nothing else than the Feynman propagator,

1
¢1(x)¢r(y) = Dr (z —y) . (3.56)
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To get convinced about how this generalizes to n-point functions we will
still consider the 4-point function T' [¢7(x1)dr(xe)dr(x3)dr(x4)] explicitly.
To speed up the notation we write this as T' [¢p1do¢3¢4]. Let's first suppose

2y, 29 > 23, 29, Then,

1 1
T [p1¢20304] =T [p12] T [p304] = [N(¢1¢2) + @192 | | N(P3d4) + P34

[ 1 ri
= N(¢1¢2) N(¢304) + N(p102) ¢3¢4 + N(¢304) D102 + 1020304 .

Let's open N (¢1¢2) N(¢3¢4):

N(¢1¢2) N(¢304) = (3.57)
(6765 + 010y + 0201 + S 03] [S504 + b3 65 + Sy by + b3 64
= G1 Gy 5 0L + D1 Gy b3 Oy + DL Dy by Py + by Gy by DL+

OF 03 03 01 + OF 03 03 Oy + 61 63 65 63 + ¢ by b3 Py +

Gy 1 O3 Of + dy O] G5 b5 + Gy 1 s D3 + P31 P35 by +

O1 G303 61 + 61 93 b3 65 + G193 Py b5 + b1 b3 D3 D

Now 7 of the terms are automatically in normal order, but the 9 terms with
colored background are not yet normally ordered. With some effort, we can

rewrite the above stack of terms as

N(d12) N(¢301) = N(d12304) + (61, 85 ][63 . d1] + (61 ¢1][03 , ¥3]
+ [fy, O3 IN (P104) + [@5, 04 IN(P1603) ,
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so the time-ordered product reads (2, 29 > 29, 29),

[ 1 ri
T [p1¢20304]) = N(¢192) ¢3¢4 + N(P304) Q12 + P1P2P304 + N (d1020304)

+ (o7, ¢3](05 . ¢4 ] + (01, 04103, 03]
+ (01, O3 IN (p2004) + [¢7, 04 N (d2¢03) (3.59)
+ [0, 05 IN(9104) + [05, &4 IN (0103) -

In the opposite time ordering z9, 7 > Y, 1)

1 1 ri
T [p1¢2¢304] = N(d304) ¢1¢2 + N(P102) 0304 + P304P102 + N(P3040102)

+ (03, 01 (01, 02| + (03, P2 1[04, @1 ]
+ (05, 011N (¢ab2) + (&7, &5 IN (dah1) (3.60)
+ (1, @7 |N(d392) + (o7, D3 | N (d361) -

By using the definition of the contraction (3.55), we can again combine

the two different time orderings to a single expression (29,29 > 29, 2} or

0 ,.0 0 ,.0
553,334 > 371,332)

1 i 1 ri 1 ri
T [p1020304] = N(D1020304) + P1d20304 + P1d30204 + P11P2P3

1 1
+ N(p162) ¢3¢4 + N(p3P4) P12 + P13N (Pp24)

1 1 1
+ 104N (P203) + P23 N (P104) + P24 N (P163) -

11 1
= N(G12304) + Y Gt + Y N(¢i;)dnbe,
perm. perm.
where Zpem_ denotes a sum over different permutations. The other pair-wize
time orderings can be obtained from the above expression by interchanging
the indices, but the result is trivially the same since the order of fields inside
the normal-ordered products or in contractions is immaterial. Thus, the

above result is the final one.
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Having now explicitly checked how the normal ordering works, we can just

declare the general result known as the Wick's theorem:

Tlpr-¢u] = N(dr---dn) + Zmzz (ig -+ &4,

perm.

1 I
+ ) 66000 N (¢ - &i,)

perm.
(3.61)
M —
+ Z Gi @iy * -+ Gi 1P,
perm.
If n is odd, the last line is of the form,
1 | |
Z Gi, Biy -+ Pi, o Pi N (i) (3.62)

perm.

The power of the Wick's theorem is that for normal-ordered products,

(OIN(¢r(x)¢1(y) ---)|0) = 0. (3.63)

It follows that for vacuum-expectation values

1
(OIT [¢1(1)pr(x2) - . - b1 ()] 0) O\Z%%- < i, $i,10)

perm.

=Y Dp(i, — x3,) - Dplxi,_, —3,) (3.64)

so only terms that have been fully contracted give a non-zero contribu-
tions (~ free theory propagators). By definition, we can also express the

contractions as

. ol [l
(OT [91020304] |0) = P1P20304 + 1020304 + P1P2d3¢4, (3.65)
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which is the same thing as if the contracted fields were always next to each
other. With this notation it is easier to visually keep track of the different
possible contractions.

3.4 Feynman diagrams and symmetry factors
[Peskin 4.4]

The Feynman diagrams/graphs comprise a handy tool to visualize and classify
the above-defined contractions. We denote the propagator Dp(x —1y) simply
as a line between the points = and y:

Dp(x —y) =

The order of x and y is immaterial since Dp(z —y) = Dp(y — x). We can
thus represent the 4-point function in Eq. (3.65) as

<O|T [¢1¢2¢3¢4] ‘0> -

X3 X4 X3 X4 X3 X4

= DF(xl — xg)DF(xg — .T4) + DF(.ZCl — xg)DF(J,'Q — x4)
+ Dp(x1 — 24)Dp(22 — 3)

The same space-time point can (and usually will) appear several times.
For example, upon expanding the exponential in the 2-point function in
Eq. (3.45), the first term is of the form,

_4—?\ d*z(0|T [or(x) 1(y) dr(2) d1(2) b1(2) dr(2)] |0) (3.66)

This produces in total 15 different fully contracted terms:
e First can contract ¢;(z) to 5 different places
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e From the remaining 4, one can be contracted to 3 different places

e The remaining 2 should be contracted to each other

— In total 5 x 3 = 15 terms, but only 2 are different:

N 1l [T rmld

(4) PPy | 9:0:0:0. + 0:0:0:0. + ¢:0:0.0:,
First 4 way x — 2 finally this
1 1
(12) Op Oy G2 G2 G2 ¢ (3.67)
|

Then 3 ways y — =

There are 3 terms of type (i) and 4 x 3 = 12 terms of type (7). In total 15.

—i)
2 a0IT (6,0, 0-6.6.0.]10)

= _4—1)\ X 3 X Dp(x — y)/d4zDF(z —2)Dp(z — 2)

+ _4—2')\ X 12 X /d4zDF(x — 2)Dp(y — 2) Dp(z — 2)

Diagrammatically we would represent this as
—i\
The point in which the propagator lines meet (z above) is called a vertex.

As we saw, different diagrams come with a weight factor,

1 /1\"
weight = — <@) X (combinatorical factor). (3.69)

n!
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Here, the factor n comes from the Taylor expansion of the exponential,
which in the above example was n = 1. The combinatorical factors were 3
and 12 for the above diagrams. The weight can also be expressed in terms

of a symmetry factor,

1
symmetry factor

weight = (3.70)

In the example above, the symmetry factor was (%)71 = 8 for the diagram
(i) and (%)_1 = 2 for the diagram (ii).

The Feynman rules are instructions how to obtain the mathematical
expression from a given diagram. On the basis of the above example, we

can write down the Feynman rules in the position space:

X y
1. Lines —_— = DF(I - y)

2. Vertices >< = —i\ [ d*z

3. Compute the weight factor

Physically, we may interpret the “lines’ as probability densities for the par-
ticles to move from one space-time point to another, and the vertices as
propability densities for interactions. The vertices can be anywhere in the
space time — we always integrate over their positions. This should not be

taken too literally, however.

We can also express the Feynman rules in the momentum space. Let us

consider the following diagram:
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Based on the position-space Feynman rules this corresponds to
ol
(—iN)? 5 / d*z1d* 2 Dp(x — 21) [Dp(21 — 2))° Dp(z —y). (3.71)

Let us now substitute the integral representation of the propagator,

4 .
Dp(z—y) = [ L2 — ) (3.72)
E Y (2m)4p? — m? + i€ ’ '

—

d ' .
(—i))? / dizd 2 / ( b —— G (3.73)

2m)4 p? — m? + e
4 . 4 .
H/ i ) L eiki(aem) | / i : _ e~ (227y)
2m)4 K} —m? + e (2m)4p? — m? + ie
d4 d4 / ;
— (=i / H / 5 / . T
(2m)4 p? — m2 +ie |- 27) ;i k: m2 + i€ (2m)4 p'2 — m? + ie

) R oy -
X e~ [/ d421€zzl (p—k1—ko kig)] |:/ d4z2ezz2( p+k1+k2+k3):| Py

\ . 7\

(27‘()45(4) (p—]ﬁ —kg—kg) (27‘()45(4) (—p’+k1+k2+k3)

We see that for each line there is the momentum-space propagator and the
two 0 functions force the momentum conservation in the vertices z; and 2s.

We can thus deduce the Feynman rules in the momentum space:
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: P i
X — ¥y —
1. Each line =2t

2. Each vertex >< = —I\
x P

3. External leg = eipm
4. Choose 4-momenta such that the momentum is conserved in vertices

4
5. Integrate over undetermined momenta with weight f —(;lﬂ_l))zl

6. Compute the weight factor

3.4.1 Disconnected diagrams

We call unattached or disconnected such diagrams that consist of parts
that are not attached to each other by any line. We already encountered
this case:

the full diagram

two disconnected parts

which had an expression

Dp(z —y) x [_4—? X 3/d4zDF(z — 2)Dp(z—2)] ,

where the term in square brackets corresponds to the latter diagram. We
see from here that the contributions of unattached diagrams factor into

separate multiplicative parts. They can thus be computed separately. The
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opposite to a disconnected diagram is a connected diagram in which all
parts are attached to each other. When computing the 2-point expectation

value,

oI {ertoyontuyexp |~i | T wo)| boy 7

the factorizable part that contains ¢, contains also ¢,:

We can list all the unattached diagrams and name them:
8 ) % ) @ ’ % ' @
o K )\z ):L » Xs

V1 Vz VS

By definition, V; is here also the value of the diagram. For example,

P mim 1l [l

Vi - T d4Z ¢z¢z¢z¢z + ¢z¢z¢z¢z + ¢z¢z¢z¢27

In general, we can write the value of an arbitrary diagram as

[value of the connected part] x [weight] x H (Vo))" ., (3.75)

where n; the number of Vs in the diagram. The factor |weight] is again

combinatorical. Let us consider a term of the nth order,

oo, (5 [atact ) (5 [a=et)| 0 @760)
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It contains, for example, a contraction like this:

| I I I N e I 1 1
¢x qbly ¢zl¢zl¢zl¢zl ¢22¢|22sz2¢22 ¢23¢23¢23¢23 e ¢Zn¢z7,,¢zn¢zn,

There are, however, other contractions that give the same result, e.g. one
in which we contract ¢, to ¢., and ¢, to ¢.,. When the order of the
term is n, there are n! ways to order the fields. These all lead to the same
result and cancel the factor 1/n! from the Taylor expansion. However, all
permutations do not give new terms. For example, interchanging z3 and z,
does not yield new terms whereas interchanging 21 and z5 does. In general,
if a self-connected term V; appears n; times in the diagram, by permutating
all indices would overcount the number of terms by a factor of n;!. By this

reasoning,

[weight] = % [H?l%':| = Hilni! : (3.77)

In our example with n = 4 we would first have 4 combos (of 4 fields) to

choose where to contract ¢,, and after that 3 combos (of 4 fields) where
to contract ¢,. The rest of the remaining two combos are contracted to
themselves. From this we get, [weight] = (4 x 3)/4! = 1/2 which agrees

with the above general result. The value of a specific diagram thus reads,

1 _
[value of the connected piece| x H — (Vi)™ . (3.78)

Let's now suppose that the term V; appears in the nth order expansion term

just once. This graph thus comes with a weight,

[rest of the diagram] x %(V})l : (3.79)
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If the order of V; in coupling is k (that is, V; ~ )\k), in the order n + k there
is a term which is otherwize identical with the previous one, but contains V;

twice. This contribution comes with a weight,
1
[rest of the diagram]| x o (Vi)? . (3.80)

When we sum over all such terms we see that the contribution of V;

exponentiates,
[rest of the diagram] x . (3.81)

All combinations of unattached graphs is naturally a product of the form,

in which each part exponentiates as above. Thus,
T
o {er@ortes |~ [ amo|flo e
-T
= Z (connected), x HeVi
k i

= Z (connected), x exp [Z eVi] .
k

i
We call this as the exponentiation of the “vacuum bubbles’”. Without

the external fields ¢;(x) and ¢;(y) the expectation value is obviously,

<0\T{exp {—z /_ idtH](t)]}|O> — exp [ZeV] .

7

By putting these results together, Eq. (3.45) simplifies to the form,
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QT {o(z)o(y)} ) (3.83)

o {e@enw ew [ ) ano)] } 10
Toxlii (0T {exp |—i [T deH ()] } [0)

Y. (connected),, x exp [}, e"]

exp [, €]

= Z (connected), .
k

_ x@Xz

In other words, the contribution of the vacuum bubbles disappears

when computing the ground-state expectation values of the
interacting theory. This generalizes directly to the correlation functions
with more than two external legs. The difference with the 2-point function
is, however, that the part containing the external legs is not necessarily fully
connected but it can contain several disconnected pieces. For example, the

4-point function contains two classes of contributions:

X, X,
X; X;
) = : :
+

\/

QT

H ¢(;)

7::

X,

Later on, we will see that only the fully connected piece will contribute to

the scattering matrix elements.



3.5 Cross section [Peskin 4.5]

By the term “cross section” we essentially mean the probability of a specific
process to take place in a scattering of two particles. Let us consider a

collision of two bunches of particles with relative speed v:

I I
Iy I

We will consider the density of particles within the bunches, p, and pp, to
be constants. We denote the lenghts of the bunches by ¢, and ¢;,. The more
there are particles that have a chance to collide the higher is the probability
to observe a specific particle in the final state. The cross section should be
independent of such experimental conditions and we therefore define the

cross section o by,

number of specific final-state particles
Pala pply A '
The denominator reflects the amount of colliding matter and it

(3.84)

o

can also be expressed as
N, X N,
A
in which N, = p,0,A and N, = pplp A denote the particles within the

overlapping area A, and n,; are the particle densities per area. We can

= Na X Ny = Nb X Ng , (385)

call the denominator as luminosity (per bunch crossing) £, and it has the
dimension of [length| 2. Usually we are mostly interested in the momentum
or angular distributions of some final-state particles. In this case we talk

about differential cross section,
do N(pieApi,...,pneApn)l

= 1l '
Bp; - - - dB3p, A;lnrgo (Ap:i---Apy,) L

in which N (p; € Ap;,...,pPn € Apy,) is the number of particles whose

(3.86)

momenta are within Ap;--- Ap,. In reality, the “bins’ Ap; are, of course,

of finite size and the truly differential cross section is a theoretical limit.

3-23



3.5.1 Scattering matrix

We will describe the initial- and final-state particles of a scattering process

with wave packets,

Pk 1
)= [ o, (357)

in which |k)s are 1-particle states of the interacting theory (momentum
eigenstates). In a real scattering experiment, particularly the initial-state
particles are well separated and localizable before the collision so a wave-
packet treatment should simulate well the experimental conditions. At this
moment we don't know much about the states of the interacting theory but

we will choose to normalize them as in the free theory,
(K'|k) = 2Ey (21)*6G) (k — K') . (3.88)
Then (¢|¢) = 1, if the wave-packet functions have been normalized as
>k
[ Gtetil =1, (3.89)

We will suppose that the functions ¢(k) are concentrated around some

initial- and final-state momenta. Let us first consider the initial state of one

a and one b particle.

D

We choose the coordinate system such that the particle a is on the z axis.

As in the figure, the particle b is not necessarily on the same line but can be
shifted in the transverse plane by amount given by the impact parameter
b. In some distant moment before the collision the particles are also well
separated in the z direction, e.g. 1:2 = —xg’ = zp. We can write a state

vector fulfilling these requirements as,

[Gagp) =’ / Dks / Bl e ko etini—hy)
ATE (2m)3 ) (2m)3 WELES

d(ka)d(kp) kakp)in -
(3.90)
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In principle, this represents two approaching wave packets but the states are
in the Heisenberg picture so the time dependence is not explicit here. The
initial state will look like this at some time T < 0 before the collision. We
use the notation |kskp)i, to remind us that only at the limit 7' < 0 the
incoming particles can be considered as 1-particle states. At later times they
will certainly not be 1-particle states if some collision takes place. Similarly,

we write the final state as a wave packet,

f) T2 [H / Thi e 72 (kn] Koo ko (391)

We will consider that the initial and final states are of this form at some

distant past/future.

The differential transition probability from state |p4¢p) to state |f,) is
defined as

dP(AB — f,) = [H ] (fuldadn)|” . (3.92)

To see that this makes sense, let's compute the total probability for the

initial state to become whatever where ever:

3
P=S" L [Tl | ((faloaon) P (3.9

B 00 i i ; ‘d3pf,;_ d3]€d3k?/ —ix;-(k; k) o
N z:: n! / Ed Yy [H/ INGTNETAA Y
X <¢B¢A‘kl Tt kn>0ut 0ut<k/n t k/1‘¢A¢B>

Zm/[ dpf”H dk;E )]

X <¢B¢A‘k1 tt >0ut 0ut< k1‘¢A¢B>

We will consider that |¢(k;)|? are reasonably concetrated around definite

final-state momenta py, — as a limiting case |¢(k;)|> — (27)26®) (pr, — py.)
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— so that we can replace k; — py, in all other places than ¢(k;). Then,

oo 1 n
= (6504l [2;; / (Hl 7 32% )|p1--- whoutont(Pn- < P1 | |6405)

= (¢pgaldadp) =1, (3.94)

where we used the completeness relation (1.89), and suppose that the nor-
malization has been chosen as in the free-field case. Thus the probability to

find the initial state at some state after the collision is unity. Makes sense.

When we write the inner products (f,|¢a¢p) by substituting Egs. (3.90)
and (3.91) we end up with inner products of the form,

out <k1 T kn‘kAkB>in . (395)

Since the “in" and “out” states have been defined at different reference times
(far past, far future) their overlap is non trivial. Nevertheless they belong to

the same space of state vectors so there should be an operator S such that,
‘kAkB>OUt = ST|kAkB>in- (396)

By using this in Eq. (3.94) above and requiring that we still get P = 1
indicates that the S operator should be unitary. Thus,

out<k1 T kn‘kAkB>in = out<k1 T kn‘S‘kAkB>0ut (397)

In this expression, the states have been defined at the same reference time
and we can forget about the "out” tag. The unitary .S operator is called the
scattering matrix, or just shortly S matrix. It will be useful to split it
into two pieces,

S=1+:T. (3.98)

The unit operator represents the case that nothing happens in the scattering
(no scattering at all) and the actual interactions are contained in the T'
operator. We define the invariant matrix element M as,

<k1---kn|iT|kAkB> ( ) (5( (kA+kBZk> Z/\/l k‘A,kB—>k’f)
(3.99)
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We have here separated an overall momentum-conserving ¢ function as it

will turn out that (ky - - - k,,[¢T |k akp) is always proportional to this object.

The (differential) number of observations is obtained by folding the proba-
bilities in single collisions dP with the densities of the particle bunches and

integrating over the positions of the final state particles,

dN = /dzxa na(xa)/d2Xb nb(Xb)/ (ﬁ dg%‘) dP(b,x;),

where the impact parameter is now b = x, — x;. In the simplest case the
particle densities n, and n; are constants within the overlapping area A, so

they can be taken outside the integrals. In this case,

dN = Nyn, / d*b / <Hd3xi> dP(b,x;), (3.100)
=1

. dN
2 30 P ) = — 101
/d b/ <Z|1| d xz> dP(b,x;) N do (3.101)

according to Eq. (3.84). By combining the formulae of the previous couple

or

of pages we have the following expression for the differential cross section:

do = / d*b <H / d3xZ> i [ %l (3.102)
11/ ool T oo

Bhy [ Bhp e Pksetintki—kh)
/ (27T)3/ (2m)*  2VE,Ep

PRy [ Py D
[ | KA

(2m)* 6@ (kA +hp— ) k) iM (ka, kg — ky)

¢(ka)o(kp)

(2m)* 6@ <kf4 +hp— > k) iM (K, kg — k)
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This can be simplified by first noting that
(H / d3xi> e Pla k) =TT [(2@35@) (k; — k’i)} (3.103)
/ d*be P ke=Ks) — (97)25) (k, p — K| ) (3.104)

By using these § functions we are able to do the d3k’ and d’k’ | p integrals.
In addition, we can perform the d?k’, 4 integral by using the lowermost §
function in Eq. (3.102). What remains is,

o= |11 [ dgpf] [H | 5 AR ¢*<ki>] (3.105)

dSk;A / dng e+zzo(kA kB) e—izo(k;i)’—le?’)
k * k/ * k/

(2m)* 6@ (k:A +kp— ) k> iM (ka, kg — kp) (=) M* (K, Ky — ky)

/dk’Adk B§<EA+EB ZE> ( LAt KB Zk)

where now k' 4 = k4 and k', 5 = k| 5. The last integral can be done

(Ex.),
/dk’Adk: OBy + B — ZE Koo+ k. p ka =

[va —VB\

where |v4—vg| = vy is the relative speed between the initial-state particles.
Our expression for the cross section thus simplifies to

o= |1 [ dpfl] [H/ ot >2] (3.106)
A3k d3k 1 ) )
| 55 | e o otks)

(2m)" 64 (kA+kBZk>M (ka, kg — kp) 2.
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Considering again that |¢(k;)|* are concentrated around py and that
|é(k4)|? and ¢(kp)|? are peaked around p4 and pp, we have

do = — 1 [ dpf] [
n! -
A3k 3k 1
/(277;3/(QW;B?’4EpAEpA”Uab‘gb(kA)lZ‘(/b(kB)P

(2m)* 6 (pA +pB — pr,-) M (pa,ps = py,) I”

d k: 1
ST (k)| ] (3.107)

1 1
4EpAEvaab n!

(3.108)

H d’py,
L5,

i=1

x (27m)* 6 <PA +pp — Zm) M (pa,ps — py,)

1

We have thus derived the following result for the differential cross section:

1dl,
Fn

do(pa,PB = Dis- -+ Pn) = - [M(pa,pz = pi) 2 (3.109)

F =4E,, Ey,va

H 271' 32E

zzl

(2m)* 6 (pA +pp — Zm)

The factor 1/n! is inherited from the completeness of Klein-Gordon states.
More generally, if there are n identical particles in the final state,
the cross section has to be divided by n! (or alternatively the phase
space limited). When the initial-state particles are collinear, v4||vp, the

flux factor F' = 4E,, E},,vq, can be written in a Lorentz-invariant form
(Ex.),

AE,  EppVap = 4\/(pa - pp)? —m2m? . (3.110)
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If there are only two final-state particles, the phase-space element can be

expressed in the center-of-mass frame as (Ex.),

’pl cm‘
I'y= [ dQ ’ 3.111
2 / 1672y/s ( )

Q =dpsindf = dodcos b,

where /s is the center-of-mass energy s = (pa + pg)?, and the angular
variables 6 and ¢ refer to either of the final-state particles in some fixed
frame of reference. If the masses of all particles are identical, ma = mg =

my1 = ms, we get a particularly simple result (Ex.):

Identical final-state particles:

do\ 1M, 9)] + IM(r — 0,7+ ¢)|
(d_Q) - =5 A2 : (3.112)
Non-identical final-state particles:
do M0, 8)|*
— = 11
(dQ)Cm 6472s (3.113)

3.5.2 Relation of the S matrix and the ground-state expecta-

tion value

It turns out that there is a relation between the time-ordered ground-state

expextation values and the i7" part of the S matrix,

QT [p(x1) - - P(2n12)] ) & (ki -+ -k, |iT kakp)

To establish the exact relation is complicated by the fact that the 1-particle
states of the interacting theory that appear in the S matrix are not 1-particle

states in a sense that they would only contain this one single particle. In
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an interacting theory a particle is always surrounded by a cloud of virtual
particles. It will be somewhat easier to understand how the exact relation
comes about after first attaining some experince in how it works. The

relation is:

(3.114)

(ki -k |iT|kakp) = |/ Za/Zs [ [ V' Z:
L =1

—i / dtHI(x)}] ‘kAkB)I] connected

amputated

X {z(kr-kan{eXp

In the above formula the factors \/Z; are related to the virtual correction to
the 1-particle states, and the subscript I refers to the interaction picture.
We recall that the states in the interaction picture behave as the free-theory

states so, for example,

kaks) = |V2Bal, | [V2Bigal, | l0).  (3115)

The word connected refers to — as earlier — to the fact that all the parts
of the diagram should be attached to each other. The term amputated
means that diagrams from which we get acceptable connected diagrams by

“cutting” or "amputating” single external lines, are not taken into account:

Q > ) )

amputation
_

>
N

So the left-hand diagram would not do. The contributions from the external
lines that we "amputate away" are later on accounted for in the v/ Z; factors.
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Example 1:

Let us first consider an elastic 2 — 2 process. In the lowest order in the
Taylor expansion we have, simply, ;(kiks|kkp);. This is easy to evaluate
using the commutation relations [ap, al] = (27)%6®) (k — p):

I<k1k2 ‘kAkB>I = \/QEkA \/2EkB \/2Ek1 \/2Ek2 <O‘ak1ak2 CLLACLLB |0>

= (21)92Ey  2F, [5<3>(k2 ~ k)6 (k) — kp)

150 (I — ka)0® (ko — kB)] (3.116)

Diagrammatically this corresponds to

kA k1
A > T 1 1
+
kg k,
B > > 2 2

The external lines refer to the initial- and final-state particles. This contri-
bution corresponds to the "1" in the S matrix S = 1 + 4T so it's not very

interesting. Nor are the diagrams connected so these are not considered in
Eq. (3.114).

Example 2:

The first non-trivial term obtained when expanding the time-ordered expo-

nential is
—\

TﬂklkﬂT [/ d4$¢l}($)] kakp)r . (3.117)

According to the Wick's theorem,

1 171
T [ / d4x¢‘}(x)] = N(¢}) + 3N (62) ¢putor + 3 ¢rrputpr  (3.118)
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In the case of vacuum expectation value the term N(¢21) gave zero. We

will now open N(¢2) — it contains 16 terms:
N(6) = 16,0, 0,0, +46,6,6,¢; +60,0,6]¢;  (3119)
+40, 0,0, 0; + 107070707

Let's see what happens when ¢ hits |kskp);:

dp |1 Civa
¢;—‘kAkB>I: \/QEkA\/QEkB/(27T)3 2Ep€ P apa;rma;r(g‘m

— e ATk p) ek ) (3.120)

In the contraction language, this would be:

I_I k p k e
¢JﬂkAkB>[ + ¢;r|kAkB>] =e ' A'”E‘k3>] + et B'“L‘kA>[.

If ¢ hits this again then
orof kakp)r = e " ot kp) 4+ e PTG  ka) (3.121)
— 2€—i(kA+kB)~$U|O> :

or in the contraction sense,

Ot o [kakp)r + oF o) [kakp)r = 2¢ " Fathe)w| ) (3.122)

A third ¢ would then give zero. The same thing happens when ¢_:n

operates on the left:
Hkiko|oy = r(ky|e™™ 27 4 [(ky|e T (3.123)
1{kiko|¢, ¢, = 2(0]etitkith)e (3.124)

We see that when computing the expectation value of N(¢2), in Eq. (3.119)

only the term 6 ¢, ¢, ¢ ¢+ gives something non-zero:

—iA —IA _
Tl<k1k2\N(¢i)\kAkB>I = 6—rikike|o, 6, ¢y 0y [kakp)r (3.125)
— 1A Filky+ha—ka—kp)x
= 6T X2X2Xe

— i\ €+i(k1+k2—kA—kB)'$ .

3-33



We can thus "contract” the fields to the external states,

i) o Ml

+ 23 other permutations

with each contraction to the right giving a factor e=***: and each contraction
to the left giving a factor e™™*i. The contracted field does not have to be
next to the state (similarly as in the case of Wick's theorem two contracted
fields didn't have to be next to each other). The [ d*z integral turns the
exponential into a d-function so that

—IA .
/d4xTI<k1k2|N(¢i)\kAkB>I = —iX (2m)"6W (ky + kg — ka — ki) .
(3.127)

This contribution corresponds to a diagram,

N,

which is connected so it will be consider when computing the S matrix. By
definition,

A

(ky -+ -k |iT|kqkp) = (27T)4 5@ (/@4 +kp — Zkl) iM (ka, kp — ky) ,

(3.128)

so the matrix-element M corresponding to the above diagram is simply —A\.

The remaining term is Eq. (3.118) are handled similarly. The non-zero
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1
contributions of the term 3N (¢2) ¢, ¢, are

—i\ 1 1 [ | 1

Tf<k1k2‘3N(¢§:)¢x¢x|kAkB>I = 3¢x¢xT2 r{kiko| 20, kakp) s

171 11 | | | | |
+ r(kika |0, kakp)r + r(kika|o, 0. kakp)r + r(kiko|o,0.kakp)r

They correspond to the diagrams,

O ., :

of which none is connected so they get thrown away. We still have the case,
101

3 ¢p 0.0, Which corresponds to an expression

10T ;)
Diagrammatically,
I kA k1 ]

so it contains a vacuumb bubble and is not connected — to the trash bin it

goes. All in all, only one diagram survives at this order of coupling constant
A, and
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M (ka kg = ki, k) = =X+ O(\?) (3.130)

do A2
— | — = ). 131
(dQ)CM 647T2s+0( ) (3.131)

The cross section is isotropical so it does not have any angular dependence.

Thus, the angular integration in total cross section gives just a factor of 4,
1 do do A2
otal = = [ dQ | —= =27 | —= = : 3.132
7 total 2!/ <dQ)CM " (dQ)CM 3275 (3.132)

Note that the total cross section is not [ d€Q (do/dS2)qy, since we have

two identical particels in the final state! It is better to call the quantity

[dQ (do /dQ)cy as an integrated cross section.
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Feynman rules for S matrix in position space:

In summary, the contribution of a given diagram to the S matrix
(ky - K, |[iT |k k) = (2m)" 6@ (k;A +hkp—»_ k) iM (ka, kp — ky)

is found by the following Feynman rules:

1. Each line X Y = Dp(z —y)

2. Each vertex >< = i/\fd4z
p

z - .
3. External legs % — etz

4. Compute the weight

Only fully connected and amputated diagrams should be considered.
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Feynman rules for S matrix in momentum space:

The contribution of a given diagram to the matrix element
IM (kﬁA, k‘B — kf) ,

is found by the following Feynman rules:

1
p2—m2+i6

2. Each vertex >< = —I\

3. External legs =»——— =1

1. Each line x 2y =

4. Choose the 4-momenta such that the momentum is conserved in vertices

4

5. Integrate over the undetermined momenta by f —<37T];4

6. Compute the weight factor

Only consider fully connected and amputated diagrams.

3.6 Feynman rules involving fermions

The formula (3.114) to compute the scattering matrix is completely general,
but the Feynman rules depend on the content of the Hamiltonian. For
fermionic fields the anticommutation relations cause some changes in how

the time-ordered product and normal-ordered product are defined.
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Feynman rules for S matrix in momentum space:

The contribution of a given diagram to the matrix element
M (kA, kB — kf) ,

is found by the following Feynman rules:

1
p2—m2+ie

2. Each vertex >< = —I\

3. External legs =»——— =1

1. Each line x £y =

4. Choose the 4-momenta such that the momentum is conserved in vertices

4
5. Integrate over the undetermined momenta by f —(;le;l

6. Compute the weight factor

Only consider fully connected and amputated diagrams.

3.6 Feynman rules involving fermions  [Peskin 4.7]

The formula (3.114) to compute the scattering matrix is completely general,
but the Feynman rules depend on the content of the Hamiltonian. For
fermionic fields the anticommutation relations cause some changes in how

the time-ordered product and normal-ordered product are defined.
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We already defined the time-ordered product in the case of two field operators,

— 77D04(:L.)E,B(y) ’ xO > yO
T [Ya(x)¥s(y)] =9 _ (3.133)
—Vs(Y)alz), y° > 2’

where a and 5 now refer to the spinor indices. This vacuum expectation

value corresponds to the Feynman propagator,
Sr(z —y) = (0T (2)y(y)[0)
= 0(z" — y") (O ()9 (y)[0) — O(y” — ) (0] (y)¥ () 0)
_ / d'p iy Lt m)

(2m)* p? —m?+ie

In general, the time-ordered product for fermionic fields is defined as follows:

When 29 > 29 > ... > )

n

T [(z1)db(@s) - - p(@n)] = (1) (@i (i) - - (@s,)  (3.134)

where N, is the number of anticommutations that is needed to bring the
fields into the correct time order. Here 1) = 1), 1) (either ones or mixed).

For example, if xg > xg > 51:(1), then

T (1) (w2)tp(23)] = (—1)*¢(23)1h(w2) ) (21) -
The normal-ordered product is equipped with a similar sign convention,
N [amapza;g} = (—1)2aL3ap1ap2 = (—1)3aL3ap2ap1 : (3.135)

It follows that
N [¢p(z1)9(x2) - - - p(xn)] = (1) N [0z, )p(mi,) - - - b(wi,)]  (3.136)

where N, is again the number of anticommutations required to bring the fields

from the order ¥ (x1)Y(x9) - - - (xy,) to the order ¥ (z; ) (xy,) - - - ¥ (z;,).

3-39



Let us split the Dirac quantum field

d> 1 . .
Y(z) = / (27:;3 2F, Z [ap,sus(p)e_’p'm +bL7SUS(p)e’p'x} , (3.137)

into two parts 1(z) = ¥ (z) + ¥~ () and P(z) = (z)+ ¢ (z), where

0@ = [ g Zawwde ™ @139)

— d3p 1 inx

_ d3 1 .
v = / (2753 2F, > by sts(p)e P

_ R 1 .
7 0= [ o 3y S b me

Using the definitions of time- and normal-ordered products it is easy to see
that (Ex.)

_ _ 1
T [d(2)y(y)] = N [¢¥(@)d(y)] +o(@)v(), (3.139)

where the contraction between two spinor field is

I { {#t@) % W}, >y (3.140)

= Sr(z —y),

so the contraction again corresponds to the Feynman propagator. In addition,

Ty(x)d(y)] = N [(x)p(y)] (3.141)
T [p(@)(y)] =N [d(@)e(y)] .
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so that

1 1
(@)(y) =¢(x)v(y) = 0. (3.142)

The Wick's theorem is almost identical as in the bosonic case:

-
Tl tul = N(whr-thn) + D> (=195, N, - - s,

perm.

1 Il
+ > (= 1) by s, iy, N (5 - ¥, )

perm.
(3.143)
1 1
+ Z (=)o, iy + - Wi Wi
perm.

where N, is again the number of anticommutatios required to bring the
fields from the order ¢ - - - 1, to the order in which they apperar in each
permutation.

3.6.1 The Yukawa theory

Historically, the Yukawa theory was used to model interactions between
pions and nucleons. In the Standard Model, the Higgs boson couples to
fermions via Yukawa coupling.

The Hamiltonian for the Yukawa theory is of the form,

H = HDiraC + HKleinfGordon +4g / d%@(:{:)@b(a:)gb(:z:) ) (3144)

where Hpirae and Hilein—Gordon are the free-field Hamiltonians of Dirac and

(real) Klein-Gordon particles. Let us consider a fermion-fermion scattering:

f(pv Sp) + f(k7 Sk) — f(plv Sp’) + f(kla Sk’) )
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where we have indicated the momenta and spins of initial- and final-state

fermions. As diagrams, the lowest-order graphs are:

p

~ /p’ P p
\'// /

We will draw the fermions as lines including the so-called particle arrow, and
the scalar particles as dashed lines. The values for these (and many other)

diagrams stem from the expression

(P’ 5p); (K, si) [iT'| (P, 5p); (K, 1)) (3.145)

= () (< 50| T K—z’g / d‘*xmmm) (—z‘g / d‘*yﬂywy%)]
(B, 5,): (1)

We use the Wick's theorem,

=
T [¢20y] = N [920y] + b2y (3.146)
T Wx%%%} =N [%%%%} + ... (3'147)

In the case of fermion fields, the rest of the term will not produce connected
diagrams so we don't need them. Also, in the case of scalar fields the
normally-ordered term yields zero (no external scalar particles now). The
relevant part thus shortens to

_92 44 [ / / —
T/d 2d*y ¢z 0y (D', 5p7); (K, s1) [N [0,80210,8, ] (P, 5p); (K, 1)) -
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To continue, we open the normal-ordered product:
N [Boay) = N [(8 +8, ) (5 +v7) (8, +9, ) (0 +0,)]
= U Ty Uy — U U Uy + U,
+ Py Uy Tt — Uy G, U — U,
Uy Oy, Oy by — U, Uy, + U U, U
0,y Uy — U, Gy U+ 0, 0,y
+ U Uy Oy U — Ty Wy + Oy B, U
+ U0, Yy
Looks like a big mess. Well, let's see what is ¢ (p, s,); (k, s1)):

(¥ )sl(P, sp); (K, s1)) )5/ 2Ep\/2Exal, , af . |0) (3.148)

d3/ »
:/ 2E Zaps us(p')] e vy, /2E, 2Ekapsaksk\0>

= [us,(9)] 57Nk, 1)) — [us, (K)] eV ](D, 5p))

With the contraction notation this would be,

[ .

()81(Py 5p); (K, 1)) = [us, (p)] €77 I (K, 58)) (3.149)
I I ,

()81(P, 5p); (K, 58)) = — [us, (K)] e |(P, 5)) (3.150)

i.e. if we "jump” over one fermion in the contraction, we get a minus sign.

Let's then hit this state with ¢
(U)o ()l (P, 5p); (K, 58)) = [us, (K], [us, (p)] ye™¥e™™|0)

= [us, ()], (s, (k)] e ]0).
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And the same in the contraction notation:

N I o
W)y )5l (P, 8p): (k, s1)) = [us, (K)], [us,(p)] e e |0)

(W )a(Wy)5l(P, 5p): (K, s1)) = = [us, (p)], (s, (k)] 5 e e77]0) .

Because this was a fermion state (no antifermions), E;ﬂ(p, sp); (k, sx)) = 0.

In the same way,
(9", )3 (&' 50)| (8 o (B ) = (O] [, (9], [ (R)] e

— <O| [ﬂsk/ (k/)} . [ﬂsp/ (p/)] 5 eip’-yeik’.x :

or,

| o
(' 5): (K 50| (0 )a (0, )5 = =01 [T (K1), [, (0], "

Note the signs which follow from our convention (2.108) for multi-particle
Dirac states. Now {(p’, sp); (K, si)|10,” = 0, because we have only fermions
in our final state. Thus, from the 16 terms in the normally ordered product,

only the term —E;E;d}ngf gives something non zero. Our scattering
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amplitude goes now into the form,

2

g 4 4 [ / / N\ (T + +
o1 | drdydudy (P sp); (K s0)[ (¥ )a(¥y )s (U7 )a(Wy)sl(Ps 5p); (6, s1))

2

9 4, 74 d4q —ig-(z—y) 1
== [ dzd — 1 ey
x y/ (Qﬂ)4e

¢? —m? + ie

(3.151)

[0, 0], [y ()] €07 — [, (K], [7, 9] 27

[l (B, [, ()] e — [, ()], D ()] 7]

2

_ 9 [ pedty [ L vty
=5 d:r:dy/(QW)4e

7

q* — mé + 1€

{_ [ﬂsk, (k,)usk (k)] [ﬂsp, (p/)usp (p)] eik"yeip’-xe—z'hye—ip.x
— [T, (1 )us, (p)] [Ty, (K )uis, ()] €7 Ve TePuemikr
+ [ﬂsk/ (k,)usp (p):| I:Esp, (p/)usk (k'):l eip/'yeik/'xe—ik‘ye—ip-l‘

[y ()10 (R)] [ (s ()] 4000

2 d4 .
:g—/d4xd4y/ q ZQ |
2! (2m)tq® — My + 1€

{_ [, (K )us, (K)] [T, (0 )us, (p)] €F 0w —pma)

- [ﬂsp/ (p')usp(p)} [ﬂsk/(k/)usk(k)] o (' —p+a)y iK' —k—q)-x
+ [ﬂsk/(k/)'llsp(p)} [ﬂsp, (p/)usk(k)] ol (V' =k+a)y ik —p—q)
+ [ﬂsp, (p’)usk(k‘)} [ﬂsk/(k/)usp(p)] ez’(k/_erq).yei(p,_k_q).x} |

In the contraction notation, the first term is

ig) o [ | |
( Zg) /d4xd4y<(p” Sp’); (k” Sk/)‘ (@ﬁ%%) (Eywy(ﬁy) ‘(p’ Sp); (k, Sk:)>

2!

It takes two fermionic anticommutations to bring the fields that are con-
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tracted next to each other, so the overall sign is (—i)? = —1. Doing the z-

ja y integrals we get d-functions,

2 d4 ;
g_(27T)8/ : Z2 -
2! (2m)tq? — my + i€

{= [0, W), ()] 11, (01, ()] 6K = B ) (' = p — )

= [, (s, (9)] [Ty, (K Y (R)] 60 (0 = p + )8 (K — k — q)
+ [, (K Yus, (p)] [Ws,, (), (K)] 89 (0" =k + )6 (K —p —q)
[t (8t ()] [, (K Y, ()] 6V = p 4 @) (0 — k= ) |

=g 2m)'6W(k+p—K —p)

The ¢ function that conserves the overall momentum again appears as a

multiplicative front factor, and we can identify our final matrix element,

—1

iMysopp = 92 { (k' — k)> — mi [ﬂsk,(k/)usk(k)} [ﬂsp’ (p,)usp(p)}

+ (k' — p)? 5 s, (K )us, (p)] [ﬂsp,(p/)usk(k)}} .

The first term corresponds to the "direct” diagram and the second one to
the one in which the final-state fermions are "crossed”. The relative minus
sign is important and is a reflection of the anticommutation relations for
fermions. In general, if two given diagrams differ only by an interchange of
two identical fermions, there is a relative sign difference between the two
diagrams.
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The same calculation in the case of antifermion scattering gives a similar

result,

iMﬁ%ﬁ = 92 { (k’ _ k)2 — m? [6sk(k)vsk’(k/)i| [Esp(p)vsp, (p/)]

+ ! D) [6817(]9)@%/(]{/)} [Esk(k)vsf’/(p/)]} |

(K —p)? —my
p\\\//} S/
| + |

We see that external fermion legs are represented in matrix elements by «
and v spinors, each vertex yields —ig, and internal scalar lines correspond
to Klein-Gordon propagators. An internal fermion line yields analogously a

fermion propagator. To get convinced about this, we can consider a process,

(0. 5p) + f(k,s) — o(p) + o(K).

P\ /:f’ P\ /P/
- //
1 'CIJ + l'c_ \ /
T, > / \
k/ \\\‘k’ k" \\
~ o \

It's left as an exercise to shows that these diagrams correspond to an

expression:

f(p=ytm) i k)

. o 92—
ZMf?—ﬂbtﬁ = =9 U5 (k) (p—p)?— m} (r — k)2 — m} usp(p) :

(3.153)
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The momentum appearing in the Fermion propagator is always
in the direction of the particle line. Along with these explicit calcu-

lations, we can write down the Feynman rules for the Yukawa theory (in
momentum space):
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Feynman rules for Yukawa theory:

The matrix element iM (ka, kg — ky) , of a given diagram is obtained by:

} p )
1. Each scalar line — _ —— = i
o p i(p+m)
2. Each fermion line > = p2—m2+i6

3. Each vertex - < = —ig
p

P

4. External scalar leg >———— = >———— =1
p

5. Initial-state fermions —»—/ = us(p)

= @s(p)
N—

6. Final-state fermions L’ = Ty(p)
N

/7 = Us(p)

7. Choose the 4-momenta such that the momentum is conserved in vertices

_ . : d*
8. Integrate over undetermined momenta with weight f —<27T‘1))4

9. Compute the weight factor (including signs)



Yukawa potential:

In the non-relativistic limit |p| < m the inter-fermion interaction can also
be described with a time-independent potential. For simplicity, we consider

here scattering between two distinguishable fermions:
fa(p,sp) + [k, sx) — fa(¥', sp) + fB(K, si).
The Yukawa interaction part of the Hamiltonian is thus of the form,
Hi =g [ @2 [4@)0a(o) + Upla)vnla)] o). (3154

In the lowest order, the S-matrix element contains only one term which we
can read off from Eq. (3.152),

(Pa; Kg|S|pasks) = ¢* 2m)* Wk +p -k — )

{(k:’ - k:)2_—i m3 + e [_i/(’f'> k(’fﬂ {ﬂ;i,(p’)ugo(p)}} . (3.155)

In the non-relativistic limit the spinors in the Dirac representation are

particularly simple,

us(p) =~ vV2m ( é > £ (3.156)

i (p) = ul ()" ~ Vamel (1 o)(é 0]>:¢%§1(1 0) .

In addition, if the A and B particles have the same mass, m4 = mp = m,
then
(K —k)*~—K — k. (3.157)

In total,

(Pa; K|S|Pasks) = 2m)*6W(k +p— K —p)

z'g2
k' — k|? + mfb

(2m)5sk’sk,(2m)5sp78p, . (3.158)
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From this we see that at the extreme non-relativistic limit the spin states of

the fermions do not change.

When modeling the interaction with a time-independent potential V(x),
the strength of the interaction depends only of the mutual spatial distance
between the particles. The interaction term is thus of the general form,

Hint,V = /d3xd3y [EA(t? X)¢A(t7 X)] [@B(ta Y)'@/)B(ta Y)] V(X - y)
(3.159)

If V(|x —y|) o 6®)(x — y) this would be a local interaction term for 4
fermions — in other cases the range of the interaction is broader. We will

draw this as,

In the lowest order the scattering amplitude is then
(Pa; KpliT|pas k) = —i / d'zd'y 5 (2" — o) (3.160)

(Pa; kplT { [a(@)a(x)] [VpW)s(y)] V(x—y)} Ipasks) .

Only one contraction is possible:

[ | |

(Pas kgl [Ya(@)va(@)] [VpW)Ys(y)] Ipa;ks)

= [T (K Y, (K)] [T, (0 Yus, (p)] € P e e (3.161)

Writing the d function as an integral representation,

0 _ .0\ _ dqo —ig?(20—y°)
6 (2" —y") = 5 ¢ : (3.162)
/s
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and expressing the potential V as its Fourer transform,

Vix—y)= / (;ljr(i?)eiq'(x_Y)V(q) , (3.163)

we get the scattering amplitude into a form

(Pa; kpliT|pa; kn) = /(d I zd'y V(q) (3.164)
X [ﬂsk’(k/)usk(k)] [HS/ usp ] —k+a)g (r'=p—q)
- [ﬂsk/(k/)u&c(k)} [as / } k k/ (271-)45(4) (k +p— L — p/)

R (2m)55,, (2m)05,.5, [V (k —K)] (271) '8 (k +p — &' — p')

Comparing this to Eq. (3.158), we find a correspondence

2

—9
V(a) = CEEECh (3.165)

We can get back to the position space by making an inverse Fourier trans-

formation (Ex.),

d3q i —g?% e~melrl
V(r) = / V@) = = (3.166)
From the minus sign we can conclude that the obtained potential is con-
fining/attractive. In fact, the Yukawa potential is attractive for all,
fermion-fermion, fermion-antifermion and antifermion-antifermion interac-
tions. Because of the exponential factor, the range of the Yukawa interaction
can be very short and at some point it was a candidate for the theory of the

strong interaction.
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4  Quantization of Electrodynamics pekin4s

The Quantum Electrodynamics — QED — quantizes the electromagnetic field.

We begin the discussion here by briefly recalling the Maxwell's equations.

4.1 Maxwell’s equations in covariant form

The classical electromagnetic field obeys the Maxwell equations:

V-E=p (4.1)
0B
E+ —= 4.2
VXE+—-=0 (4.2)
V.-B=0 (4.3)
oE .

where p is the charge density and j the current density. The electric and
magnetic fields (E and B) have both three components, so 6 components
in total. However, Egs. (4.2) and (4.3) both set one condition on the fields
so the the number of independent components is reduced to 4. Thus the E
and B fields have in total 4 independent degrees of freedom. We can thus
pack all the information into a 4-potential A* = (A", A) from which the
electric and magnetic fields are obtained as,

oA
ot

B=VxA. (4.6)

E=-vA® - (4.5)

If we still define a 4-current j* = (p,j), the Maxwell equations can be

written as

0,0" A¥ — 9" (,A") = ji . (4.7)
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Still more compact form is reached by defining the antisymmetric field-

strength tensor

0 —-E' -E* —F°
1 3 2
Fv =gl A — 9V Al = 52 ESS _f BBl . (4.8)

E} —B*> B! 0
Using this object we can express the Maxwell's equations in a very short
form,
0, F" = j". (4.9)
We can also derive the Maxwell's equations as Euler-Lagrange equations
starting from the Lagrange density,
1 .
/:'Maxwell = _ZFMVFMV - jﬂAu . (410)
Demanding that the Lagrangian transforms as a scalar function or — equiva-
lently — that the Maxwell's equations are covariant under Lorentz transfor-
mation, one can show that the A* and j*# must transform as four vectors.
That is, we can raise and lower the indices of A*, j# and F'* with the

metric tensor gh”.

4.1.1 Gauge freedom

A given 4-potential A" uniquely sets the values of electric and magnetic
fields by mappings (4.5) and (4.6). However, these mapping are not injective
so more than one 4-potential A* corresponds to the same E and B fields.
Indeed, it is easy to show that the E and B fields, as well as the Maxwell's

equations remain unchanged under a gauge transformation,
At (z) — AM(z) = AM(z) + 0"x(x), (4.11)

where x(z) is an arbitrary function of x. The exact way we choose ()

sets the gauge. For example the choice
x(z) = /d:c'30(:c3 — ) A3 (20, 2, 2%, 1) (4.12)
is equivalent with a gauge condition
AP(z) =0, (4.13)
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which is one of the so-called axial gauges. Since a particular direction is
preferred, this is not a Lorentz-invariant gauge condition. A Lorentz-invariant

gauge condition is
0,A" =0, (4.14)

which sets the Lorenz gauge (no letter "t" here). In practical calculations
we always have to choose the gauge. If no gauge is chosen, difficulties (=in-
finities) are met which stem from counting repeatedly physically equivalent
configurations of the A* field. In principle, all gauge choices lead to the

same result for physical observables.

Let's now solve the Maxwell's equations (4.7) in the case of free field, j# = 0.

We write (a Fourier transform),

AP(z) = / %e—iw [ 4 e™] , A™(x) = A'(z)  (4.15)

where el is called a polarization vector. This leads to a condition,
_q2€g+qu(q-€q) :O’ (416)

so¢>=0and g-e=0. Since ¢> = 0, the quantum of the Maxwell's field -
photon — is massless. If we now choose the Coulomb gauge, V- A =0,

we get an extra condition,
q-€,=0. (4.17)

From Eq. (4.17) we see that the polarization vector is transverse to
the photon momentum. There are thus 2 independent polarization
vectors, €q1, €q2. By convention, they have been normalized such that
€q.) " €q) = —1. If the photon travels into the z direction, we can choose
e.g.

e1 = (0,1,0,0), e =(0,0,1,0). (4.18)
they correspond to the linear polarization. From the viewpoint of spin

properties a useful choice is

1
R = —2(0, 1,4,0), e, = —(0,1,—4,0). (4.19)

1
V2
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which correspond to right- and left-handed circular polarization.

Often it is not necessary to use explicit polarization vectors in calculations

but the polarization sum can be used instead (Ex.),

*y , kR R
D dadin ="+ —— (4.20)

4.2 Quantization of free photon field in Coulomb
gauge

Let us stick to the Coulomb gauge and try to quantize the free electromag-
netic field. The Lagrange density which leads to the Maxwell's equations
(4.9) is
c-tp,pw-tm -l (A*-B?) (4.21)
4 j2 2 2 ) .
where in the last equality we used the fact that A = 0 in the Coulomb
gauge, B! = —A" — A" = —A’. The conjugated momentum densities

corresponding to A* are

_oL

0 S — 4.22
o) = o (422)
ﬂl(x) = % = Ai,

0A;

so we get the Hamiltonian function,

H = /dgx (WZAZ — E) = /d?’a:% <A2 +B2) . (4.23)

Based on our earlier experience, we write the quantized free fields directly

as a linear combination of the plane-wave solutions:

43



d3p 1 = W —ipx T px ipax
A“(x):/(%r)g QEP)Z:; {ap,»sp’)\e PP+ ag, epn€” ] (4.24)

. ap Fy < | - |
@) = [ GRS Y [machae ™ —ahsene™] . (429
A=1

where A? = Ao(x) = 0. Note that, by construction, the A" field is
Hermitean as it should be. We postulate the commutation relations for the

creation and annihilations operators,
[ap.i; ak ;] = [a;i,aL’j] =0, (4.26)
[ap.i, CLLJ] = (2m)*0%(p — k)d;; , (4.27)

as in the Klein-Gordon case. Using these commutation relations it is

straightforward to compute the field commutators (Ex.),

[A"(t,%), A" (,y)] = [Aﬂ(t,x),AV(t,y)] — 0 (4.28)
e ] =1 e (e P2,

We see that the commutation relation is now a bit different than in the
case of scalar fields. Without the tensor structure the result would be just
i6®)(x —y). However, to fullfill the Coulomb condition V- A = 0 and that
the right-hand side is zero if either ;1 = 0 or v = 0, the tensor structure is
necessary. Note also that [A/(¢,x), A7 (t,y)] # 0.

With the expansions (4.24) and (4.25) in Eq. (4.23) we get the Hamiltonian
operator (Ex.),

d®p
H=Y" / (2ﬂ)3EpaL’Aap,A. (4.29)

A=1,2
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This is of the same form as in the real Klein-Gordon field. As earlier with
scalar fields, we can deduce that the theory again has a vacuum |0), which
ap.x annihilates, ap 2|0) = 0. The other momentum eigenstates can be

obtained by operating on the vacuum with aL’A.

The Feynman propagator of the photon field is defined as a time-ordered
product (Ex.):

Do (x = y) = (0T [A,u(2) Ay (y)]10) (4.30)

= 02 — y°)(0]A,.(2) Ay (y)]0) + O(y° — 2”){0] A, () Au()|0)

/ ' e~ (z=y)
)4 p? + ie

pupy +pb Put+D)Pr+D) P
. -
p

p—0p

The polarization part look a bit more complicated as in Eq. (4.20). The
difference is superficial and stems from the fact that in (4.20) the photons
are on mass shell, p?> = 0, but in the integral above p? # 0. Component
by component the polarization part is, however, exactly the same as in
Eq. (4.20) it has just been written in a different way. Speaking of which, an
alternative way to write the polarization part is,

Pubv 4 (p . n) (punv =+ pu”u) _ p2nuny -, (431)

(p-n)?— p? (p-n)?—p? (p-n)?—p

where n = (1,0,0,0). We will meet this form later on.

All in all, we get quite sensible quantization for the electromagnetic field in
the Coulomb gauge. The only difficulty is that the Coulomb gauge is not
explicitly Lorentz invariant, but certain directions are special (A? = 0). This

will cause some trouble when we next couple the photon field with fermions.
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4.3 QED in the Coulomb gauge

We define the QED by the Lagrange density,
1 — . _
Lqrp = —ZFWFW + ¢ (i@ — m) ¢ — ey YA, (4.32)

Here we have first the free photon and Dirac field Lagrangians, and then
the interaction term with coupling constant e. The last two terms are often

written together with the aid of covariant derivative,

& (i@ —m) P — ey P A, = (i) —m) Y (4.33)
D, =9, +ieA,. (4.34)

For Lqrp to be gauge invariant (similarly as the free-photon Lagrangian is),
also the fermion field must change in under a gauge transformation. If we

extend the gauge transformation to the fermion fields in the form,

At(z) — A(2) = A'(x) + 0"x(=) (4.35)
P(z) — P (z) = e Xy () (4.36)
U(z) — P (z) = et @iy (g), (4.37)

we see that IP1) transforms as :

Duth(x) = (B, + ieA,) ¥(z) (4.38)
— [0, + ieA, + ied"x (x)] e XDy ()

= "X [9, +ieA, + ied"x(x)] Y(x) — iee X® Py (z)(x)

= 7N [, 4 ie A, d(x) = ¢ NID, ().

Thus the gauge transformation as defined above is a symmetry of the La-
grangian density (4.32).
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Comparing the Lagrangian (4.32) to the more general form (4.10), we have
the QED equations of motion

OuF" =j", M= tepyp. (4.39)

from the Maxwell's equation we know that ;" represents the charge density,

so the coupling constant e clearly represents the electric charge of the fermion.

As in the free field case, the conjugated momentum density for the zeroth
component of the A field is zero, GﬁQED/ﬁAO = (0. Thus it's not a

dynamical component and can be solved form the equation of motion,
0, F = 40.

0, "0 =9, (0" A" — 9" Ar) (4.40)
= 9y A% + 9;0°A° — 909, A° — 0°9; A°
= 9,0 A" = —Vv2 A"

— —V2A° = ey = ety (4.41)

where we used the Coulomb-gauge condition V - A = 0. Using the 9
function identity

1
\ (\x — y\) = —4716®) (x —y) | (4.42)
we have the following solution for A°,
Y1, Xy (a0,
A(z) = e/dgx’ (47T|x)—(x’| ) (4.43)

Let's now massage a little bit the free-field part (4.21) of the QED La-

grangian,

312_2_/31 oa_A. oa_A_2
/de(E B)— d:UZ VA—F& VA—l—at B

1 o .
:/d3x§ [VAO-VAO+A-A+2VAO-A—B2] .
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The term 2V A" - A vanishes in the Coulomb gauge by partial integration.
Also the first term can be integrated by parts:

= / dPx [—A'V2AY

Substituting here our solution for the A component we eventually get,

/ d%% (E* - B?) (4.45)
. ) T (0 ! 0 o/
:/d?).iUl A-A— B2+€2/d3$/¢ (x)lb(x)w (.T} 7X)w($ ?X) .
2 4r|x — x|
The full QED Lagrange function takes now the form,
1/. . _ _
Lqogp = / AR, [5 (A CA — B2) + 1 (id — m) Y — ey’ A;  (4.46)

¢’ / dgx,wsc)w(x)wxo,x'w(:c“,x’)] |

2 Ar|x — x|

As a result of this drudgery, the first part (A - A —B?)/2 is exactly the same
as in the case of free photon field (4.21), but the interaction terms look
awkward. The last term corresponds to a non-local interaction since
two different space-time points appear in the same term of the Lagrangian.
The original Lagrangian (4.32) was completely local so the non-local term

is just an illusion and originates from the gauge choice.

The conjugated momentum densities for the fields A" and v are now,

m(z) = OLaep _ |, (4.47)
0 A,

m'(z) = (9/3(;%]31) = A
04,

Ww(x) — aﬁﬂ — MN,
O
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which are clearly the same as in the free-field case, see (4.22) and (2.68).

The Hamiltonian function is therefore,

H= /d?’:c i Al Ve — EQED} (4.48)

:/de _A2+i¢TaO¢—%(A-A—B2)—@(i@’—m)w

dgx,w(x)w(x)w(x%x'w(aco,x')}

4rr|x — x|

— . 62
v+ [

= [ |5 (A A+ B) - T (- m)v

e [ WN@)Y(@)Y! (2 x)i(’, x')
5 /d x } )

+ ey PA; +
4rr|x — x|

Comparing to formulae (4.23) and (2.70), the Hamiltonian splits into fol-

lowing pieces,

H = HMaxwell + HDirac + Hint (449)

Hiy = / &>z [ewmﬁg / d3x/¢T(x)¢($)¢T(x0,x’)w(azo,x’)] |

4rr|x — x|

The Feynman rules can be obtained by considering some specific scattering
process. Let's concentrate on the case (which we already considered in the

Yukawa case),

f(p7 Sp) + f(k7 Sk) — f(pla Sp’) + f(k/7 Sk’) .

49



Using Hi,: above, we can expand the S matrix up to order e?:

(P, 5p); (K, s0)S1(p, 5p); (K, s1)) (4.50)

— (0 5 (&', 520) T exp [—z / dtHI] (D5 (. 51)

—ie? Vo ()t (20, x Vb (20 x!

+ %(—z‘e)2/d4xd4y (V7" Ai(2)) (Eyywyfli(y))] (P, sp); (k, sk))

+ O(e?).

Let's now work on the first term. First, trivially,

/d3 ,QN(SC X)¢($O X) /d4 /ZN( )¢( )5(330—55/0) ) (4.51)

Ar|x — x/| 4rr|x — x|

Using the Fourier transformation (in distribution sense),

1 d3p ePx
= —_— 452
i =] @ (452
we end up with,
W T’ X d4q e~ i (@=2')
/d3 ! (47T|X_X/‘ die! 4 ‘q‘2 wT(x/)w(x/)

Using now the vector n defined earlier, n = (1, 0,0,0), the first term of the
S matrix can be written as,

. F— [ dtl w(x)wxo,x')w(xo,x')] 453

4rr|x — x|

7 { (ie)’ / d'zd's! [ ()7 ()] [P ()] }

4 . 2
></ d*q G . g (z—a') [ q-nono ]
(2m) ¢2 + i€ (q-n)*—q*

r [ G [ e Goprot) Fnve)

2!

4 : 2
(2m)% > + i€ (g-n)?—q?
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in the last step we simply added zero since all but the 4 = v = 0 case

vanish. Let's then open the second term in the scattering matrix:

Ko =1 { Jciep [ty B0 va) o) b (650

. . 1
T {%(_Z-ey [ty [F.ri] ) } Ai(2) A ()

: — i - i d* ' —ig-(z—
~r{ G [ateaty Bt Bt | [ i e e
@ (q-m)(gmy +am)  ¢niny ]
[ W= (gnr—g  (qnP-¢]

dq 1

1 — ,

% [_g B mep 4 (q ’ n) (anV + an/L) B q2nunu ]
(g n)? - ¢ (q-n)*— ¢ (q-n)* — ¢
In the last step we again added zero since the polarization part vanishes if

either ;4 = 0 or v = 0. Astonishingly, both contributions are of the same

form and we can thus sum them together,

K|+ Ky =T {%(—ie)Q / d'zd'y [V, "] [0, 0] } (4.55)

% / d4q ¢ e—iq-(x—y) — G — 49y + (q ) n) (anV =+ QVnu)
(2m)* g% + ie "o(gn)? - ¢ (q-n)* = ¢’ '

Effectively on the last part of the Coulomb propagator dropped away. Thus,

effectively,
Coulomb d4p —ip-(z—y) yCoulomb
DF,MV (.I' - y) - (277')46 DF,;W (p) (456)
) v : v T D )
DCoulomb _ t - bup (p n) (pun 1
P (D) 22+ ic 9u (p-n)?— p? + (p-n)2 — p?

From here, the calculation goes almost identically as in the Yukawa case.
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The final matrix elements reads
iMysopp = {=Do" " (K — k) [t (k)7 us, (K)] [ts, (1)1 s, (p)]
+ DMK — p) [T, (K)y"us,(p)] [T, ()7 s, (k)] }

which correspond to the diagrams,

L

In the case of external photons,

d*p 1 & L i
@] e ) = [ e [ S apach e/ 2Ewal,, 1)

P A\=1

= e e, 10) (4.57)

e R N ST

P \=1
= (0] (e, )" (4.58)

so the extrenal photon legs give polarization vectors, ‘Eg,A from the initial

state and e;"/\ from the final state.
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We can deduce the Coulomb-gauge Feynman rules for QED:

e Photon propagator

pupz/ + (pn) (punu+pynu)
2

ANNANANS — —
H v Q_HE [ Juv n)2—p (pn)2—p?

o \ertex

e Initial-state photon "W\/\< = €u\

e Final-state photon

In the case of Klein-Gordon and Dirac fields we saw that the propagators
are essentially Green's functions of the differential operator appearing in the
free-field equation of motion. After all the shuffling we just did it may not be
completely clear whether such a simple principle still works. But it does. To
see the correspondence we must impose the boundary condition V- A =0
by the method of Lagrange multipliers. In the case of Coulomb gauge
we would define the Lagrangian as,
Lcoulomb = —EF oM — L (V-A)?, (4.59)
4 2a
where the last term restricts (as one also demands 9L/0(1/a) = 0) the
solutions of the Euler-Lagrange equations to the cases in which V- A = 0.
The factor 1/2a is formally a Lagrange multiplier. We first rewrite the
above Lagrangian as
Lootont = ~ 3 F P = o (8= mum - 9) AT (4.60)
where we again used the vector n = (1,0,0,0). From this we get the

Euler-Lagrange equations of motion

{858690‘“ — 0M"'0* + é (0% —n%(n-0)] [0" —n"(n - 8)]} A, (z)=0.

(4.61)
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The Green's function of the differential operator appearing in the equation

above can be solved from,

{856590‘“ — 00" + é 0% —n%(n-0)] 0" —n"(n - 8)]} D,(x—y)

= i0%6W (z —y) . (4.62)

We first write D, (z — y) as a Fourier transformation,

I%Ax—m:i/é%%eﬁ”DW@% (4.63)

so that we need to solve
(07 (01 1 (0 a - COY
{—P29 B [p* —n%(n-p)] [p" — n'(n 'p)]} D, (p) =iy .

The solution is

I O /1 (p-n) (pumv + puny)
D/u/(p) = 0 [ Juv p-n32—p + (p-n)? =
Y P*Puby | 464
(- n)? —W] (4.64)

In the limit & — 0, the expression agrees exactly (modulo the +ie prescrip-
tion) with the effective Coulomb-gauge propagator (4.56) we found earlier.
In principle the factor a — the gauge parameter as we call it in this
context — can be freely chosen. The scattering matrices will not depend on

the value of av we choose.

4.4 Coulomb potential

Let us now return for a moment to the elastic fermion-fermion scattering in
QED. The matrix elements for scattering of two distinguishable fermions of
the same charge is

iMyfpstafs = (4.65)

e { DG (1 — k) [, ()t (0)] [, (k) ul (k)] }

Sp
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The strucure of the matrix element is now a bit more complicated than in
the corresponding Yukawa calculation. However, we can easily check that

the terms proportional to the factor

(B = k) = (pu = 1)

in the propagator DCOUlomb(k’ k) can be thrown away. Indeed,

a,, (1) [ = pl us, (0) = a, (0) [m — m]u (p) = 0, (4.66)

where we used the Dirac equation (2. 11) in the momentum space,

(p— m) ui U, (4.67)
ﬂsAp(p) (p—m)=0. (4.68)

Thus, only the first term in the propagator DCOulomb is relevant,

IMyfpsfafs = (4.69)

: { (W - Zg)ﬁﬁ = T )] [ (k) uskUc)]} |

The fact that only the g, part of the photon propagator gives a non-zero

contribution to the scattering matrix is a special case of a more general
property which is called the Ward identity (derived in QFTII): Denote
by M*" a sum of (amputated & connected) diagrams with fixed number of
on-shell external electrons and photons,

M =

M,

The gray blob here denotes a summation over all possible diagrams (the
photon with momentum k cannot bend back to the diagram). The Ward
identity states that,

kM= 0. (4.70)
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In the non-relativistic limit,

M@z%(é)@ ﬂs(p)=\/%€l<l 0>,

SO

I 0 I
ﬂ;‘i/ (p/)'youi(p) ~ 2m£;f,p ( I 0 ) ( 0 _1 ) ( 0 ) §s, = 2mds, 51

— i 0 Ui 1
uil(p')fyui(p)%ng;f,p(I O) (—ai 0 ) <O>§sp—0,

and only the case ;4 = v = 0 contributes. Thus,

—ije?

iMfAfB%fAfB ~ m2m5‘9p78;2m58k,82 . (471)

Comparing this to our general result for potential scattering (3.164), we can
identify

+e?
Vcoulom = 4.72
Coul b(q) ‘k/ - k‘Q ( )
which corresponds to the position-space potential, see (3.166),
dq . +e? Q
Vcoulom = —=e" 1V oulom = = T 4.73
Coulomb(T) / (Zﬂ)ge Coulomb () Ar| r] ( )

where we identified the fine-structure constant a = +¢?/4r ~ 1/137.
Since the potential comes with a + sign, this is a repelling potential.
This is the case for two fermions of a same sign. If we replace one of the
fermion with an antifermion, the potential turns into an attractive one.
The antifermion-antrifermion potential is again repelling. Thus, we have
established a field-theoretical justification for the rather fundamental fact
that like-sign charges repel while unlike charges attract each
other.

4.5 Gupta-Bleuler quantization

The advantage of the Coulomb gauge is its physicality — the gauge fields are
written through the two physical polarizations. In simple QED-calculations
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the Coulomb gauge causes no trouble. However, the fact that the Coulomb
gauge is not Lorentz invariant causes difficulties in higher-order loop cal-
culations. If we don't wish to break the Lorentz invariance at the level of
quantization, we will need to do the so-called Gupta-Bleuler quantization.
In this case we adopt the Lorenz gauge condition 9, A" = 0. The free-field
Lagrangian with this condition reads,

1

4FWFW =

Liorens = — (aMAV) (6MAV) . (474)

1
2
The conjugate momentum densities are

7'('“(55) _ agi(irenz _ —AM,
n

so now also the zeroth component is non zero. The Hamiltonian becomes,
H = d3 oA _ 3 1 i A i AV
= [d' (A, — L) = [ dias |[=AvA, + (0'4%) (0:A)]

1r . . i}
_ / Py [~AnA, + 474 (4.75)

In principle, the gauge condition 9, A" = 0 reduces the number of indepen-
dent field components from 4 to 3 but since we don't want to break the

Lorentz invariance we still quantize all the 4 polarization degrees of freedom:

d3p 1 ° o —ip-x T wx _ip-x
Al(x) = / onp\ 28, ; {ap7A6p7/\e P +ag, e, 0" } (4.76)

d®p E, k . ; _
() :/(%)3(“) Vo Z {apAeg,Ae_W - ap,fﬁ,w”"x} . (4.77)

A=0

o’
pP;A

T

So the number of polarization vectors € , is now four, €}, o, €, 1, €59, €p 3.

We normalize these as,
k
Ep,)\ . €p7)\/ == g)\)\/ ) (478)

which leads to a completeness relation,
3
A\
> gVl e =g (4.79)
A=0
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We can choose these polarization vectors as follows: If the momentum p is
along the z axis, p o« (1,0,0, 1), then

1 0 0 0
€ = 8 , €1 = (1) , €9 = (1) , €3 = 8 (4.80)
0 0 0 1
The following relations clearly hold,
€p0 D= —€p3-D (4.81)
€p1-D=¢€p2-p=0. (4.82)

For all other momentum directions we can find the polarization vectors eg)\

from the above ones by making an appropriate Lorentz transformation.

How to postulate commutation relations that are Lorentz symmetric? It is
straightforward to show that if we set the following commutation relations

for the creation and annihilation operators,

[aps arx] = [al\,af ] =0,
[ap.a, aLX] = —gw(2m)36%) (p — k), (4.83)

the field operators obey,

[A(t, %), A”(L,y)] = [7(t, %), 7°(t, y)] = O (4.84)

(A" (¢, x), 7" (t,y)] = ig"6® (x —y) .

This is all Lorentz symmetric. If we now calculate the Hamiltonian operator

corresponding to (4.75) we get the result,

d>p
HLorenz:/WEp Z aLjAapv,\—aL’Oap,o : (4.85)
A=1,2,3
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This is not an acceptable Hamiltonian as the expectation value for the state
|(k,0)) = v2Exa}, ,|0) is negative:

d’p i i
((k, 0)[ Hrorenz|(k, 0)) = —2F WEP (0]ax,0ap,0ap,0aj o|0)

- 2El%<0’ak,0a;r<,0’0> - Ek<(k7 O)l(ka O)> J
which is negative since the norm ((k, 0)|(k,0)) < 0:

(0 0D o afl0)* = lim (0]aqa,[0) = lim —(27)5 (b — )

Doesn't look good. The reason for all this is that we have quantized 4
polarization state whereas we know that only two are physical. We clearly
need an extra condition which eliminates two degrees of freedom. In the
Gupta-Bleuler formalism this is achieved by setting the Lorenz condition for
the physical, acceptable states,

AL =0 = (W]0"A,lp) =0 (4.86)

Let's write this explicitly:

d*p 1 < v
8MA;\¢>:8M/(2W)3 Yo ZapAeg,Ae P\

P \—0

d*p 1 i
= —i (o P 4
' / (2n)?\ 2E,° (4.87)

[(p- Ep,O)apﬂ +(p- ep,l)ap,l + (p- 6p72)a10,2 + (p - Ep,3)ap73] V) .

Using (4.81) and (4.82),

a3 I
A1) = =i [ e [ 0 eno) lapo = apl [8) = 0,

Lypl) = (¥IL}, =0 (4.88)

Lp = Qp, — Ap3- (489)

S0,
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What kind of states fulfill this condition? Clearly the vacuum |0) and states
|1br) which contain only transversally polarized photons are OK. Also the
scalar and longitudinal polarization may occur if they appear in combinations
1To,0 — aL,g. Since [L,, Li] = 0, the states obtained do
fulfill the Gupta-Bleuler condition. These states, however, do not affect

created by LL =a

physical observables. For example, the expectation value of the Hamiltonian
depends only on the transverse photons:

d’p i i
<¢’HLOI"GIIZ|¢> = WEP <¢| Z ap,)\aPJ\ o ap,OaP,O |¢>

A=1,2,3

d3p
[ by 01| 3 ot ahates|

A=1,2,3

d3p 1
_ /WEP (WY al \apalt) . (4.90)
A=1,2

All in all, the Gupta-Bleuler condition thus leads to a Hamiltonian which
effectively counts only transverse photons and the norms of the states are

non-negative.

Using the quantum fields (4.76), commutation relations (4.83), and the
completeness (4.79), computing the propagator is a straightforward task.
The result s,

Dy (@ = y) = (0T [Au(2)Au(y)] [0)

= 0(a” — y")(014,.(2) A, (y)]0) + 0(y° — 2”){0] A, (y) Ay(2)[0)

/(d4p i e T [_gw]- (4.91)

2m)4 p? + ie

The propagator is evidently Lorentz symmetric and a lot more simpler than
in the Coulomb gauge. The derivation of the Feynman rules for QED goes
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essentially as in the Coulomb-gauge case but in the Lorenz gauge the proce-
dure is a lot easier as the A” field is not treated separately (as was done
in the Coulomb case). The Feynman rules differ only with respect to the

propagator.

The Lorenz-gauge propagator can be obtained by using the Lagrange multi-

pliers. In the Lorenz gauge we can write the Lagrangian as

1 1
Lolorenty = —ZFWFW -5 (9,AM)* . (4.92)

from which we get the Euler-Lagrange equation

laﬂaﬁgw _oroe (1 - é)] Ayw) = 0. (4.03)

Following the steps made in the Coulomb case, we can solve the Green's

function of the appearing differential operator from,

[aﬁaﬂgaﬂ — 01o° (1 - 1)] Dz —y) =i626W (x —y) . (4.94)

o
The solution in the momentum space is

1

PuDv
Dul) = 5 [—g,w (- )P

p2

(4.95)

In the limit & — 1, the expression is exactly the same (modulo the +ie
prescription), as we found above (4.91). The special case @ = 1 is known

as the Feynman gauge. Some other choices also have a name:

e a = 1. Feynman gauge
e o = 0: Landau gauge

e o = 3: Yennie gauge
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Feynman rules in the Lorenz gauge:

e Photon propagator

p
—_— 1 Pubv
U e~ V = p2tie [_guu+(1_a)p—2]
e \ertices fvvv\< = —tenyt
0 0 p
e Initial-state photon pu, A — = €y

A

e Final-state photon

Eﬁ
=

>~

I

=%

b




5 Lehmann-Symanzik-Zimmerman reduc-
tion

Let us now return to the question of how to relate the time-ordered ground-

state expectation values and S-matrix elements,

these are what we need

QT [p(w1) -+ - P(2n12)] Q) & (k1 -+ - Kkn|S|kakp)

L these we know how to do

5.1 Analytical structure of the 2-point function

[Peskin 7.1]
The time-ordered two-point function in the free Klein-Gordon theory is rather
simple,

4 . ip-x _ 4 . ip-x d4k —ik-x i
/d xe?*(0|To(x)p(0)]0) = /d xe / (2@46 -,

7
= . 51
p2—m3+i6 (5-1)

Here, we have already written m instead of m as it turns out that the
physical mass m will be different from the mass parameter my that appears

in the Lagrangian. For interacting theory the corresponding object

QT [p(2)o(y)] 1€),

will have much richer structure. Let's now process this a bit by inserting a

complete set of states in the form,

. d®p
L= el + 3 | Gl 62

which is similar as in the case of free theory (1.89). The states |Ap) appearing
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here are eigenstates of the 4-momentum:

H|Ap) = \/m3 + P*Ap) = Ep(M)[Ap) (5.3)
P|Ap) = p|Ap) (5.4)

[Ap) = U [A(p)] | Mo) (5.5)
H[Xo) = maAo) (5.6)
P|A) = 0]\) = 0. (5.7)

Here U [A(p)] is the unitary operator that implements the Lorentz trans-
formation 0 — p. The parameter A\ indexes the states having different
quantum numbers including e.g. 1-particle sates, 2-particle states etc... Only
for 1-particle states the energy m) of the ground state |\g) corresponds to
the physical mass of the particle. For other states it's merely the invariant

mass of the multi-particle state.

Let us now first assume that 2" > y". Then,

QT [p(2)o(y)] [€2) = (Qo(2)[2) (2o (y)[2) (5.8)

> / (%)52210( 520 ) (elo(0)12).

In the case of free theory we verified explicitly how the momentum operator
generates the translations , ¢(x) = e %¢(0)e~*. The result is, however,

completely general. By this relation,
(6 (2)]02) = (Qfe*$(0)e™7*|Q2) = (Q]6(0)|2) = constant, (5.9)

since the aggregate momentum of the ground state is zero. Thus the first
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term in (5.8) is just a constant. In the same spirit,
(Q6(2)Ap) = (e H(0)e ™| A\p) (5.10)
= (26 (0)e ™7 |Ap)
= QU A(P)] 6(0)U [A()] Ao
= (26| AP)O] Aoy
= (6(0)[Ag)e

Substitute this into (5.8):

Q[T Q) e~ T TV(Q) Aoy
(@I ol i) = 3 | Gy T eObar
Here we still have 2 > y". We can turn this into a 4-D integral by the
result,
dpo [ i (p—v) 0>Y° 1 —ip-(z—y)
_¢ ip(a—y) * 29 = mw(ry . (5.11)
/ 2m p — m3 + e 2E5(N) P=Ey(\)

so in total,

QT Q) "2 / e P Q] p(0)| o) |2 -
(@I st]9) =3 L O]
In the opposite time-ordering 2° < 9" the result is identical with this so,
QT ]1€2) “ir @ |(Q Ao)|?
(QIT [6(x)6(0)] |0 Z/ e Nl )

=" Dz — y;m)[(Q16(0) o)
A

where Dp(x — y;m3) is nothing else than the Feynman propagator with

mass m,. We can write this as a spectral representation,

> dM?
2T

QT [6(2) ()] |2) = / o(M)Dp(a -y M) (5.12)
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where the spectral density p(M?) is
p(M?) = (2m)6 (M? — m3) [(Q]6(0)[Ao) [ (5.13)
A

In the case of non-interacting theory the spectral density is simply,
pee(M?) = (27)8 (M2 — mg) (5.14)

where my is the mass parameter that appears in the Lagrangian. In inter-
acting theory the 1-particle state (the one with lowest energy) is still of the

same form
pl—particle(M2) _ (27’(’)(5 <M2 — m2) 7 (515)
Z = [(Qp(0)[(m, p = 0))[, (5.16)

but where m corresponds to the physical mass. Because of the virtual inter-
action the physical (measurable) mass differs from the one that appears in
the Lagrangian, mg. The parameter my is often referred to as bare mass.
In the expression for p(M?) we sum over all eigenstates of the Hamiltonian
and this include also multi-particle states with invariant mass M? > (2m)>.
Although P|\o) = 0 for all the states that appear in p(M?) the particles in
them can still have non-zero mutual momenta, so the spectrum of p(M?)

will be continuous above M? = (2m)?.

p(M?) 4

1—particle state

multiparticle continuum

A 4



In the beginning of this section we noted that in the non-interacting case,

1

/ e (0T H(2)6(0)[0) = (5.17)

p* —mi +ie’

We can now write the same also in the interacting case,

[atzerirowonio) = [ ders [© D o0 Dpte 1)

0 2T

Z > dM?  ip(M?
! .+/ (M) (5.18)
p?—m?+ie  Jy.2 2w p?— M? +ie
The most important result from here is.
ip-T Zoom? 1z
/d4:r:ep (QTé(z)p(0)|) 2 g (5.19)

This says that the 2-point function of the interacting theory has a single pole

2_je. Thus, in the neighborhood of this point the 2-point function

at p2 =m
of the interacting case resembles closely that of the free theory. We call the
factor Z = [{Q]¢(0)|(m, p = 0))|? as renormalization constant. We
can interpret it as the probability for the operator ¢(0) to create a 1-particle
state in the vacuum or, equivalently, as the probability for the operator ¢(0)
to annihilate the 1-particle state. Based on our general argument about the
presence of a multiparticle continuum in the spectral density, the operator
®(0) can also create/annihilate several field exitations. Remember that
in free theories, the field operators can create or annihilate only a single

particle.



5.2 LSZ reduction theorem

That was the 2-point function. Let us now consider a more general n-point
function:

QT [p(z1)P(w2)(23) - . . P(n)] [€2)
Let's denote x = x1, as above, and Fourier transform with respect to z,
/d%eip'xmlT [P(z)p(z2)p(3) - . . P(n)] [$2) - (5.20)

For n = 2 this function has simple poles at p’ = +E, Fie. What if n > 27

We first split the ¥ integral into three separate regions:

Region | : T, <2’ <
Region Il 1 T_ <2< T,
Region Il : —co <2 < T_

where T" and T, have bee chosen such that

Ty > x9,2%,...,2° (5.21)

T < xs,..., 20, (5.22)

n

We will now inspect all these regions separately:
Region I:

Because T, is the latest time, ¢(x) is the leftmost in the time-ordered
product,

I, = / " e / Bre”®X(Q]o(x) T [p(a2)d(w3) . . d(x,)] Q) .

+

(5.23)
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We insert again a unit operator,

I, = dOzpo: d3 —ip-X / Q A
A > ez )

(A T [p(x2)d(w3) - . . o(xn)] [2) (5.24)

and as earlier,

(Qlo(x) Aa) = (21000 Da)e ™|, .

so that
I - / 420’ / LY / - 32E 5 ASO D))y
Nl T (2 (z3) . ()] )
_ /: 20"~ Ea() / dsxe—z'x(p—q); / (ZW)j;%q()\) (Q](0)|Ao)

Aa| T'[d(2)d(x3) . P(n)] [€2) -

To make the integral meaningful, we include a convergence factor i€ to the

exponential. With this convention,

I, — dOzx(p E()—Hc)/di’) —ix-(p—q) / Q A
=) L)Y i (0

Aa| T [p(w2)@(3) .. o] [€2)

We can now do the 2° and x integrals,

00 Ty (pY—Eq(N)+ie
/ dxoeixo(pO—Eq()\)-f—ie) — e +@ » ) (525)

T, P’ — Eq(A) + ie
/d3xe e(p=a) — (27)360) (p — q) . (5.26)

In total,

et T+ (0°—Ep(X)+ic)

L=y SO B 17 2O el T [0le)ofa) . o]0
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We recall that the sum over X includes all the eigenstates of the Hamiltonian,
one of which is the lowest-energy 1-particle state. The contribution of this
state to Iy is [Ep = Ep(m)],

1 jeiT+ (p°—Ep+ie)

2F, p° — Ep +ie

(Q[@(0)|(m, 0))((m, p)| T [p(22)p(x3) - . . ¢(2n)] |€2) .

1 ietT+ (p°—Ep+ie)

T 2E, P — Eyp + ie

VZ ((m,p)| T [¢(x2)d(x3) .. d(a)] 1)

p0—>Ep\ 1 Z\/E
" 2B, — E, + i€

((m, p)| T'[@(x2) . .. ¢(x)] 2) .

Now, because

1 1
pr—m2+ie (p" — E, +ie)(p° + Ep — ie)

(5.27)

P’ —E, 1

\

" () — E, +i€)2E,

we can write

Lo~ Y2 ) Tolan). .. o) ).

WoE, PP —m? e

This notation signifies that the rest of terms are not singular in the indicated

limit.
Region IlI:
In the second region the relevant integral is of the form

/ " dg0eirs” / Bre PXOIT [$(2)b(xs) - d(z)] Q). (5.28)

Since the integration domain is finite and the p° dependence e’ of the
integrand is analytic, this region does not give rise to singularities. Note
that the region | was singular only because the upper limit of the integral

was taken to infinity.
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Region IlI:

In the third region 1" is the earliest moment so we have to evaluate,

T_
[ = / daze™’ ™ / Pre PXQT [p(as) . .. ¢(z,)] p(x)|Q) . (5.29)

The calculation goes almost exactly as in region |, and we find,
ivZ
I~ QT [6(x2). . 6(@)] [(m,—p)),  (5.30)

2 _m2
Ws-E, D me + 1€

so the 1-particle singularity is found at p' — —E,.

Up to now, we have established the following:

/ d'ze™ QT [p(x)$(w2)(3) - . . P(xa)] Q) (5.31)

~ j:;i = (P|T [o(x2) ... 4(x,)]|Q)  (from 2° > 0 limit)

p0—>Ep

A
p°—>N—E p? —an\/ﬂ__}_ ic QT [p(z2) - .. d(zn)] |-P) (from ) <0 limit)

In other words, the field operator ¢(x) creates 1-particle states when

2" — 400. It can also create multi-particle states but the correspond-

ing analytic structure will be different.

Note also that if n = 2 we recover Eq. (5.19), which at some level justifies

the introduction of the "convergence factor” ie.
Let's now consider Fourier transform over all variables

n
H/d xie'”
1=1

QT [p(21)¢(x2) .. ¢(2n)] [€2)
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and evaluate the contribution from region

2,29 > T (5.32)

x9,...100 < =T (5.33)

so that in the time-ordered product the fields ¢(x1) and ¢(x2) are the
leftmost,

(QUT [p(x1) .. ][€2) = QT [¢(x1)p(x2)] T [p(3) - - - P(wn)] [2)

The integration with respect to the first two variables becomes now

2 [ee]
H/ dx?/d?’xie”’"'x"
i=17T+

d3q 2o 0 5
_ 02 / e
> | Gt 1L,

X QT [p(x1)p(w2)} [Aq) (Aa|T [D(23) - .. P(2n)] [€2)

The previous expression contains a term,

QT [p(x1)d(22)] |Aq) -

A condition for this to give something nonzero is clearly that

(QUT [p(x1)d(x2) - P(n)] [€2)

Tlp(z1)¢(x2)] [Aa) = Cl) + ... (5.34)

where rest of the terms will give zero since the eigenstates of the Hamiltonian
operator are (or can be chosen in the degenerate case to be) orthogonal. In
other words, two consecutive field operators should be able to annihilate all

exitations of |Aq). Equivalently,

QT [p(z1)p(x2)] = C{Ag| + ... (5.35)

i.e. two consecutive field operators should be able to create the state |Aq) by
acting on the vacuum. Let us suppose that |A\q) consists of two independent

1-particle states:

/ T |A><M=l/ Tar / o |d1q2) (q192]
(2m)32E,(N) "YU T a1 | (2n)32E,, ) (2m)32E,, T VR
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Based on our earlier results we know that ¢(x) can annihilate a 1-particle

state,
o(x)la) = VZe 00|Q) + - (5.36)

so it's reasonable to assume that when hitting the above 2-particle state

¢(x) can annihilate either one of the independent exitations,
(o) a1g2) = VZe ) + VZe T q) + - (5.37)
Under this assumption,
o(y)o(x)|qiae) = Z [e‘iql'xe_iq” + e_ti'xe_iQ1'y} Q) + -+ (5.38)

This is naturally independent of the order of operators ¢(y) and ¢(z). Thus,
2 |
[H/ dx?/d?’xie’pi'xi

i=1 7T+

1 d’q1 /
-2l (2n)2E,, ) (27) 32Eq2

QT [¢(x1)d(22) - - ¢(2)] [€2)

/ d:v /d?’x P
T

% Z [e—iQ1~$16—iQ2-l‘2 + e—ifhmle—iql'l?:l <q1q2‘T [¢($3) e QS(.I'”)] ’Q> +

~ [H 2 m2+ze

pi—Ep, O

(P1p2| T [p(3) - . ()] |2) .

The fact that only two independent 1-particle states lead to a singularity
structure like this is non-trivial and to more carefully argue this point would
require a wave-packet treatment, see e.g. Peskin 7.2. The rest n — 2 states

lead to a similar singularity structure in the opposite limit 7" — —o0,
n -T ‘
H/ dx?/dgxie%mi (P1p2|T [@(x3) - . . ¢(z2)] Q)
i=3 Y~

<p1p2!—p3 ce —Pn> .
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The states (p1p2| and |—ps ... —p,,) that appear in these formulae are
Heisenberg-picture states — they do not depend on time. However, they
were "created” by time-dependent operators at T — oo and T" — —00 so
they look like 2- and (n — 2)-particle states only in these limits. We thus
identify them as the "out” and "in" states used in deriving the cross section
back in Section 3.5. The factor

(P1P2|—P3 - .- —Py) = out{P1P2|—P3-- - —Pp)in (5.39)

is thus exactly the S-matrix element we defined earlier. By this construction
we get the LSZ reduction theorem:

O
i=1 j=1

m o
- [H 2—m2+ze Hk: —m2+ze

p)—Ep, i1 Pi j=1

QT [¢(21) - d(zn)d(y1) - - - D(ym)] 12)

(p1---PulSky ... k).

0
kj —)Ekj

How to use this theorem? As an example, let's consider a 4-point function

QT [p(21)(x2)d(y1) P (y2)] [€2):
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Based on the momentum-space Feynman rules, this corresponds to an

expression

[ o [ ot | .

x M [FP (k)] 4% [FP (k)] e 7 [FP(py)] e ™ [FP(py)] |

Here the factor A = A(ky, ks, p1, p2) contains a sum of all amputated 4-point
diagrams and the factor FP (k) signifies the "complete” propagator. More
exactly, let us denote by —iM?(k?) the sum of all 1-particle irreducible
(1P1) 2-point functions,

—iM?*(k*) =

S OO

A diagram is 1Pl if it does not split into two separate parts if we cut one

line. The complete propagator FP (k) is the sum,

FP(k) =
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l 1 ()

= —iM* (K 5.41

k2—m3+ie+k2—m%+ie[ M )]k2—m%+ie (5.41)
b M) e [ ()]

k2 —md + ie k2 —m3 + ie k% —m? + ie

i M2(k? MA(KY) O\’

) 2 | ; 1+(2 (2)->+<2 <2>>+

k2 —mg + ie k? —mg + e k% —mg + i€
B ? 1 B i k* —mi + ic
_k2—m3+z’61_sz‘{;§§2ie_kQ—m%+iek2—m3+z’e—M2(l€2)

7

k2 —md — M2(k?) +ie’

What we have called the physical mass m is the solution to the equation,
K2 —m2 — M2(K?) "2 0. (5.42)

That is, the physical mass of a particle is defined as the location of the pole

of the propagator. This is sometimes called the pole mass. In this limit,
FP(k) is of the form,

k2—m? ("
FP(k) = e 543
(%) k? —m? + i€ * (543)
dM?(k?
Zl=1- —dk(2 ) oo’ (5.44)

where the rest of the terms are not singular in the limit k2 — m?. Let us

5-13



take this limit in Eq. (5.40), and do a Fourier transform,

Lﬁ / d4g;i€z‘Pi-xi] Lﬁz / d4yj€mj.yj] / (ZZ{)Z / (2?)24 / (‘;?)14 / (Z?)i x A
x " [FP (k)] e [FP (ky)] e 7 [FP(p1)] e [FP(py)]

- / <24:>14 / éf) / é?f‘l / (ﬁf)i

x [ﬁ/d‘lxiem'(apl)] [ﬁ/dA‘yjeiyﬂ'(Kﬁkﬂ)

17 A 17 A
p? —m2+ieps —m?+ick? —m2+ickd — m? +ie

X A(p17p27 k17 k?)

X

13[ iZ
P2 —m?2 + e

i=1 1

2

H 17
LL K2 m2 4 e
i=1 ¢

- A(P17 P27K17 KQ) X

According to the LSZ theorem this corresponds to the expression,

L ivZ
H P2

—m2+1
o L m= + 1€

2 —m? 4+ ie (P1P2|S|K 1 Ko)
=1

” iNZ
1%

We thus find, for 2 — 2 scattering,
<P1P2‘S‘K1K2> = (\/2)4 X A(Pl, PQ, Kl, KQ) . (545)

By definition, the amplitude A contains only the amputated diagrams.
They also need to be fully connected, since otherwize we would not get
the proper singularity structure (Ex.).

The mass parameter mg that appears in the Lagrangian does not correspond
the physical mass m, though the two are related ny m? = m3 + M?(m?).

Since M? = O()), in the leading-order calculations one can set mg and m

to be equal. Also Z =14 O(\), we can set Z to unity in leading-order
calculations. We will come back to this later in the course.
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In other words, the scattering matrix is just

k1 p1
(\/Z)ner X o connected & .
° amputated °
® ®

k., Pn

with the propagators from the external lines stripped away.

It's left as an challenge (Ex.) to deduce how the LSZ theorem leads to
Eq. (3.114),

(ki k|Skakp) = V2V Z [ [ V2 (5.46)
=Sl
X [I(kl...kn\T {exp [—z’/dtHI(:c)H |kAkB>I] conmected
amputated

which we have used earlier to derive scattering amplitudes.

For fermion fields the LSZ formula can be derived similarly as we did here

for scalar fields. The principal difference is that for fermion fields we now
have (Ex.)

(Q(0)|p, 8)particle = \/Eus(p) , (5.47)

<Q‘E<O)|p, S)antiparticle = —\/EUS(P) . (548)
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Otherwize the derivation of the LSZ theorem is nearly identical — result is:

i 7 mg "y
4 . ipix; 4 1 ipla! 4 —ikjy; 4,1 —ikl-y!
||/da:ze ||/da:jeﬂﬂ dye 7 d*y;e
<=l j=1 j=1 i1
e ~"~ Z ~"~ Z Y

o \_ A\ 7

out fermions out antifermions in fermions in antifermions
ny i my i
(Q|T!H¢gi(zpi) 1120 T10n@) 1] vm) ] )

VvV Vv Vv Vv
out fermions out antifermions in fermions in antifermions

laY]
2 2 4 4 2 244
— ) 1€ ks —m 1€
i P T j=1 ! *
N VvV /\ VO Z
out fermions in fermions

0
pispj = Ep, ny

iVZ Y00 | [ VZ 3y vs (KD

aston ([T T |
. p)* — m* + i€ . )¢ — m?* + 1€
1 )2 —m? - (K2 —m?+

out antiﬁrmions in ant;fgrmions
((Pi, )5 (P, 1) IS (ki 50); (K 57)) - (5.49)

where,
ny = number of outgoing fermions
my = number of incoming fermions
ny = number of outgoing antifermions
m = number of incoming antifermions

It follows from this that effectively one again cancels the fermion propagators
corresponding to the incoming and outgoing particles and replaces them

with the appropriate Dirac spinors:
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<((pw7”z) (pz, z)|S|(k2732) (k 73;» _ (\/E)nf+mf+n?+m7 y

—_ (@)
> =
2} k P =
> wlk) — —np) 3
> . connected & . =
_ - amputated °

= [ ] [ ] , 8
5 LN LN ;:
3 Ty(k) —— —— w@) =
= 0
o 3
-] g

For vector particles the LSZ formula is

n m
[H / d4xie”’i'$i [H / d4yj€_2kj‘yj
i=1 j=1

QT (A (1) .. AP () A" (1) - - A (ym) ] 1)

[H IVZ 3y € e\ (pi)
~ 2
Pl p? —m?+ i€

p?—>Epi

N

5.50)

Z\/_Z,\ *VZ( i)
[H —m? + e

((pi, X)151(j, A7) -

0
k?j —)Ekj

For massless vector particles like photons there is a subtlety in the deriva-
tion of this result as the 1-particle state with zero invariant mass is not
isolated in the spectral density but there are also multiparticle states with
zero invariant mass (ltzykson-Zuber, 5-1-5). Nevertheless, it again follows
that to obtain the S-matrix element one effectively cancels the propagators

corresponding to the incoming and outgoing particles and replaces them
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with the appropriate polarization vectors:

1 k1 p1 ”
) AAAAA A N (P1)
. connected & o
. amputated .
km ® ® pn
N (k) AN NN €4 ()

1

Usually we are interested in a mix of scalar, fermion and vector particles,
and the most “general’ LSZ formula can be obtained by combining the
above three. Of course, all particles have their own specific field-strength

renormalization factor Z and mass m.

5.3 Optical theorem

The optical theorem is a consequence of the unitarity of the scattering
matrix, STS = 1. Using the split S = 1+ T, as defined in Eq. (3.98),

(1 —dTHA +iT) =1 +i4(T -TH +T'T =1
— (T -TH =T'T. (5.51)

Let |p1p2) and |kikso) represent 2-particle states of the interacting theory.
By using the completeness of states,

- Z (H/ (27T)32E_> <P1P2\TT|Q1 o) (a1 - dn| Tk ko)
n i=1 q;
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On the other hand, based on the definition (3.99) of the invariant matrix

element,

(ky -k, [iT |k kp) = (277)4 54 (kA + kg — Zkl> iM (ka,kp — ky) |
SO

(p1p2| T1T|k1ko) (5.53)

:Z <H/W> M (p1,p2 = i )] (M (k1 ko — di. .. )]

x (2m) W (p1 +p2 — q) (2m)" 6W (K + k2 — q)
Similarly,
—i(p1p2|(T = TY)[kiko) = —i [M (K1, k2 — p1,p2) — M* (p1,p2 = k1, ko)]
x (2m) 6W (py + po — ky — ko) . (5.54)
Equating the last two equations gives us an identity,
— i [M (K1, k2 = p1,p2) — M" (p1,p2 = ki, k)] (5.55)

x (2m) 0W (py 4 pa — k1 — ko)

R <H/®+§E> M (1 = ] M (ks = )

x (21) 09 (p1 + p2 — q) 21) 6W (ky + ko — p1 — p2)
so when ki + ko = p1 + po,

— i [M (k1, kg — p1, p2) — M (p1,p2 — k1, k)] (5.56)

=) (H/@gﬁ) M (p1,p2 = a1 ... dp)| [M (k1 ke — qi ... dy)]

X (277)4 6@ (p1+p2—q) -
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We used here 2-particle states but this is not any restriction. More generally

(and in a shorter form),

_z'[/\/l(a—>b)—/\/l*(b—>a)]:Z/dl“f[/\/l*(b%f)][/\/l(aﬁf)],
f

(5.57)

where it is implicit that p, = py. This is one of forms of optical theorem.

In a particular case in which |a) = |b) = |k, ko),
— i M (ky, ko — ki, ko) — M™ (ky, ko — ki, ko)] (5.58)
= 2ImM (ky, ko — ki, ko) |

and

2ImM (kl,kg — kl, kg) = Z/dl“f\./\/l (kl,kg — f) |2. (559)
f

The right-hand side is, up to the flux factor F' = 1/ (4Fx, Ex,|vk, — Vk,|),
the total cross section for process "ki, ko — anything”. In the center-of-
mass frame,

ki ki
Fv, FE_x

1

4Ek1Ek2|Uk1 — UkQ‘ = 4Ek1Ek2 (560)

By, + Ex,

= 4Fx, Fx, | k1| B By

:4|k1‘\/§7

so that (still in the center-of-mass frame),

ImM (kl, kg — kl, k2) = 2\/5 ‘k1| Ototal (kl, kg — X) (561)

In other words, the imaginary part of the matrix element for elastic
ki, ko — ki, ko scattering is related to the total cross section ki, ks — X.
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A process ki, ky — ki, ko is often called forward scattering (the collid-
ing particles continue along their initial trajectory).

Analytical properties of matrix elements:

We have already calculated some simple matrix elements in ¢* Yukawa
and QED cases but these matrix elements were always real. A non-zero
imaginary part is typical for more complex diagrams involving loops, so that
the intermediate (virtual) particles can be on shell and the +ie prescription in
the propagator becomes relevant. However, if the center-of-mass energy /s
is too low for the intermediate particles to go on shell, the matrix element

remains real.

Physically s is always real, but let's be more liberal and extend the matrix
element M(s), defined by the Feynman rules, to the complex plane in s. We
define sy as the (real) threshold energy for the intermediate virtual particles
to go on shell. If s < sg and s € R, also M(s) € R, so that

M (s) = [M(s7)]" . (5.62)

This equation is true for all s < sg. From the complex analysis we know
that in this case the above equation is fulfilled also in a larger region in the
complex plane, where the functions are analytic. Let € to be a small real

number. Then,
M (s +i€) = Re M (s + i€) + ilm M (s + ie) (5.63)
M (s + )] = [M (s — ie)] (5.64)
= [Re M (s — i€) +iIm M (s — i€)]"
= Re M (s —i€) — ilm M (s — ie) .
According to Eq. (5.62) these two are equal, so
Re M (s + ie) = Re M (s — ie) , (5.65)
Im M (s +ie) = —Im M (s — ie) . (5.66)
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We see that if the imaginary part of M(s) is non zero, there is a disconti-
nuity across the real line,

M (s +i€) — M (s —ie) = 2i(lm M (s + i€) . (5.67)

When s < s¢, the imaginary part is zero and there’s no discontiuity there,
but when s > sy we can expect a discontinuity across the real line:

s

M(s) can have a discontinuity here

M(s) real for s < s

An example and the Cutkosky rules:

Let us now look into the matrix element (particularly its imaginary part) for
process ki, ky — ki, ks in ¢? theory at order O(\?). Consider the diagram,

k/2-q

_—

k/2+q
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This clearly contains a closed loop. We will develop a systematic way to
evaluate diagrams like this a bit later in the course. However, now we
are mainly interested in the imaginary part of the diagram which we can
calculate by considering the difference between M (s + i€) and M (s — i€).
Our strategy is thus to compute the discontinuity across the real axis.

Using the Feynman rules we can readily write down the matrix element

corresponding to the above diagram,

.M_l(_./\)Q/ d'q i i
RS 2m)3 (k)2 — )2 — m2 +ie (k)2 + q)2 — m2 + e

A [ dYyg 1 1

2 (27T)4 (k/Q_Q)Z —m? + ie (k/2—|—q)2 —m?2 + i€’ (568)

where the overall 1/2 is a combinatoric factor. We will use the residue
theorem to evaluate the ¢” integral, so let us first solve for the locations of

the poles. In the center-of-mass frame:
(k)2 £q)* —m® +ie = (K°/2 4+ ¢")? — q* — m? +ie (5.69)
=(k°)2+ ") - Ei+ie=0 |El=q +m
— (K"/2 £ ¢°)* = E —ic
/2 £ ¢" = £ (Eq — ie) |Eq >0

o K° : 0 k° .
q ZE:E(Eq—ze), q :—E:I:(Eq—ze).
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We see that the integrand has in total 4 poles in the complex ¢" plane:

0

L4

—k/2—Eq+ie k°/2—Eq+ie

>

—k%/2+Eq—ie  k°/2+Eq—ie

The integrand is strongly suppressed in the limit |¢°| — oo so we can
close the integration contour either in the upper or the lower half plane.

We choose the lower one, so the integration contour encloses the poles
" = —k%/2+ Ey —ic and ¢" = k°/2 + Eq — i€

/do 1 1
T /2 — g2 —m2 +ie (/2 + q)% — m? + ic

(5.70)

= —27i [Res (¢" = —k"/2 + Eq — i€) + Res (¢" = k"/2 + Eq — i€)]
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The residues are:
e Res (¢" = —k/2 + Eq — ic) (5.71)

! & — (—K0/2 + By — ie)
= 11m
124 Egic [(£2 — @) — m? + i) (k]2 + q)° — m? + ie]

_ li ¢’ — (—K°/2 + Eq — i€)
T )24 Byie [0 — (K0/2 — Bq + i€)] [0 — (K9/2 + Eq — ic)]

1
10— (—k0)2 — Bq+io)] [0 — (—K9)2 + By — ie)]
1
T [2Eq — KO [—k0] [2E4]
e Res (¢" = k°/2 + Eq — ic) (5.72)

B . ¢" — (K°/2 + Eq — i€)
k)2 Eg—ie [0 — (K9/2 — Eq +i€)] [¢° — (k°/2 + Eq — ie)]
1
[¢° = (—K0/2 = Eq +i0)] [¢* — (=k%/2 + Eq — ic)

1
2Eq] [2Eq + FV] [KY]

X

Thus,

1 1
dO
/ ! (k/2 —q)2 —m? +ie(k/2 + q)? — m? + ic

(5.73)

. 1 1
o [[qu T k0] 2Eq] | [2Eq] 2Eq+ K] K0

The latter term does not lead to discontinuities (Eq > 0, Re k® > 0) so we
forget that one. By going to spherical coordinates,

d*q = dQ|q|*d|q| . (5.74)
Since E = q° +m?®, we have 2E,dEqy = 2|q|d|q], i.e.
d*q = dQ|q|EqdE,. (5.75)
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The relevant part of the matrix element thus becomes,
—omiX 1

Gy / T B, A 25y

ik dQ|q| EqdE,
- (2m)3 / (k0 — 2E4] [k%] [2Eq]

X 477/00d \/ Ea—m”

iM =

(5.76)

- @2r)3 2/, Eq (K0 — 2E4] [k0]

The integrand clearly has a pole at E, = k°/2. However, if k% < 2m,
' —2F, <0, (5.77)

and M is real (though infinite...), as expected. If then £ > 2m, the pole
is in the contour of integration and the result will depend on which side of
the real axis kY = /s is. Based on Eq. (5.67) what we need is a difference
between these integrals at /s = k" + i€ and /s = k" — ie. Let's therefore
calculate,

—iA / dEq \/ﬂ 1 B 1
872 kY 4 KO —2Eq+ie kY —2E4 —ie

m

By combining the denominators,

1 1 B —2i¢€ (5.78)
KO—2Eq+ie K0 —2Eq—ie| (k0 —2Ey)? + € |

e—0

— —2imd (k" — 2Eq) , (5.79)

where we used a d-function identity

1 €
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Thus the discontinuity of iM is

M = _N / B2 !
M= —2E Fic k0 — 2Eq— e

~\21 KO 2
__~ - — ) —m2. .81
87 k’o\/(2> " (581)

According to Eq. (5.67) we have,

N1 ko 2
T

= Im M(s) = ——= /- —m?. (5.83)

In the center-of-mass frame k¥ = m? = E? — p2, = s/4 — p2,, SO
|Pem| = v/$/4 — m?2, and our final form for the imaginary part is
A’ |Pew|

167 Vs

The optical theorem (5.61) says that this should correspond to the total

Im M(s) = (5.84)

cross section,

A2 em
or
/\2
O-total(kla k2 — X) 327’(’5 (586)

This agrees exactly with the result (3.132) we computed earlier! Thus, we

have explicitly verified the optical theorem in this particular case.

The following loop diagrams are of the same order in coupling constant:
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These, however, do not produce a discontinuity like the diagram considered
above.

Cutkosky rules:

The calculation above was straightforward, yet a bit messy. We can reach
the same result through an easier method. We note that the contribution

of the imaginary part came from a kinematical point,
" = —k/2 + B —ie (5.87)

Eq=+vaq?2+m?2=£k"/2, (5.88)

at which both virtual particles are on shell,
[(k/2£q)* —m?*] =0. (5.89)

The contribution of a specific kinematic point is naturally obtained by setting
appropriate ¢ functions. Indeed, if we replace in the original matrix element
(5.68) the propagators by the following ¢ functions,
1
(k/2 4 q)? — m? + i€

~

—2mid [(k/2 + q)* — m?] (5.90)

1
(k)2 — q)2 —m? + ie

~

—2mid [(k/2 — q)> — m*] , (5.91)
it is straightforward to check (Ex.) that the result is nothing but the dis-
continuity i0M in Eq. (5.81). This is, of course, not by accident but an

example of the so-called Cutkosky rules.

The Cutkosky rulse use the notion of a cut diagram. We call a cut such
a line that splits the diagram into two connected pieces:
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The first one is just the diagram considered above, and the latter ones a

examples of cut diagrams in ¢ theory.
Cutkosky rules for calculating the discontinuity of a diagram:

1. Draw all the possible cuts. Retain only those in which the virtual particles

crossed by the cut can be kinematically on shell at the same time.

2. In cut propagators replace

— — —2mid (p® — m?
p?—m?2 + e (v ) -
and integrate over undetermined momenta.

3. Sum the results of all possible cuts.
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5.4 Unstable particles

We will now derive a general expression for the decay widths of unstable
particles. We denoted eariler by FP (k) the propagator including all virtual

corrections,

k
— —- . —{1p

()
k2 —m2 — M?(k?) + ie’

where each 1P| blob corresponds to —iM?(k?),

—iM* (k%) =
k
—{1pI = 8 + O
+ m +
N

Let's now apply the LSZ theorem in the case that the initial and final state

contain the same single particle. Clearly, all the amputated diagrams are
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exactly those that comprise —iM?2(k?). Both sides of the diagram contribute
one vV Z, so
iM(k — k) = —iZM*(k%). (5.92)

On the other hand, the optical theorem (5.59) gives,

2ImM (k — k) = Z/drfw (k= f)]*. (5.93)
f

If we consider e.g. the ¢* theory, a on-shell ¢ particle cannot decay. Thus
the right-hand side of Eq. (5.93) is zero, from which it follows that also
ImM (k — k) = 0, which means that M (k — k) is real. Thus also
M?(k?) is real and the equation

K2 —m2 — M2(k2) F 20, (5.94)
has a real-valued solution m. Near k? ~ m? the propagator FP(k) is of
the form,

k2 —m? 17
FP(k) " = 5.95
(k) kZ — m?2 + ie + (5.95)
dM?(k?)

Zl=1-—r— . 5.96

dk? k2=m? ( )

Let us the suppose that we have several interacting particles (e.g. Yukawa
teory) arranged so that ¢ can decay. In this case the right-hand side of
Eq. (5.93) is # 0, and thus M (k — k) and also M?(k?) have an imaginary
part. We will generalize the definition of the physical mass m to be the

solution of the equation,

kZ2—m?

k? —mi — Re M*(k?) 0. (5.97)

In the neighbourhood of k? ~ m? the propagator looks like,

k*—m? iz
FP(k) ©2 |
(k) k2—m2—iZImM2(k2)+ie+ (5.98)
. dRe M2(k?)

If this propagator occurs e.g. in diagram,
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N
7N

the cross section will be of the form,

1 2

s —m? —iZIm M?(s?)

- - > (5.100)
[s —m?]” + [ZIm M?(s?)]

0 X

If the imaginary part Im M?(s) is "small”, the above function is peaked
around s = m?, and we can approximate Im M?(s) ~ Im M?(m?), if

s ~ m?2. Then,

o X (5.101)

(s —m2)* + (mI)?

7
[ = ——Im M?*(m?). (5.102)
m

The form, (5.101) is generally known as the Breit-Wigner resonance,
and the constant I' is the decay width. From Egs. (5.92) and (5.93) we
now get,

__Z 2/1.2 _i _i 2
[=——Tm M*(k?*) = —ImM (k — k) —2mzf:/dl“f/\/l(k—>f) .

m

e}

I = %zf:/dl“f/\/l k= ). (5.103)

We can interpret the decay width I" also as the decay rate, and its inverse
1/T as the particle’s lifetime.
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6 Basic QED processes

In this section we will go through some QED results and related calculational
techniques. The content of this section is probably familiar to most from

the Particle Physics course.

6.1 e'e” = pupu

Probably the most simple QED process is the electron-positron annihilation

into muon-antimuon pair:

v, (K
wt

e /[;’ k\"

We work in the Feynman gauge in which this diagram corresponds to the

matrix element,

T ) (i) us(p)] (6.1)

iM = [, (k) (—iev"”) v (k)] Z

N Z.Q% (@ (k )y v ()] [0 (9") vws (p)] - (6.2)

To compute the cross section we need |M]|? so we complex conjugate this:

—ije?

(iM)" = Z (@ (k)" v (K] [T (0 ) vous ()] (6.3)
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The complex conjugation of each of the terms in square brackets proceeds

with the aid of a couple of ~-matrix identities,
[ (k) vw (K] = [t (k)y" o (K] = 0l ()" (k) (6.4)
v T
= ol (k)7 [uf (k)7"]

= vl (k)71 T, (k)

= oL (K)7°9°9" 1 u, (k) |7 =1", 4% =1
= (k') [v*7""°] ur (k)
= Uy (K')7"ur (k) [y0y17" = 2.
The second one goes analogously, so we have our |M|?,
4
€ = — v
MJ* = E[ur(k)Vuvr’(k,)] [UT’(k,)'V ur(k)} (6.5)

[Ty (0 yuus(p) ] [Ts (P) v (1) -

By writing out the indices of the matrix products we see that the terms in

the upper and lower lines can be turned into a trace:
(@ (k)" vy (K) ] [ (R)" () (6.6)
= [, (k)]a[y"]a v (K)o [0 (K)]e[7"]ealter (K)]a
= [, (k)]alr (B)]a[7"Jas[vr (k)]s [0 ()] e[y Jea
= [, (k)8 (k) ]da [y ab v (BT (B o[y e
= [, (k)2 (k)7 Jav [0 (K )0 (k)7 Jba
= [, (k)T (k)" v (K )0, (k') aa

= Tt [u, (k)@ (k)" o (K )0, ()]
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and we have,

M = %Tr oy ()T () 0 (K Y (K] (6.7)
Tr [vy (p")Ts (P") s (p)Ts (P) V0] -

In the most simple case the electron and positron beams are unpolarized
so that they contain both spin states in same proportion. In this case we
average over the initial-state spins,

%E:%E]NW- (6.8)

The particle detectors seldomly resolve the spin states of the muons and in

this case we also sum over the final-state spins,
1 1
=YLy Yy e 9
s s r 7

This is handy, as we can directly use the relations (2.22),

> us(p)ua(p) = p+m, (6.10)
> up)vs(p) =p—m. (6.11)

s=1

Thus, computing |M]|? reduces to traces of v matrics,

ME = T () (€ = ) ] T [ = ) 4 m) ]

(6.12)

To simplify expressions like this there are tons of formulae, of which the

most important are collected in the next page.
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Tr[l] = 4
Tr [odd n.o. of v matrices] = 0

Tr [y/v"] = 4¢""

Tr [Y"y"7] = 419" — 9"9" + ¢"7 "]

0

Tr [75]
Tt [v*~4"7°]

Tr [y*7"7*7°~°] = —4ie"?”

0

R

Eaﬁuueaﬂw = —60,
e‘w’“’eaﬁw =—-24
Yy =4
VYN = =207

VA APy, = 49”°

VA ANy = =297

VAT = g — g¥1 + g

Tr [y yfin] = T [y - - 295

0-3

(6.13)
(6.14)
(6.15)
(6.16)
(6.17)
(6.18)

(6.19)

(6.20)
(6.21)

(6.22)

(6.23)
(6.24)
(6.25)

(6.26)

n __ 5 HVNP
V! — i,

(6.27)



By using these identities, computing the traces is easy:

o T [(F—m) v (5t o) ) (6.28)

=Tr [pl%lsz] —me It [%}7’%] +me It [P/’Yu%/] —szr [%ﬁu]
=0 =0

= p"p" Tt [V, Vu Vo Vo] — 4mZg,

= p"p74 [9puGov = GpoGuw + GovGuo| — 4mgguv

4[ppy = (0" D)gw + Dupu] — 4migu

4 [P0 + Popu = G (M2 + 9 p)] -

o Tr[(F+mu) " (K —mu)q"] (6.29)
= 4 [K'EY + K" — g (M2 + K - k)]

Since the mass of the electron m, ~ 0.5 MeV is much smaller than the
muon mass m, ~ 105 MeV, we can safely set m. = 0. Our matrix-element

squared becomes then,

4 4
IM|? = q—i [K'E" + KK = g (m, + K - k)] [P0 + Pyop — g (0 D)]

B %[(k P)E - p)+ (k-p)(K-p) — (- P) (k- F)

+(k-p)(K-p)+ (k-p)E -p)— (p- D) (k- K)
—2p-p) (MEAK K) + 4 (mE+ K k) (p-p')}

N 861%[(’“ P)(E - p)+ (k-p)(K -p) — (p-p)(k- k)

- (mi+k'-k) (p-p’)}

S e ) e )] (630)
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This is explicitly Lorentz invariant. More concrete expression is obtained by

choosing some frame of reference. Typical choices include the rest frame

of some massive particle, center-of-mass frame of some selected particles,

or brick-wall /Breit frame in which the momentum of a projectile particle

gets reversed. Here the easiest choice is the center-of-mass frame of the

e"e” pair (which is the center-of-mass frame of the u*u~ pair as well).

Let's choose the momenta as follows:

r (Vs Vs
=|—,0,0, ———
p ( 2 9 Y 9 2 >
k= (78, |k|sin 0 sin ¢, |k| sin € cos ¢, |k| cos 9>

K = (—8,—\k\Sinesingb,—\k\sin@cosgb,—|k|cos€) ,

— Je/d —m2
where [k| = /s/4 —m2. Kk

p L
k’
The required dot products are easy to evaluate,
1

k-p=Fk -p == F—\/E\k|cosﬁ}

2 L2

, , 17s
k-p =k =3 [§+\/§|k|0059]

/

p-p =

[NV

q2:(kz+k’)2:3
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(6.31)

(6.32)

(6.33)

(6.34)

(6.35)

(6.36)
(6.37)

(6.38)



We substitute these into the expression of the squared matrix element:

ME =SS )+ D ) H )] (639
17s 2 1rs 2 9 S
{Z 5t V's|k]| COSQ} +7 [5 — V/s|K| COS@} + m”i}

[ 2

% + 2s|k|? cos 0] +m? ;}

[ 4|k|? 4m?
1+l60829] +—“}

({2 ()

q
Am? Am?
_[( ﬂ)cos2e+(1+ﬂ>]
S S

We then use the general formula for the cross section (3.109). The flux

> =

8et
:?

s2et

@
=

2
I cos” 6

factor F' is now

F =4 (p-p)?—m2m?2 = 4+/(s/2)2 = 2s, (6.40)

and the two-particle phase-space element (3.111) in the center-of-mass

frame,

k| 1 s
D= [ d0 — [ a0 S _m2. 6.41
2 / 1672y/5 1672y/5 M (6.41)

Putting all together gives us the leading-order differential cross section,

do dFQ

ol |M|2 (6.42)

1 1 s 4m? 4m?
_ - 2 2 4 . ¥ H
= 23—167r2\/§ 1 mze [(1 . > cos® 0 + (1 + — ) ]

et 1 4m/% 4mi ) 4mi
SV (P e e it )




or, in terms of the fine-structure constant o = €% /4,

d ete —utu~ 2 4m2 4Am? A2
7 Sy O WtarT O T cos’f + |1+ —£
d) 4s S S S

(6.43)

The picture below shows the measured angular distribution [Z.Phys. C14
(1982) 283]. The data clearly exhibits a minimum near cosf = 0 which
corresponds to 90° scattering in the center-of-mass frame.

CELLO - CELLO
ever — pt "
<VE> = 34.2 Gev

ete” — ptp-

R

Tg- (nb)

T T

Loy aheagl

T
|

5. 8 8 -4 -2 0 2z 4 5 8- 12 18 20 24 28 32 36 40

Our leading-order result (6.43) predicts a completely symmetric angular
distribution around cos @ = 0. More accurate measurements have revealed
that the angular distribution is not completely symmetric which can be

explained by weak interactions (Z-boson interchange).

The total cross section is obtained by integrating over the angular variables:

B B ete " —utu~ 27 1 dot e —utu”
ete"—utu~ do o o
Total = /dQ S _/0 dgb/_l(dcosﬁ) 0 :

(6.44)

The differential cross section does not depend on the azimuthal angle ¢ so
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we only have two types of integrals,

/0 K d /_ ll(dcosﬁ) _ (6.45)

2T 1 A7
/ dqb/ (dcosf) cos®§ = 3 (6.46)
0 ~1

By using these,

_ 4o’ 4Am? A4m2\ 1 Am?
iz _ Al [TO () amiN ()
4s S S 3 S

T 4m? 4m?
= /1 ——H|442—* 6.47
3s S + S ’ ( )
so all in all,
eteutum 4o 4mi 1o QmZ (6.43)
total T 3s S S :

In the previous picture some experimental results for the total cross sections

were shown as well and the curve is the QED prediction ~ 1/s.

Historically, the total cross section has been used to measure properties of
the 7 lepton by investigating the ratio,

O.€+€I*>T+T7

__ “tota

R = e (6.49)
total

First, to produce a 777~ pair a threshold energy /s > 2m, is needed, but

at large-enough energies the ratio should tend to unity. In the picture below

we show some results for this ratio [Phys. Rev. Lett. 41, 13]:



I | I ; | | —
O.15 —
Charm
Threshold ,
= oo Spin |/2__
Q .
N o
ha
0.05 . B - T
- Spin O
0 | | I : | s
3.6 3.8 4.0 4.2 4.4
Eem,  (GeV)

In the picture we clearly see a threshold near 3.5 GeV < /s < 3.6 GeV
which is consistent with the 7 mass m, ~ 1.78 GeV. In addition, the masses
affect how quickly the ratio grows. By using Eq. (6.48) as a template, one
can deduce the mass of the 7 particle. The 7 measurement involves only
part of the decay channels so the ratio does not tend to unity. If one assumes
that the 7 particle is not a fermion but a spin-0 or spin-1 particle, the ratio

would behave rather differently.

6.2 Helicity breakdown of e"e™ — u*u~ process

In the previous section we summed/averaged over all the spin states. By
doing so we naturally lose information. We will now learn how to carry out
the efe™ — p™ ™ in specific spin configurations. In principle, this allows to
more thoroughly test the theory and leads to a more complete understanding
of the QED interaction.



To begin with we the high-energy limit by forgetting the masses. So we set
me = m,, = 0. In this limit,
d0€+e__>“+'u_ a2

— |1 2 .
o — 45[ + cos 9] (6.50)

2
ete—putp~ 4o
total —
3s

(6.51)

A practical choice for the spin parts (&, 75) of the spinors at the zero-mass
limit are the eigenstates of the helicity operator o - p. see Sect. 2.1. It is
easy to check (Ex.) that in the zero-mass case we can replace the helicity

operator by the v° matrix,

Yus(p) "= (o - ) us(p), (6.52)
Yi(p) "= (- B) va(p) - (6.53)
Let us now denote by u®(p) and v=(p) the spinors in the helicity basis,
Put(p) "= (o - B)ut(p) = £ut(p). (6.54)
Yov=(p) m=0 (o -p)vE(p) = £v5(p). (6.55)
Define
1 5 1 5
PR:§(1+7), PL:§(1—7), (6.56)
which fulfill
P’=P, Pp+P =1, PrP,=0. (6.57)

From these relations we see that Pr and P;, are projection operators.
By using the above relations we have,

Prut(p) "= u* (p) Prot(p) "= 0" (p)
Pru(p) "=’ 0 Pro=(p) =" 0
(6.58)
Prut(p) "= 0 Put(p) "= 0
Pru™(p) "="u (p) Pro=(p) "= v (p)
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The projections Prugs(p) and Prus(p) (and the same for v spinors) are
called the right- and left-handed components of the spinor.

Let's now return tot the squared matrix element (6.5),

64

M? = E [ﬂr(k)’y“vw(k)/)] [ﬁr’(k/)”yyur(k)} (6.59)

[T (P15 (p)] [T (P) v ()]

and inspect the factor [@S/(p’)%us(p)] in the helicity basis. If, for example,
us(p) = ui(p), then

Uy (p )yt (p) = Uy (p )7 Prus (p) - (6.60)
On the other hand, since 4° is Hermitean and anticommutes with all other
v matrices,
Vo (P )yt (p) = 05 (D)7 7 Prus (p) (6.61)
= vl (p)) Pry " ()

= [Prvy(p)]" ", us (p)

g ()] 0y us(p) if s =+
0 if §f=—

In other words, the both spinors have to be either right- or left-handed — the
mixed configurations vanish. From Sect. 2.4 we recall that a right-handed
v spinor corresponds to a left-handed positron, and vice versa.
We can deduce that the helicity states of colliding electron and positron

have to be opposite to give a non-zero cross section.

Let's now focus on a specific initial- and final-state helicity configuration.
As an example we look at the case epe] — ppuy,

e4

(M(ege; = pput)l = EWNMV”M(”)] 04 (k)7 us (k)] (6.62)

04 (0 )yuus (p)] [Ts- (P) w4 ()] -
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By using the projection operators, we can formally sum over the helicity

states,

M(eref = i) = S5 D[ (k)7 Pa v ()] [ (K ()]

S [0 P s ()] [P ()]
s,s’
where Pgs pick the case in which all spinors are right-handed. As earlier,
we can turn this into a trace,

64

(M(eger = nppi)l’ = (6.63)

)

> T fur (k)@ (k)7 Pr v (K )00 ()]

r,r!

Z Tr [US/ (p’)vsf (p/)’YMPR Us (p)ﬂs(p)%/]

4

N 46_614 Te [fy" (L") "] T [Py (L+ 2 )pn] -

Let's open the traces:

o T [Py +)pw] =T [Prpn] + T Po’pn]  (664)

=4 [p;LpV + DyPu = G (P p)] - 42‘6(1”5#]904]9/5

o Tr[fy"(1+~°)F~"] = Tr [Fy"F~"] + Tr [Fv"+ K"  (6.65)

= A[K'EY + KK — g (K - k)] — 4ie™ 7 EOK
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and substitute back to the expression for the matrix element squared,

B 4et

(M(egel — nppp)l” = 7 (6.66)

[p;Lpu + p:/pu — Guv (p/ : p) - Z'anﬁypap/ﬁ}

K" + KK — g (K - k) — i€k k")

4 4
— 2{(/€-p’)(k’-p)+ (k-p)(k’-p’)} — Capu€” ™ KK p”
q —
—2[0564—6507]

:8q_il [(k D)k - p) + (k- p) (K- p) + (k- p)(K - p) — (k- p) (K 'pl)}

16e* 16e* 1 7rs 2
= e (k-p)(K - p) = 2 X7 [5 + V/s|k| cos 6
4et

S Vs ’ 4 2
=— % 54—\/57(308(9 =e" (1 +cosb)” .

The differential cross section is then,

ar _ _
%IM(GR% = ki)l (6.67)

0 1 s, :
=B VI cosh
25 1625 o ¢ (LHeost)

da(egez — ,u;%/fi) =

2

«a 2
— a0 (1
d 43( + cosf)”,

SO,
do(ege} — ugpiy) o’ )
~ % 0?2 |
40 15 1+ cost)

Othe helicity combinations are computed in the same way. The results are:

do(egep — nppy) _ dolepe = pppp) _ o 2
0 = 70 —E(l—i—COS@) :

do(egep — nppp) _ dolepe = pigpy) _ o 2
— == .
9) d) 15 1 —cos?)
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In total there are 2* = 16 different possible helicity configurations but 12 of
these yield zero. By summing the 4 non-zero terms and dividing by a factor

of 4 (for the spin averaging), we reproduce the unpolarized cross section.

6.3 Non-relativistic limit of efe™ — utp~

Let us now examine the limit in which /s ~ 2m,,, so that p~p™* pair can

barely be produced. The cross section (6.43) will then become,

d ete —putu~ 2 4m2 4m? A2
? S — 21— —£|cos?O+ 1+ —£
ds? 4s S S S

2lk|/v/5

=

~0 ~2

2
~2 o’ |k
M): _u : (6.68)
s /s
with no angular dependence. In what follows we will compute this with
explicit spinors. Our starting point will be the matrix element (6.2),

2
: e _
M= 0y o W) @)yl - (669)
Since m, ~ 210m,, the incoming electron and positron are very much
relativistic so for them we will not use any non-relativistic approximations. If
the electron travels in to +2 direction and the positron to the —z direction,

we write
I I
us(p)—\/Ep+m<gs_p>€s%\/|p|<03>£s (6.70)
E+m

—o’|p|

vy (p) = VEp +m < E}m ) ns ~ /|p| < _;3 ) Ny - (6.71)
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Using these,

Ty (p)7"us(p) = vl ()7 1" us(p)

I 0 I
:!PWZI (_03 I) <0 I)’V”(Jg)&S
= pln}, (=0* —1)4* ( 013 ) &,

—Vsnlo's, if p=1,2

0 if 1=0,3 "

(6.72)

Let's first look at the case that e is right-handed and e™ left-handed (so

both spinors are right-handed),

(0-D)Es = 0’6 =&, (6.73)
(- Py = —0*ny =1y, (6.74)
I.e.
&(é), UT(?) (6.75)
Then,
(0 if u=0
1 if p=1
U ur(p) = of (0 ur(p) = —V/s 4 Pt uen o 670
0 if pu=3

\

Correspondigly, if e~ is left-handed ja e* is right-handed (both spinors

left-handed), the spin parts are

&—(?), m—<_01>- (6.77)



In our convention in which 7y = (—i02) €X. In this case,

(

0 if u=20
1 if p=1
o () uy(p) = vl (W) Y u(p) =Vsq .. . (6.78)
— if p=2
0 if u=3
\
The produced muons are non relativistic so,
I I
ur(k) =/ Ex +my ke &~ \/2m,, 0 & (6.79)
Ek—l—m#

ok’
— 0
U,r./(k,) — A/ Ek/ —|— m/,L ( Ek/}‘mlb ) ”]’],,,,/ ~ Qm/’[’ ( ]_ ) 7’]7&/ 3 (680)
with these

(k)" v (K') = ui(k)’YOVufUr’(k/) (6.81)

= 2m,&l (1 0)<é _O]>7u<?>m,

=2m, &l (I 0) " ( ? ) My

0 if u=0

2mufiaim/ if u=1
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Thus, our matrix element becomes,

iM = q—g 1 (K)y v ()] [T ()7 s (p)] (6.82)

;2
e
= Zl:? X |:g()0 x 0+ J11 (—\/E) X QmMS;EO'l’I'}r/

+ goa(Fi) (—/3) x 2my&loPn. + gs3 % 0}

—\/s2m,ie? )
— :l: \/_ 5 K |:+ 911510177T/ 4 QQQ(iZ)giaznﬂ}

s2m,ie? )
o sty ]

2

| 0 1 01
4\/5(]#1625:[ Ny = 2i€2 gi T e;{ez
) 00 00
a | 00 00
—Lfomuie et N & 2ie? & ey ereh
\ 10 10

We easily see that M # 0 in the epe} case only when

57“ - ) Ty = ) (683)

57’ — 5 Ny = 5 (684)

so both muons have their spin projection into z direction either +1/2 or
—1/2 (again, recall that the spin projection of an atiparticle is opposite to

the projection of the v spinor). The complex conjugation gives,

) ) ¢ 0 0
[i./\/l(e]}ei)} ~ —2ie"n,, - &
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SO

00 0 1
[Megep)® = detn) && T (6.85)
10 00
00 01
= 4e' Tr [777“’77:/ 57”571; } :
10 00

The spin sums are fairly simple, e.g.

Zﬂ:nr/ni/(()l)(q 0)+<(1))<0 1)(3 ?)

(6.86)
such that
00 01 00
Z (M(epe;)|? ~ de* Tr [ } = 4¢* Tr = et
ror! 1 O 0 O 0 1

Dividing by the flux factor 2s and multiplying by the phase-space element

k| : '
6725 turns this a cross section,

do(epey = p ') _ 1 |K get = — 22 (6.87)
ds) 251672,/ s Vs '

The opposite spin configuration gives the same result,

do (epef, = ppt) _do (epef — pwp™)

ds B ds) ’ (6.88)
and the unpolarized cross section becomes,
1 |do(eef, = ppt) do(ezef — ppt) _ o? K| (6.89)
4 dQ dQ s/ '

which agrees with Eq. (6.68).

6.3.1 Bound states

Although the preceding calculation was formally ok it may be in doubt: if

the muon pair is produced to almost rest the Coulomb interaction can in
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principle tie them together to a bound state. The bound p* i~ state has not
yet been observed but e.g. ete™ bound state (positronium) is well known.
A state like this can hardly be decribed with plane-wave spinors as we have

done in the previous section.

2

In the previous section we saw that if the projections of the electron and
positron spins to the z axis are both either +1/2 or —1/2, also both outgoing
muons have their spin projection to the z axis either +1/2 or —1/2. All
the particles are thus either in "spin up” or "spin down" state. Let us denote

the corresponding matrix element (6.82) as
MPt=k Tk D) =M= ki L ky |) =27, (6.90)

This is independent of the momenta k; and ks (at least in our non-relativistic
limit).

The system of two non-relativistic muons can be described by the methods
of Quantum Mechanics | course — the treatment is nearly identical with
that of the hydrogen atom. The Hamiltonian for a two-muon system is
~2 ~2
2 P1 P3 - .
H=—"—+—"4+V(x1 —x3]), (6.91)
2m,  2my,

where V/(x1,x2) is just the Coulomb potential and p; = —iVy,. The
position of the center-of-mass of this system, and the relative position of

the muons are given by the operators,

X X 1
M3 T L g4 %) (6.92)
my, +my, 2

R

>
If

(%1 —%2) , (6.93)
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and the corresponding conjugate momentum operators are,

A A

(P1 — P2) = =iV,

fulfilling the usual canonical commutation relations,
[Ry., P| = [y, pe] = ihdye .

With these the Hamiltonian can be written as,

A P2 -9
j2g + P
2(2mu) Q(mu/2)

+ V(|r]).
The solution of the Schrédinger equation,
Hv¢ (r,R)=Ev(r,R)
can be written as
Y (r,R) =1 (r)e PRI,
and the total energy of the two-muon system is
P2

EF=—
2M+€’

(6.94)

(6.95)

(6.96)

(6.97)

(6.98)

(6.99)

(6.100)

where € is the energy related to the mutual motion of the muons, given by

IA)Q

2(my/2)

+V(E) | ¢ (r) =€) (r) .

(6.101)

In spherical coordinates the general solution to this equation is of the form

¢n€m (I‘) — RnE(T) }/Zm(ey ¢) )

(6.102)

where R,(r) are radial wave functions and Y;,,,(6, ¢) spherical harmonics:
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47
Yio(8,¢) = %_cos(?
’ n | Ry
Yi41(0,0) = ?\/gsinf)f—i” i 2(%)15;#
Yao(0, ) = 16%(3(:0538 =) 2 9 L2 (fr) _é(l _25;)6_ ¢
1”5 2 1 ?L\/?, (f); re” 2a
Vax1(6,¢) = F\[o-sinfcosfe*e 3 0 ﬁ(g)i(l_zg-+g(7’)’)f—f—
T 3 1 g B) r{1-g) e ®
Y242(0,9) = 355 Sin” 6= . 81\4@(%) 2

8megh?

In our case Z =1 and a = .
mue

The wave function in momentum space is obtained by a Fourier transform,

(k) = / Bre™X(x), (6.103)
which we assume to be normalized such that
Bk -
/(2W)3|¢(k)]2 =1. (6.104)

We will now form a wave function that corresponds to a bound ™ pair
that moves with an overall momentum K. We do this by weighting each
state |k; 1 ko 1) by an appropriate probability density zﬁ(k):

B(K) 1) = v/2Bx / %wk) L ko tke ),

J2Ev. /2Ex, -
k=(ki—k2)/2

in which Fx = VK2 + M? and M = 2m,,. The various normalization
factors have been chosen such that the normalization agrees with usual

1-particle states (Ex.),

(B(K') 11 |B(K) 11) = 2Ex (27)*6®) (K’ - K) . (6.105)
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Other possible spin-0 and spin-1 states are obtained by replacing |k; 1 ko 1)
by the configuration of interest:

S=0 %[\lek2¢>—|k1¢k2T>}

S:1 mszlz |k1Tk2T>

1 (6.106)
S=1 m,=0: %{\lekQU—HklikQﬁ}

S=1 msz—lz |k1\l/k2¢/>

We already agreed that /s ~ 2m,,, so K ~ 0, and the relevant state vector

is thus,
_ B Bk - 1 1
B 1) = BO) 1) = VAT [ ik Ve ARSIl
(6.107)
The invariant matrix element for producing a state like this in eTe™ collision
is thus,
Ak -
M(F= B = VM [ (550709 s Mt K T
Il Il
B &Pk -, 1 1 .,
=V2M / (27r)3¢ (k) o —sze (6.108)
_ dgk 3 . —ikx /% 1 1 2
_\/2M/(27T>3/d xe Y (X>\/M\/M26
— Sord | s eyt 1 L s
= 2M/d o™ (X)) (X)\/m\/m%
2
= M[Qeﬂw*m).

The "spin down" case give the same result so

Mt B11) = M (L~ B [}) = \/% 2¢%]97(0).  (6.109)
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Because the radial wave function R,,(r) = 0 if £ > 0, the produced state
always has £ = 0. The muon pair is thus produced to a state 3.

We will now form the cross section for producing the bound state. Let us
assume an unpolarized case so we average over the initial-state spins and
sum over final-state spins (though we know that only 2 combinations are

£ 0),

Miete 5 BIP =1 x Mt B+ M (= B )P

2 2 4e*
= 7 x = [4e][ (O)F = [ (O)F . (6110)

The flux factor is again just 2s but we now effectively have only one particle

in the final state,

1 PK 4et
o(ce = B) = /—(2#)45(4) (049 — ) x S0 (0)

2s | 2FEx(2m)3
11 0 10 0 de? % 2
— 5o @M (6 4+ K°) T (0)
1 et

~7z 206 (Vs — M)

327r3a2

= [(0)]% (Vs — M) . (6.111)

Since 0 (v/s — M) = 2M© (s — M?), we have our final form,

64773042

o(efe” = B) = [*(0)[%0 (s — M?) . (6.112)

Of course, the bound p™ 1~ pair is not a stable state and annihilates back to
eTe™ pair (351) or into two photons (1Sy), so the d-function peak brodens
into a some kind of resonance. In practice, some broadening is also caused
by the spread of the eTe™ beam energies which is easily large enough such

that all energy levels with different n quantum numbers, are produced.
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Following the same steps as above, we can also compute the decay width,

16ma” |¢*(0)/*
3 MZ

I'(B—efe) = (6.113)

In more complicated calculations the use of explicit spinors can get tedious.
However, it is possible to reduce the calculation to the usual y-matrix algebra
when the mutual momentum is almost zero, k ~ 0 (as it has to be to
produce the bound state). The momenta of the individual muons are then
the same, k1 = ky =~ K /2. In this case the matrix element is always of the

form,
M (p,s); (0, 8') = B(K,S)] (6.114)

| V2Fx
2Fx 2

oM |5 ) - (5.5.5) |

where the matrix element in the left-hand side corresponds to a free muon
pair in a specific spin state S. In this form, everything related to the bound
state is just a multiplicative factor and the summation/averaging over spins

can be done for the matrix element only,

2EK 9 K K 2
Mipp = BIR)]E = 225 14+(0) M[p,pw (—,—)] |
4B, 2772

When computing the righ-hand side, the following identities hold for spin-1
triplet (Ex.),

S=1
wnhym() = 5 4(K) (55

M ) (6.115)
wm®) = =0 (KE) oo

= bR+ u ) = g (FE2) . eam

where the polarization vectors have been defined for K = (Fk, 0,0, K) in
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the form,

(K) = NG (0,1,7,0) (6.118)

2 _ L —q

¢ (K) = ﬂ(o,l, ,0) (6.119)
1

€0 (K) (IK],0,0, Ex) , (6.120)

M
and in other cases they are obtained by an appropriate Lorentz-transformation.
The first two correspond to the positive and negative helicities of a spin-1
particle, encountered also in Egs. (6.76) and (6.78). The last one corresponds
to a "helicity zero" state for a massive spin-1 particle. These polarization
vectors fulfill the completeness relation,

K, K,

D AE)(K) = —g" + — = (6.121)
A=-1,0,1

For the Spin-0 singlet we have,

S=0

1 B B 1 K+ M
s lnkmm - uwmbl = o (F52) . @)

though it cannot be produced in ete™ collisions (at least to first approxima-
tion).

Starting from the matrix element (6.2) for e"e™ — p~u™ scattering,

2
. e _
M= S @ R )] e )] . (6123)
it is now straightforward to reproduce (Ex.) e.g. the total cross section
(6.112) without explicit spinor representations. It is also easy to check that

for spin-0 state, the cross section is zero.
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6.4 e u — e p and crossing symmetry

Let us now inspect the elastic e" = — e~ ™ scattering:

In comparison to the e"e™ — p~ ™ scattering the diagram is essentially
the same but 90° rotated. As we will shortly see, this structural similarity
can be taken advantage of in calculating the matrix-element squared. We

start by writing down the matrix element:

IM = uy (pll) (_ievu)us (pl) (p;i—g;z)gﬂr’ (p,2) (_ie'yy)ur (p2> (6 124)

ie?

= m [ﬂs’(pll)fyuus(pl)] [ar’(p/Q)fYMuT(pQ)] :

We square this,

64

s — )2 [Ty ()7 us(p1)] [Ts(p1)Y s (P))] (6.125)

(M]* =

X [t (P5) i (P2)] [T (P2) ot (15)]

64

_ mﬂ [ws (p) s (7)) 7 1 (p1)Ts (p1)7"]

X T [up (05T (D5) Y, (p2)Tr (p2) 0]
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and average over the inital-state spins and sum over final-state spins:

1
M= > M (6.126)

s,s'rr!

64

e [+ m i, + ]

T |+ ), + )

Let's now compare this to the squared matrix element (6.12) for the process
e (p)e"(p)) = p (k)p"(K),
4

A(k i L Tr [(F +my) 7" (K —my) 7] Tr [(p' — me) v (P +me) ] -

If we make the following replacements,
p—=pi, P —=-p, k—=py, kK= -p, (6.127)

the result is formally the same as in Eq. (6.126). We can thus obtain the
result of opening the trace directly from Eq. (6.30) just by making the
replacements indicated above:

8et

M2 = PR (P - 1) (p2 - p1) + (P - p1) (P2 - PY) — mi(p1 - pY)
(6.128)

What we have here is a particular example of a more general principle which
we call the crossing symmetry:

initial-state fermion <= final-state antifermion



initial-state boson <= final-state boson

Mok),... > P =[M[.. = ... 5(=K)] [

The extra minus signs in front of spin-summed matrix elements | M]|? for
fermion-antifermion interchange originate from the spin sums,

Zus(p)ﬂs(p) =p+m LN

=—(k—m) == v.(p)ulp)

S

In fact, the crossing symmetry is still a much stronger theorem and, with
proper phase conventions for the spinors (Peskin 5.4),

Mgk),...= .. ] =M[..= ... ¢(—Fk)]

where ¢ denotes any particle type.

0-28



The kinematics is quite different than in the e e™ — p ™ case. We
choose here the center-of-mass frame of the incoming particles:

e

H

P,
B P, Yo P
e > T
P;
o
and choose the momenta as follows:
p1 = (k[,0,0,k|) (6.129)
p2 = (E,0,0, —[k|) (6.130)
Py = (|k|, |k]| sin @ cos ¢, |k| sin 0 sin ¢, |k| cos 0) (6.131)
py = (E, —|k|sin 6 cos ¢, — k| sin 0 sin ¢, —|k| cos 0) . (6.132)
The needed dot products are easy to calculate:
prp = ph = K+ K= 5 (s - m) (6133)
p1 P, = |k|* (1 — cosb) (6.134)
p1-ph=p2-ph = |K|E + [k cosf. (6.135)

Substitute these into (6.128),

Qe

N 4|k|* (1 — cos0)

M2

[ (KIE 4+ kP)? o+ (K| + [k cos )’

—m2[k[? (1 - 0059)} (6.136)
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2¢

N k|2 (1 — cos 0)

[(E + |k|)® + (E + || cos 0)* — mi (1 —cos@)

The flux facor is now

F= 4\/(p1 po)? —m2m2 ~ A/ (pr - pa)2 = 2(s —m?),  (6.137)

and the two-particle phase-space element in center-of-mass frame we get
from Eq. (3.111),

k|
r= [ do | 1
: /d T (6.138)

Then we just pack these together to form a cross section,

do 1 dly 1 K|
— S = 0.139
(dQ)CM F dQ M 2(s —m?2) 1672/ ( )

2¢

X 2
k|? (1 — cos0)

[(E +|k))* 4 (E + |k| cos §)* — mi (1 — cos 0)]

CYZ

N 2s|k|? (1 — cos )’

{3 + (E + |k|cos ) — m, (1 — COSQ)}

do a? 5
_ = s+ (E + |k|cos0)” —m? (1 — cosf
(dQ)CM 25|k|? (1 — cos 6) [ ( K ) a2 )}

The factor (1 — cos0)” in the denominator makes the cross section strongly
singular in the limit 6 — 0,

d 1 1 1
<_U> ~ 5~ — s~ —, asf — 0. (6.140)
dS) oM (1-@059) (5824_) 0

The total cross section is thus infinite. The singularity originates from the
fact that in the limit § — 0 the exchanged virtual photon goes on shell,
¢> — 0. The infinite total cross section can be seen as an analogy to the

infinite range of the Coulomb force.
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6.5 Compton scattering

A bit harder process with external photons is the elastic ey — e™y —

scattering:

k p’
NN\NNSf——

1 %

Q
—_— N\
— —_—

P k’

At least the matrix element is easy to write down:

i(p+K+m)

(p+ k)2 —m? [—iey"] us(p) (6.141)

iM = [ﬂ (p) [—iev"]

+a¢ﬂn—wvﬂgf;£fjgr4ewuxm]my@k;Aw>

ool (prEm)

S (B) (]()l”_—k{f) ;_7722 (K us (P)]

The denominators can be expressed in a shorter form as,

o(p+k¥P—m?P= p* + kK +2p-k—m*=2 -k (6.142)
—m2 =0

o(p—k) —m*=-2p-F, (6.143)

and using the anticommutator {7#,7”} = 2¢"” and the Dirac equation
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(p — m)us(p) =0,
(p+m) €\(K)us(p) = [—¢,(k)p + 2ex(k) - p + m, ()] us(p)

= 2[ex(k) - plus(p) + £, (k) [~p + m] us(p)

7

-~

= 2[ex(k) - plus(p) -

A significant simplification is obtained if we now choose specific gauge for
the polarization vectors. In the Coulomb gauge the polarization vectors
are explicitly transverse and in the rest frame of the initial-state electron
p = (m,0) we can choose the polarization vectors such that ¢’ = €0 = 0.
Then,

p-e=p-€ =0, (6.144)
in any other frame as well. Thus,

(p+m) ¢, (k)us(p) = 2[ex(k) - plus(p) = 0.

Thanks to this, the matrix element simplifies quite significantly:

fg (k) —K A (K)
2]?/\ k _2p/\_ k! us(p)] )

—/

We still speed up the notation by setting us(p) = u, g (p') =@, ex(k) =€,
s, (k') = ¢, so

iM = —ic? [asf(p’)ﬁi/( ) us(p) + Ty (p') ¢ (k)

e M,[w ¢%¢]

2p-k  —2p- K
Doesn't look so bad. Now we square this to form |M|?:
4 4

MP = ot [ b | 0 ol + e |

Y1 o) [ﬂ R S R L T “]

- 4(p€~ BE T {uw [¢ e Jum | k] |
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* Alp-k)(p- k’)Tr {u’ﬂ’ ¢/*%4Uﬂ{¢/%/¢*} }
(

T (|l )

We suppose that the e~ beams is unpolarized and sum over the spins of the

final-state electron, but leave the photon polarizations open:

1 , el I IT 4+ 111 IV

32 IM _§[(p-k)2+(p-k>(p-k’)+(p-kr’)2]
(6.145)

IM? =

(=T (¢ m ¢ #e] g+ 4]
M= Te 4+ m) [ ] (g +m [ K]}
{ j

I = Tr < (f +m) ¢k¢]p+m[¢k¢}

IV:Tr{(p +m)_¢%¢ }(?“”)[MH}

There are traces of 8 v matrices to evaluate, but they are not so bad at
the end. We will still simplify the treatment by assuming the polarization

vectors to be real (linear polarization). Here we compute explicitly the case
I

IL="Tr {p'¢'kepike'} +m*Tr {¢kedke'} (6.146)

We open the traces:

T [ e | =2 T [rkers] - e R g |

—~—
2pe—fp = -

— 1 [ gy

= 2(k - p)Tr {P’f%’f’] - [p ! /\%M

6-33



202tk e [tp | 200y [ g |

=2(k-p)2(k - €)A(p' - €) +2(k - p)A(p' - k)

=8(k-p)2(k- )P - €) + (' - )]

o Tr [¢hegke | = - gy 0,

So the trace I is pretty simple,

I=38(k-p)[2(k-)(p -€)+ (" F)]. (6.147)

The case IV is no more difficult and in addition IT = III. Summing all the

contributions gives (Ex.),

(k- Ky

0 )k ) +4(e-€)| . (6.148)

M N2 =€’

Rather simple result. This is Lorentz invariant but we still have to keep
in mind that the polarization vectors have been chosen such that in the
rest frame of the initial electron €? = ¢ = 0. If we wish, we can at this
moment also sum over the final-state photon polarizations and average over

the initial-state polarizations. To accomplish this, we can use (Ex.)
—Z (e-€) == (1+cos’6) , (6.149)
AN

where the angle 0 refers to the scattering angle in the electron rest frame
(see the figure below), k - k' = cos . With this result (Ex.),

3 WO e =2t | P )] so)
AN

_ gt (k- k) g2 kK " k)
7 Lhmwwm+2 ) [(- -J]'
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An alternative way to obtain this result is to use the polarization sum (4.20),

w , KR RES -
Z Eﬁ,)\ek)\ - _g'u + L E ) k= (koa _k)
A=12 '

already before opening the traces.

Let us then check the kinematics in the rest frame of the incoming electron.
This is often called as the laboratory frame in this context which probably
is a historical relic as in the original Compton-scattering experiments the

photons (X rays) scattered off fixed target — electrons bound to an atom.

Ve

We may choose the momenta as,

p=(m,0,0,0) (6.151)
k= (w,0,0,w) (6.152)
k' = (W', w'sin 6 cos ¢, w'sin O sin ¢, w' cos ) (6.153)
p=p+tk—F (6.154)
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The dot products that occur in [M|? are,

k-k =ww (1 —cosh) (6.155)
k-p=mw (6.156)
K- p=mdu (6.157)
S0
w2w? (1 — cosb)’ 9
M2 = e 5 +4(e- )| . (6.158)

On the other hand,
m*=p?=(p+k—KY2=m>+2p-(k—kK)—2k-k  (6.159)

= m? 4 2m(w — W) — 2ww' (1 — cos f)

(1 —cosp) = M=) ll _ l] | (6.160)

ww' w o w
Substituting this into Eq. (6.158), we get our final matrix element squared:
. /
M2 = ¢ {ﬁ,+°i—2+4(e-e’)2] . (6.161)
Wwoow

Then we form the cross section. The flux factor I is here,

4\/(p k)2 —mPm?2 = 44/ (mw)? = dmw . (6.162)

Then the phase space:

B d3p/ dSk/ , ,
/drgAB — / 2n)2E ] [(27r)32Ek/] 2m) s W (p+k—p — k)
L p

- [ [ [55; | mpm -t = ).
(6.163)
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To get rid of the remaining 0 function we express Ey in terms of other

variables,

Ey = VIPP+m? = /[|p+k—K}+m? (6.164)

—\/\k K'|?2+m? = \/w2+w’2—2k k’ + m?

= Vw? + w? — 2w’ cosf +m2.

The relevant & function is thus

5(m+w—w’— Vw? + w? —2ww’cos€+m2) (6.165)

Ep/ W
= d (W — . 0.166
m 4 w(1 — cosf) <w 1—|—%(1—cos€)) ( )

In spherical coordinates d®k = d¢d cos Ow'?dw’, so integrating over w’ we

have,

r 127
/ dTLAB — / dgd cos v Ep (6.167)
L (2m)22w’ | o | m+w(l —cosb)
l
2m

_/_d¢dcosﬁw’2 1 /dQ w'?
- (27)22w' 1672 mw|

Then we just pack everything together:

do(e"y = ey)  1dly,
dod cos 0 - FdQ

(M(ey = e ) (6.168)

11 [u?] j[w W 2
 dmw 1672 |mw ‘ [J+;_2+4(6.6)]

1 1 [w?]

~ dmw 1672 | mw

/
167%a* [% + % —2+4(e- e’)2]

2 2 /
:cv_[w ][ﬂl+£—2+4(6°6/)2]
w

Am |mw?| |w

Our final result is the famous Klein-Nishina formula in the laboratory

frame:
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dole=y(A) = e y(N)] o [\ [w o 9
d¢d cos 0 T 4m? J+Z_2+4(6.€/)

If the initial-state photons are unpolarized, we may use the summation (4.20)

kR + kVE
Y i =—9"+ i

. k= (K, —Xk).
k) T ( )

A=1,2

such that the spin-averaged cross section becomes,

doley = ey(X)] _ 022 <£>2 [2 5 (k-¢) 1 |

dod cos 0 4m? \ w w o w

We can deduce that the final-state photon's polarization is preferably per-
pendicular to the plane set by k and k’. Indeed, the Compton scattering can
be used to prepare photon beams of definite polarization by e.g. shooting

high-energy electron beams with a laser.

The fully unpolarized cross section is recovered if we still sum over the

final-state polarization. The result is, in the lab frame,

do [ey — e 1] 2 W\ Tw o L,
dod cos 0 “omz\w ) | + i 0 . (6.169)

Since W' is a function of cos @ the calculation of the total cross section is
not completely trivial, though doable. In the low- and high-energy limits

this is gets easier.

Low-energy limit:

In the limit of low energies w < m,. From Eq. (6.160) we see that

= > 1 17
1+ 2(1—cost) ’ (6.170)

!/
w 1 w<<me\
w
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so the cross section simplifies to

2

dole ™y = e ] wem, o 9 « 5
> 2 — 0 = — |1 0 .
dod cos 0 2m? [2 — sin”0] 2m? [1+ cos®0]
(6.171)
This is easy to integrate,
- — w <KL M 871'042
o(e™y—ey) =g (6.172)

3m

This result is known as the Thomson cross section, and it can also
be derived from classical electrodynamics. Although w < m,, still
(easily) w > Eponding for outer electrons of an atom (m, ~ 510keV,
Eponding ~ 10...1000€eV for outer electrons).
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High-energy limit:

When w > m, it is useful to work in center-of-mass coordinates.

J

bt

m2

p=(E£,0,0,—k|), F=vVk>+m?=~ |k|l+ 2K|
k= (K[, 0,0, |k)
k' = (|k|, |k|sin @ cos ¢, |k| sin 0 sin ¢, | k| cos 6)
p=p+k—F

The required dot products are,
k-k = |k|*(1 - cosb)
k-p=Elk|+ |k|* = 2|k|* +m?/2

K -p=Ek|+ |k|*cosd ~ |k|* (1 + cos§) +m?/2

(6.173)

(6.174)
(6.175)

(6.176)

(6.177)
(6.178)

(6.179)

In addition \/s = E + |k| ~ 2|k| + m?/2|k|. The matrix-element squared
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is obtained from Eq. (6.150),

gt R
M~ [(k-pxk'-p)”

k|* (1 — cosh)”
(2|k[? +m?/2)(|k|? (1 + cos ) + m?/2)

+2

f—z (1 — cosh)?

_g [i (1 +cosf) + m2/2}

- )
= (1 —cosf
3 2)2+2
1+ cosf + ==

+ 2

In the hig-energy limit we can directly use the cross-section formula (3.112),

do |IM|? 1 0t
— = = e
Q1) .., 64m?s  6473s

QQ

4s

%(1—0059)2
1—|—COS(9—|—2TmQ

+ 2] (6.180)

(1 — cosf)’ L4
1+0039+@ 7

so that

do N
(@), =%

The cross section is again peaks when 6 ~ m. However, the mass of the

1 —cos)’
(et
1+ cosf + <=
electron keeps it finite unlike in the e~ — e~ ™ case.

In the limit m? < s the integral accumulates mainly from the region 6 ~ T,
and the leading terms is,

do Ji>m 2mo? S
Otot = /dcos&dgb (E)Cm > . log {W} (6.181)
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Both the angular and /s dependencies are well in line with the measurements,
as the following pictures show [Phys.Lett. B616 (2005) 145-158].

L3 15000 L3
c) d)
—
K]
-
Loy *
0 D
»
2 o
+/|\ % 10000
Q
> ~
T o
+b >
— T
~ +
© Q
?—
~— 5000 |
S D
| e Data ¢ Data
| — QED — QED
" |cos®|<0.8 § 35 GeV < Vs’ < 175 GeV

! !
30 60 920 120 150 180 -0.8 -0.4 0 0.4 0.8

Vs’ (GeV)

6.6 The e"e pair annihilation into two photons

As our last QED example we look at ee™ — ~~ reaction:

P, k, p

B — _  —

If we compare these to the diagrams corresponding to the Compton scatter-

ing,
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we notice that that we can use the crossing symmetry by making the

replacements
k — —kl, ]fl—> kQ, p/—> —DP2, p— p1, (6182)

in the Compton case and multiplying the squared matrix element by —1

(only one fermionic interchange). By making these actions in Eq. (6.150),

we have
M2 = (6.183)
[ —k1 - p1)( k2 pl) e 2m2(—/€1_'];1)&:22'p1) o {(k ;f)l(k:&m)
[ k- p1)( kz pl) e (k1 -2).(2 p) " [(k 'zil).(/f;-m)r
We do the kinematics in the ceter-of-mass frame:
Pt
L ) 0 P

0-43



Parametrize the momenta as

p= 00, B=L=pEime (618
ps = (E,0,0,~|p]) (6.185)
k1= (F, Esinfcos ¢, Esinfsin ¢, E cos ) (6.186)
ko =p1+p2— ki (6.187)

so the dot products are easy to compute,

ki - ko = 27 (6.188)
ki-pr = E* — E|p|cosf (6.189)
ki-py=ky p = E*+ E|p|cosd (6.190)
p1-pa = E° + |p* = 2[p|* + m” (6.191)

To build the cross section we need the flux factor,

F =4y/(p1 - p2)? — m' = 4/4[p|* + m* + 4m?p|> —m!  (6.192)

= 4y/(p1 - p2)? —m' = 4|p|V/s. (6.193)

In the case of only two final-state particles we can use the result (3.111) for

the phase space,

k| E
Ty = [ d9 = [ dQ 194
2 / 1672/5 1672,/5 (6.194)

SO

1 E 1 1 E
—Ty= [ dQ = [do—rn 1= . 6.195
F’ / 1672\/54|p|\/s / 64725 <\p\> (6.199)

The cross section is obtained by multiplying this with the squared matrix

element (counting both photons) and dividing by 2! since we have two
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identical particles in the final state,

do

I 6.196
dod cos 0 ( )

1 1 E
_-_ - (£ 5 — 5

iz () [T + T = 6.7+ 077
a (£> E? + |p|? cos® 0 2m? B 2m*

s \ipl) |2 + 1pPsin?6 T m2 + 1pPsn?0 (ot 4 pfein )]

The cross section is peaked near # ~ 0 and 6 ~ 7. Outside these regions

and at the high-energy limit /s > m, this simplifies to

d S>m 21 20
7 Wem &2 CO8 (6.197)
dpdcosO st S sin“d
The leading term for the total cross section is,
Ve>m 2ma’ s
Otot 7~ p 10g <4—77’L2) o (6198)

The next picture plots the QED prediction for the angular dependence using
(6.197). Clearly, already the leading-order calculation reproduces nicely the
measurements [Phys.Rev. D34 (1986) 3286].
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7 Introduction to radiative corrections and

renormalization

In the previous section we calculated QED cross section at leading order by
so-called tree-level diagarms. The matrix elements are in this case just
algebraic expressions. The higher-order corrections include closed loops, so

that the matrix element contains d*p-type integrals.

e

Also the renormalization constant v/Z which the LSZ-theorem entails should
be accounted for, corresponding in essence to closed loops in external legs.
In addition, almost all leading-order calculations receive corrections from
higher-order tree-level diagrams. For example, in e"e™ — eTe™ process the
final state can contain very low-energy photons which no particle detector
can observe. The extra photons can also carry a higher energy if the are
emitted into places where there are no detectors or where one cannot even
place one (e.g. the beam pipe). For these resons all measurements are to
some extent inclusive meaning e.g. in the case of eTe™ — eTe™ process

that the final state can contain also other particles than only the ete™ pair.

The difficulty is that nearly all higher-order calculations yield infinities.
Broadly, there are three types of divergences: If the energy of the emitted or
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virtual photon momentum & in the above diagrams go to zero, all particles

go on shell. In this case the denominators of the propagators vanish, e.g.

1 _ 1 E20,
(p—Fk)2—m? —2k-p+k? C

These are so-called infrared divergences. Another class of inifinities
is met in the limit when the momentum of the virtual photon gets large.
These are known as ultraviolet divergences. The third class is formed by
collinear divergences. In this section we explore the structure of these

divergences and how they either disappear or are removed consistently.

7.1 Braking radiation

Let us start by looking at the photon emission from the initial- and final-state

electron:

The lower part of the diagrams is not of our interest here — the electron could
scatter off from whatever target. We thus mark the lower part with a grey
blob. We write the leading-order matrix element (the left-most diagram) in

the form

. N = [Go (D) —iev™u _7;9#1/ Vi o .
iMO(p, 1) = [ (') (—ien" us(p)] X o e ). (1)

where ®” contains everything that is there in the lower part of the diagram.



The matrix element for the radiation diagrams are written correspondigly:

i(p + K+ m)

IM = Vg (p) (— dedy (K)) W + k)2 — m2

(—ier")us(p)  (72)

_iguy
(0= — k)2 +ie

As noted already, the electron propagators become singular in the limit

X

'(p—p —k).

k — 0. Taking this limit in the numerator, our expression simplifies to

. rad k—0 — N g% (p/ + m)
iMP T e Uy (p )fé)\(k) (0 + k)2 —m?

(—iey")us(p) (7.3)

(p +m)

+ ﬂs,(p/)(—i@fy“) (p _ ]43)2 —m?2 ¢:(k)us(p)

> _iguu
(p—p')? +ic

As in the calculation of the Compton scattering, the denominators of the

(p—1p').

propagators can be written as,
o(p +k)y?—m*=2p -k (7.4)
o(p—k)—m*=—-2p -k, (7.5)

and by using the anticommutator {7y*,~7"} = 2¢*” and Dirac equation

(P —m)us(p) =0,
(p +m) F1(k)us(p) = [ ¢ (R)p + 2€3(k) - p + mg; (k)] us(p)

= 2[65(k) - plus(p) + ¢3() [ + m] u.(p)

A\ 7

=0

= 2[ex(k) - plus(p) -

Similarly,
o () (k) (p +m) = 2[ex(k) - p'] T () -
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Thus,

M e ()2 () - B o (e ) (76)
+ g (p') (—iey") _2]13 2le(k) - p) us(p)] % _‘;,g)g”+ —®"(p—p)
—iMO N % e Ei(k)-p’_ei(k)-p
=iMp) { Pk p-k ]

We see that in the limit & — 0 the leading-order matrix element M and
the part associated with the soft radiation factorize. Due to this property,

the contribution of the soft radiation to the cross section is

do™™Y(p, p') = do®(p, p') (7.7)
y / Pk o[ak) P Gk)-p) [ak) - alk)-p
2k|(27)3 Pk p-k -k p-k |’

where do®(p,p’) is the leading-order result (whatever it is). We are not

interested in the photon polarizations here, so we sum over them using
(4.20),

ik + kR

—— k=" -k).
T ( )

ook v
Z k) = —9 T+
=12

It's easy to see that the second term in the sum gives zero, as it must due

to the Ward identity. Thus it is enough to account for the —g"” part:

ex(k)-p alk)-pl [ek) P elk)-p
;[ vk p-k ” Pk p-k (7.8)
_ 2p - p/ B m? B m?
(p-k)W k) (p-k)? (k)2
do™(p,p') = do(p, p') (7.9)
dk 2p - p/ 3 m? 3 m?
X/?w@mf[@wMﬂw> w-k)? (7 kP
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The denominators contain terms,
p-k= k| (Ep — |p|cosb,)
Pk = k| (Epy — |p'|cos bty ) .

which can go to zero when |k| — 0, or close to zero when cos 6, ~ 1.
Thus, most of the photon radiation is soft and is in the direc-
tion of the initial- or final-state electron. Due to the momentum
conservation the speed of the electrons gets reduced but the direction does
not change on the average. Thus, the word braking radiation. The same
result can be derived from classical electromagnetism.

Since there is no lower bound for the photon energy, do™d(

p,p') =

However, we provisionally regularize the integral by giving the photon a
small mass p which translates into a lower bound for the radiated photon
energy. Going to spherical coordinates, we have the following integral to be

done:

20 Lﬁmwvﬁhléﬁﬁm‘@ﬁv‘did'

The angular part gives (Ex.),

i 2p 'pl m2 m2
/ko (p-k)(p - k) N (p- k) - T2 k)g] (7.10)

sr | (1+22) (14224 1

= log
2 Y
K| 1 4 4z 1+ —
where ¢> = (p—p')?. If the momentum exchange —q? >> m?, this simplifies
to

> > m? 81 —q2
— 1 —1].
i o () -1
The upper bound for the remaining d|k| integral is not important (as long

as it remains within the physical phase space). For dimensional reasons we

7-4



can take the upper bound to be proportional to v/ —¢?:
Vo |k ="
/ k] 1oe ) +log(e), (7.11)
I X

where log(c) is some finite constant. Thus, the IR-divegent part acquires

the form,

do™ R (p 1) = do®(p, p') (7.12)

> _ 2
L et do(p, p') x a log (—Z) llog (—QQ) — 1]
m i m

In the limit ¢*> > m? a product of two logarithms emerges. This is known
as the Sudakov double logarithm. The approximations we have made
in the limit |k| — 0 are all valid, so the found IR divergence is not an
artefact but a true property of the theory — and its difficulty.

The regularizing parameter p is of course unphysical and our final result
cannot depend on it if the theory is to have any predictive power. However,
as noted in the beginning, also the virtual corrections entail IR divergences
and it turns out, as we will see, that when all relevant contributions are
summed, the IR divergences disappear. Note that the our result for the

braking radiation is also divergent in the m — 0 limit (collinear divergence).



7.2 Virtual vertex correction

We wrote out leading-order matrix element in the form,

1w
p—p)*+ie

iMO(p,p) = ie [uy (p')7"us(p)] X ( *'(p—p). (7.13)

In general, since the factors Ty (p’) and us(p) are always the outermost in
any amputated diagram, we can write this type of diagram as

iM(p,p') = ie [y (p)THuy(p)] X (p_iff)‘; =), (7.14)

where, to leading order, I'* = ~*.

The inital and final states in the above leading- and loop-corrected diagrams
are the same. Thus they must be summed before squaring. Thus, we get
three terms:

LT T
A
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The "cross term” coming with the factor 2Re is of the same order in coupling

as the real radiation contribution so this one is what we will need.
We now write the matrix element corresponding to the loop-corrected
diagram (in Feynman gauge):

z‘MIOOP:/(d4k— o kA g+m) it i(f+m)

R / / —
)4us(29)[ ZeV](k+q)2_m2+z'e k2 —m? + ie

2T

—1Gup — G
p—k)*+ie (p—p)*+ie

x [—iey”] us(p) x ( ®(p—p) (7.15)

— e [ _ 2-62/ d'k us (P2 (F + g + m)y" (F + m)yus(p)
(

2m)4 [(k + q)? — m? +ie] [k2 — m? +ie] [(p — k)? + i€]

LG
(p—p')* +ie

X (p—p).

Comparing to (7.14) we can identify,

Uy (') Dlgopus(p) = (7.16)

i [ BV ¢t s
(

2m)4 [(k + q)2 — m?2 + ie] [k2 — m2 + ie] [(p — k)% + i€]

By using the y-matrix identities (6.24)-(6.26), we can sum over the free

index v,

U (D) poptis(P) = (7.17)

2ie? / d'k T () [Fy" (K + ¢) + mPy — 2m(2k + ¢)"] uy(p)
2m)* [(k 4+ q)? — m? +ie] [k2 — m? + i€e] [(p — k)? + i€e]

This type of integrals are most conveniently computed by the Feynman

parametrizations:
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1 ! 1

— = dedyoé(l —oz —y)———— 7.18
1 1 nyn—l

— = dxdy o6(1 —xz — 7.19

1 ! (n —1)!
— = — [ dzy...dx, 6 Z _
AAy A, /0 a1 don (1 =) =) 1 A7 + ... + Ty

(7.20)
We use the last one of these to process Eq. (7.17):
! (7.21)
(k4 q)? — m? +ie] [k2 — m? + ie] [(p — k)% + i€] '
2
:/dxdydz5(1 —r—y— Z)D?’ :

where the denominator D reads:
D=uz[k*—m*+ie| +y[(k+q)®—m’+ic] +z[(p—k)* +ie]
:x[kQ—mﬂ —|—y[k‘2—|—q2—|—2k-q—m2} —|—z[p2—|—k2—2p-k]

+(x+y+2)ie (7.22)
=1

:x[—m2]+y[q2+2k-q—m2}—I—z[p2—2p~k]—|—k2+ie

= k* + 2k - (yq — 2p) + yq* + 2p° — (z + y)m* + ic.

The underlined terms are the only ones that depend on the integration

variable k. By completing the square,
k* + 2k - (yq — 2p) (7.23)
=(k+yq—2p)* = y*¢* = 2°p" + 2yzp - q.
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Denoting ¢ = k + yq — zp, we have
D = (k+yq—2p)* —y*q" — 2*p" + 2yzp - g + yq* + zp° — (x + y)m® + ie

=0 — 2P+ 2yz (p-q)+yd® — (x +y+22 — 2)m? + ie
Yt +2yz(p-q)+yg” — (x +y )

g2 —1—2
=+ (= —yz+y) ¢ — (1—z+z2—22m2+z’6
zy —(1-2)?
= 02 + oyg® — (1 — 2)°m?* +ie.
So finally,
D=0~ A +ie, (7.24)
A= —2yq* + (1 — 2)’m?. (7.25)

We want to do a change of variables d*k — d*¢, so also in the numerator

all the momenta k should be written in terms of ¢,
N =" (k + ¢) + m*y* — 2m(2k + q)" (7.26)
=/ —yd + 2p)V"(f —yd + zp + ¢) + m*¥*
—2m [20F 4+ (1 — 2y)q" + 22p"]

We can simplify this using the identities,

d v
/ i =0 (7.27)
4 119/ 1 4 2
/ d*t ("0 :—g“”/ 4 6_ (7.28)
(2m)t D™ 4 (2m)4 D»

The nullity of the first one follows from the fact that the integral is odd
(D depends only on ¢%). The second one is a symmetric tensor so the
right-hand side should be of the form C'¢"”, and the factor C' can be found
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by contracting each side of the equation by g,,,. One can also prove it more

directly. Anyway, we can use these to simplify our numerator:

N ="+ | = yg+ 2p|r" | (L= y)g + 2p| +mPy = 2m[(1 = 2y)q" + 22p"

= —%7“52 + [ —yd + zz/ﬁ} g [(1 —y)d+ zp] +myt —2m (1 — 2y)g" + 22p"] .

Thus, at this stage we have massaged the vertex correction into a form,

Uy (P) T opts(P) = /dmdydzé(l —r—y—z) (7.29)

X dic? / d* g (p) [ =570 + - ] us(p)
(2m)4 (02— A+ i6)3 '

Wick’s rotation

The advantage of the Feynman parametrization is that the 4-D loop integral
becomes relatively simple as the integrand depends only on the scalar £2,

Indeed, integrals like,

de R )
/ C (C—Atie)" (7:30)

can be evaluated by so-callled Wick’s rotation. The idea is to reduce
the integral in the Minkowksi space time to a usual Euklidian integral. The

factor in the denominator is
2 : 2 72 :
14 —A+ZG:EO—(£ +A)+26 (7.31)

For a scattering process ¢* < 0, so A is positive, A = —zyq*+(1—2)?m? >
0. The integrand has poles at

lo==+\VE + AFie. (7.32)
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—’\/ZQ—I—A-i—Z'e

By integrating along the indicated closed contour, there are no poles inside

so the integral vanishes,

[/—Z " /am i /Z:OO + /mJ (E2F_(i’+ .Z')e)mdfo =0. (7.33)

Assuming that

F(%..)
(02 — A +ie)™

|€0‘—>OO
N

> 0, (7.34)

4o

the arc integrals yield zero and thus

> F(fz,) - —100 F(EQ,)
/—oo (62 — A+ Z-€>md€() = — /ioo md@o (735)

The latter integral countour is along the imaginary axis so we can parametrize
it as oy = —it, dly = —idt. In addition,

P=2 = -7, (7.36)
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so our integral becomes,

—ico 2. o 2 72
_/ Fg(g,...%d%:i/ T SO B
o (=4 o (—2— £ - A)

i1y /OO F(—2—F;.. )
—o0 (t2 Ny A)m

,00

By defining an Euklidian 4-D vector £ =t and £ = £, we finally have

A FC ) [T PO )
/_oo 27 (E—Atie)" = i(—1) /_oo or) (A (7.38)

Since the integrand depends only on E%, we can use the spherical coordinates,

/d4€E = /dQ4/|€E|3d|€E]. (7.39)

We can parametrize this by using, in addition to the usual 3-D coordinates,
an additional angle 0 < w < T,

lg = (|EE]cosw,@|€E\sinw> : (7.40)
where £ is a 3-D unit vector. As a result, the angular part is just (Ex.),
/dQ4 = 272, (7.41)

Computing the radial parts is also straightforward, and we finally have (Ex.),

d* ! _ (=1 1
/ (2m)4 (2 — A+1ie)"  (4m)2 (m — 1)(m — 2)Am—2 (7.42)

/ d'e P i(—1)m 1 2
2 (P — A+ (A (m—1)(m—2)(m — 3)Am-3

In the first one we must have m > 2, and in the latter m > 3.
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Unfortunately we cannot directly apply the above identities to evaluate the ¢2
term in Eq. (7.29) since the the exponent there is exactly 3 and the integral
does not converge at large momenta <— UV divergence. We provisionally
regularize the integral by the Pauli-Villars method, in which the original
photon propagator is replaced by the difference,

1 Pauli—Villars, 1 B 1
(p— k)% +ie /(p—]f)Q—l—k (p— k)2 — A2 +ie

For large values of k, this difference behaves as,

1 1 A2
(p—k)2+ie (p—k)?2—A2+ie (k?)2’

so there is one power of k? more in the downstairs which improves the
convergence. At the end of the calculations we would like to take A — oo
such that the added term in the propagator effectively drops out. By doing
this change in Eq. (7.16), we obtain an extra term which is otherwize
identical with the original £ term, but in which the A factor becomes,

Ay = —2yg® + (1 — 2)*m? + zA%. (7.44)

In effect, the £2 term in Eq. (7.29) is replaced by,
/ d*l [ 2 B 2 ] (7.45)
@m)* (2 = A+ie)® (2= Ay +ie)’ |

_-/ d*lg _ ! lo Aa

] @) ~ @z *\A

The rest of what is in Eq. (7.29) can be directly integrated by identities
(7.42), and we find,

f g

(Z+AY  (B+Ay

< / drdydzd(1 —x —y — 2) (7.46)

m
A 1
X Uy (p’){fy” log (KA) + X

+m*y" — 2m {(1 —2y)q" + 2zp“}] }us(p) :

[— yq + zp]v“[(l —y)q + zp}
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For the moment we have managed to regularize the UV infinity but the
above expression is also IR divergent. For example, the m?y# term is of the

form,
! 1
/ dxdydz6(1 —x —y — Z)Z
1—2 1
/ dz/ —(1—y—2)yg®> + (1 — z)?>m? y=(1-2)

:/01 dz/oldg—u Ty —§>1§q2+ 1= 2m?

/1—2/ fq +m?2’

where the z integral is |ogar|thm|ca||y divergent. We now regularize this

in the same manner as in the case of braking radiation, giving the photon
provisionally a small mass p. Thus, we make the following replacement in
the photon propagator,
1 1
(p—k)?+ie  (p—k)>—p?+ic
By doing this in (7.16), we just effectively add an extra term zp? into A:

A= —zyq® + (1 — 2)*m* = —2yg® + (1 — 2)*m* + zu®.  (7.48)

This regularizes the IR divergence.

Let's now isolate the IR-divergent part. As we saw above, the divergence
comes from the corner of the parameter space where z — 1, so z,y — 0.
The relevant integral is thus of the form,

F(x,y,2)
A

/d/ Fl-y=2y.7) = fy=a— e

—(1—y—2)yg®> + (1 — 2)°>°m? + zpu

(1=2)F[(1=2)(1 =), (- 2)¢.2
[ [ e e e

7-14

1
/ dxdydz6(1 —x —y — 2) (7.49)




We expand the numerator around z =1,

where the O(1 — z) terms will cancel the IR divergence. In addition,

1
1= PO =062 + (1= P+ 2P
1+0(1 —z)

R T (e PR

(7.51)

so from the view point of IR divergence we can concentrate on the integral,

! ! 1—2)F 1
[lo: [ (1-2)F[0.0.1 |
ol ST - O (- o g
We can thus set z =1 and x,y = 0 in the numerator of the latter half of
Eq. (7.46). Then,

Uy (p')Digus(p) — 22 / dxdydz6(1 —x —y — 2) (7.53)
7r

X Ty (p’)% Py (4 +p) +m*y" = 2m(g" +2p") |usp) = . ..

1

_® —r—y— Uy (p')—~
_27T/d:zzdydz5(1 r—y z)Xug(p)A

Y (q* — 2m2)] ug(p) ,

where reaching the latter form requires some Dirac algebra. The numerator
does not contain anything that would depend on the integration variables,

so we only need to integrate A~!. The integral is (Ex.),

1
—2yq® + (1 — 2)*m? + zp?

/dxdydz5(1 —r—y—2z)X (7.54)

+ finite terms,

1 1 —q? VI+45+1
=——-——log | — —2log
2q%\/1+ 48 w2 1+45—1
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where § = 2. All in all, the structure of the vertex correction (7.46) is

T () Ty <p>=§[as/<p'>vﬂus<p>] ;{mg(Aj) (759

(0

_|_

VI+43 e & /T+a5—1

@Mg(q?) [—21 m“] }

+ finite terms

The spinor structure is identical with the leading-order calculation so the
contribution to the cross section can be directly obtained from the above

expression recalling the factor of 2 from 2Re:

do*"*(p, p') = do’(p,p') % 20;{ log < A ) (7.56)

—q°

N 1+28 n (—_(]2) [_210 \/1+4ﬂ+1]
Jirag SViTap-1]

12

-+ finite terms

Comparing this to the result we had from the braking radiation (7.12),

damd’m(p,p') = dao(p,p’) (7.57)
< Y1 <—q2) { 1420 o <\/1+45+1> _1]
oo\ ) | Vizas S\ Txap -1 ’

we notice that if the two contributions are added, the vertex correction
almost miraculously cancels a big chunk of the IR divergence that come

from the braking radiation,

do™(p, p') + do¥"**(p, p') = finite terms (7.58)

A2 _q2
+ do(p,p) x 27r{ log ( 7 ) — 2log <7> } .
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This still contains part of the IR divergence and the UV infinity from the
vertex loop. In the next section we sort out their destiny.

7.3 The electron self energy

Based on the LSZ theorem the external electron legs are to be multiplied by
the renormalization constant v/Z defined as the pole of the full propagator.
The first QED contribution is given by the following diagram:

p-k

—_—

As part of a larger diagram, this piece will correspond to an expression,

/ (d4k i(p +m)

27-‘-)4 p2 — m?2

i(f+m) o Liptm)  —ig"
(‘ZeVM)kQ (—iew) p?—m? (p— k)% +ie

— m? + i€

ip+m) [ , [ dk (f+m) 1 i(p+m)
[ “J

p? — m? 27T)47#k‘2 —m2 + e | (p—k)? +ie| p?> —m?

_ i(p +m)

p2

2_m2’

[—iX2(p)]

— p (7.59)

when we define

d*k F+m 1
—12 = —¢? H . 7.
i%a(p) = —¢ /(zw)ﬁ”/@—muzﬁ ki 90

We can process the loop integral with the methods of the previous section.

By using the Feynman parameters,

/ (d4k 1 1 (7.61)

2m) k2 —m? +ie (p — k)% + e

B 1 i Ak 1 |
_/0 ! /(2”)4 [k?—Q:c(p-k)+:cp2—(1—$)m2+i€]2
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Completing the square, k? — 2z(p - k) = (k — xp)? — 2*p?, and defining a
new integration variable £ = k — xp,

/ d*k 1 / J / d*l
L )
(2m)4 k2 —m? +ide (p — k)% + ie AL ze} 2

where A = —z(1 — 2)p* + (1 — 2)m?. In the numerator,

Yk +m)y" = =2f + 4m — —2(f + xp) + 4m. (7.62)

Dropping the term linear in ¢ (integrates to zero), we get

[ dh (k+ m)y / e a'e —2@"% +dm
(2m)4 k2 —m?2 +ie (p — k)2 + e A+@'€r.

When k is large, the integral behaves as [ d*k/k* which gives a logarithmic
UV divergence. In addition, in the limit x — 1 we see that A — 0 which
yields an IR divergence. We regulate these using the same technique as
in the case of vertex correction. The infrared divergence gets regulated by
giving the photon a small mass 2,
1 1
. % .
(p—k)?+ie  (p—k)>—p*+ie

and the Pauli-Villars prescription removes the UV divergence when we include

(7.63)

the subtraction term,
1 1 1

— : 7.64
(p—k)2+i6_>(p—k)2—,u2+ie (p—k)?> — A% +ie (7.64)
Doing this,
d*k " 1
/ k£ m)y S (7.65)
(2m)* k2 —m? +ie (p — k) + e
1 4 1 1
/daf(—Qa:p—i—llm)/ d€4 5 — 5
0 (2m) [62 — A+ ie} [52 — A+ ie]
where now
A=—2(1—2)p*+ (1 —2)m?+au*, (7.66)
Ay = —x(1 —2)p* + (1 — 2)m? + A2, (7.67)
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By doing the Wick rotation,

/ d*/ 1 B 1
@m)' [ - A+ie®  [2—An+id”

so overall. when A2 — oo, we find

a ! TA?
Yo(p) = %/o dx (—zp + 2m) log (_gg(l —z)p?+ (1 —x)m? + JIMQ)
(7.68)

We now proceed as in Section 5, and sum the contribution of the just-
computed diagram to all orders. At this point we should also remember

that the mass m in the above expression should actually be the unphysical

SO O

+ + + eaas

bare mass my.

This diagrammatic sum corresponds to an expression,

i(p+mo) (P +mo) y i(p + mo)
s ai e s a L) (7.69)
* % [~i%a(p)] % [~i%a(p)] %
By using a shorter form,
i(p+mo) i (7.70)

p* —m3 _]}ﬁ—m0’

where (pp —my)~" refers to the inverse of (jp —my) we can write the above
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sum as,

(7.71)

p—mo  p-mep—mo  p—mo

- - WEE(QO N <pz2<530>2 L

where we used the fact that (p — my) and its inverse commute with Xs(p).

Formally this is a geometric series which we can sum:

i Ya(p) Sa(p) \,
= +¢—nm+(¢—m9 "
) 1 )
:ﬁ—mol—;j—%:%—mo—zﬂp). (7.72)
More explicitly,
1 _ p [1 B E/(p2)] + Mo [ Z” 2 } (7_73)

p=mo—2a(p)  p2[1 =) - mi 1+ ()]

where
/ dxxlo zA®
= —— T
& r(l—ao)p*+ (1 —x)m?+ap?)’

> (p*) = 2—/ dx log A :
27 Jo —z(1 —2)p? + (1 — 2)m? + xp?

Based on the general discussion of Section 5 the summed propagator (7.73)
should have a pole at the physical mass, p?> = m?. We find this as a solution
of the equation

[p2 [1 — Z/(p2)]2 — mg [1 + E”(p%f} =0. (7.74)

p2=m?
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Near this pole, the summed propagator is of the form,

O (7.75)

where Z5 is the renormalization factor related to the electron field (the one
that appears in the LSZ theorem). After a bit of tinkering, we find (Ex.),

1 2
A
2_m? 1 —a/d 4 —2x)1 *
m m0><|l +27r i x ( z) log 0= 2)ml + a2

a (! G
Ty =14 — da:|[a:log[(1x ] (7.76)

21 Jo )2m? + xu?

+ (2 —1x)

(1 —x)*>m? + zp?

2m?z(1 — z) ]]

To this order in coupling constant «, we can equally well use m? or m? in

what is inside the double square brackets.

The results above indicate that the mass parameter mg that appears in the
Lagrangian and what we call a physical mass m are different by a divergent
factor. The physical mass m is of course finite which indicates that mg has

to be divergent as well. The equation above implies that we should define,

1 A2
m3:m2>< 1—3/ dx (4 — 2z) log x ,
27 Jo (1 —2)?>m? + xp?

and use this definition in calculations — we recall that the quantity that

appears in the Feynman rules is mg. When doing so, part of the UV infini-
ties coming from the loop diagrams cancel. It is important that the above
definition is made only once — the same definition removes UV infinities
from all kinds of processes, not just the one we have considered here. From
the view point of the process considered now this does not really show
up as the leading-order diagram does not contain an electron propagator.

The procedure outlined here is called the mass renormalization. The
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definition of my is, however, not unique and from the viewpoint of removing

divergences we could add or subtract whatever finite terms. Different choices

are called schemes. The definition above is a common one and known as

the on-shell scheme or pole-mass scheme. It is also worth pointing

out that in the massless case the mass renormalization is not need but

my =m = 0.

The renormalization constant Z5 contains both UV- and IR divergences.

They are easily isolated from the complete expression (7.76),

UV part:
a TA?
— de || —x1 (.07
27 Jo ’ | vos [(1 — x)?m? + x,tﬂ] (7.77)
o I A2
Y S | S P kel
o ), x I x log <m2> =+
la 1 A? n
T 227 P\
IR part:
a (! 2m?x (1 — x)
— d 2 — 7.7
27 Jo ) 2= (1 —x)*>m? + zp? (7.78)
! —(1—2)+1](1—x)
—2 23/ L4 (1 — )] =
" or 0 d |l[ -] (1 —2)>m? + xpu?
! 1—1)
—om2 ( 1+0(1—
" 2%/0 dx(l—x)2m2+u2 +Ool-a)
o (m
“op 08 2

The renormalization factor Zs is thus,

o
Zy =1+ — |-
? +27T[

1

|
508

A? m? _
(W) + log (F)] + finite terms
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According to the LSZ theorem each external electron enters the scattering
amplitude with a factor of \/Z, so in total we have a factor Z2 multiplying
the cross section. To order «,

A2 2
Z:2=1+ i log | — | +2log m + finite terms.
27 m? 112

The contribution of the external-leg corrections to the cross section is thus,

o™ ™ ¢ (p, p') = do®(p, p') x (25 — 1) (7.79)

0 o A2 m?
= do’(p,p') X - {— log (W) + 2log (F)]

-+ finite terms

To close this section, we compare the obtained result with Eq. (7.58), the

sum of braking radiation and vertex correction,

o™ (p, pf) + do"(p, p) = finite terms (7.80)

o A2 —q?
+ dO'O(pyp/) X g{ 10g (_—q2> — 210g <7> } .

Remarkably, the divergence structure is exactly the same but the signs are

the opposite! Thus the sum of all three contributions is finite

do_rad(p’p/) + do_vertex(p7p/> 4+ do_external leg(p7p/> (781)

2 2
_ -0 a0 m —q
=do (]%p’) X %{log (_—q2> —210g (W) }+

= a finite number .
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We have now seen how different radiation/loop diagrams can yield infini-
ties but when appropriately combined, it is possible to find a finite result.
The cancellation of infrared divegences is known as the Kinoshita-Lee-
Nauenberg theorem, and in the case of UV divergences what we have
seen is part of the renormalization which we will discuss more in the
following section.

73 ' .

+2Re — finite!!!

C
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7.4 Photon self energy

A diagram which yields a contribution of the same order in the QED coupling
as the previous diagrams is the one in which we draw an electron loop on

the photon line:

This is also a virtual correction so it does not change the kinematics. In the

Feynman gauge this corresponds to a matrix element,

) . —19ua |, o —19Bv v
iM(p,p') = —ie [uy (p")y"us(p)] X Ftic [T (q)] Zricl @

where

i1 (q) = —(—z'e)z/&—kTr {Wﬁ if+m) . ilk+g+m) ]

(2m)4 K2 —m2 +ic | (k+q)? —m? +ie

:_62/ d'k . [75 (tm) o F+g+m) ] (7.82)

(2m)4 k2 —m?2+ie’ (k+q)?—m?+ e

B _462/ d'k ko (k+q)P + K (k+q)* — ¢*® (K> + k- ¢ — m?)
B (2m)% (k2 —m? +ie] [(k + q)? — m? + i€] ‘

The overall minus sign comes from the factor (—1) in the context of closed

fermion loop. We proceed as in the previous loop calculations and use the
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Feynman parametrization:

1
&2 — m2 +i€] [(k + q)% — m2 + 4]

(7.83)

1

:/1dxdy5(1—x—y) 5
0 [y[kﬂ—m2+z'e]+x[(k+q)2—m2+z’e]}

1

:/1dxdy5(1—:1:—y) 5
0 (K2 —m2 4 ie)(@ +y) + 2 [2k - g+ ¢

1
1
—/dx 5 -
0 [k:2—|—23:k-q—m2—|—:z:q2+ie}

We complete the square, k? + 22k - ¢ = (k + 2q)? — 2%¢?, so that

: ! — = /1 dx ! . (7.84)
[k —m? i [(k+ q)* —m? +id  Jo  [2 = A+ie]’
with
(=Fk+xq, (7.85)
A=m?—2(1—-2)¢*>0. (7.86)
In the numerator of (7.82),
Kk +q) + K (k+q)* — g* (K + k- q—m?) (7.87)

= (0 —2q)*((t — 2q) + )" + (£ — 2¢)"((L — xq) + ¢)°
— g ((6 —2q)*+ (0 —2q)-q— m2)
22008 — g*bp? — 2x(1 — a:)qo‘qﬂ + ¢ (m2 +z(1 — a:)qQ) ,

where we discarded the terms linear in £. Thus, at this point,

d*l
i1 (q) = —4é? / dx/ (7.88)
— A+ ze}

[260‘65 —g""0* —22(1 — 2)¢°¢" + ¢*° (m* + 2(1 — 2)¢) } :
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This is again UV divergent but this time there's no IR divergence since A > 0
due to the electron mass. We could use the Pauli-Villars regularization but
for fermion loops it's not as convenient as with photon loops. At this point

we well shift to the modern dimensional regularization.

Dimensional regularization

The idea is super simple: A typical loop integral is of the form,

/ (d% L (7.89)

2m)* (02 — A +ie]”

by Wick's rotation,

d't 1 . d4£E 1
/ (2m)4 (2 — A+ 2.6]2 = 1/ (27)1 [f% n A]2 . (7.90)

This is clearly infinite,

d'fe 1 _ [ du (< dllsP
/(27r)4(e%+A)2_/(27r)4/0 (2 + A log(co) . (7.91)

If, instead of 4 space-time dimensions, we have d dimensions,

d/ 1
/ 2m)d 2 — A + i€ (7.92)

performing the Wick rotation,

d't 1 [ dYg 1
/(27T>d (02 — A—|—i6]2 = Z/ (21 [5125—|—A]27 (7.93)

we find a finite result:

/ ddgE 1 _/ dQ)y, /Oo dwEHEE‘d_l c oo ifd<d
@)tz + A2 ) @Co)t)y (2 + A ’ '
(7.94)

Thus, we can regularize the UV divergence by reducing the number of

space-time dimensions. Also the IR divergence can be regularized by this

method but in this case we need to increase the number of dimensions.
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Sometimes — or actually very often — both are regularized at once by dim.reg.

which is bit of a tricky business.

The angular integral in d dimensions goes with a Gaussian integral,

(V) = ( / dxe_x2>d = / d’z exp [—Zd:aﬁ] (7.95)

i=1
= /de/ dxxd_le_xg,
0

and making a change of variables y = 22, dy = 2xdx,

(va)* = (/ de) %/OOO dyy' VeV

We can identify here the integral representation of the I'" function,

I(z) = /0 gz le, Re(z) >0 (7.96)

()50
Thus,
/ QY = FQZ;//; . (7.97)

Also the radial part of (7.94) can be turned into I' functions:

/oo dwEleldfl B 1/00 d‘€E|2(|£E‘2)d/271 (7.8)
o (eP+a)" 2Jo (I +A) |

We do a change of variables, x = A/(|[lg|? + A), dv = —d|l|*A/(|(s]* +
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A2 z:1—0,

/OO )| s] " _ 1 / el + A) (5 = A)2
= — x
o (IslP+2)" 2y A (P + Ay

(7.99)

1
_ %Ad/22/ d:mkd/z(l _ x)d/271 '
0

The remaining = integral matches with the definition of the so-called S

function which, in turn, is related to I" function,

T(a)I'(5)

et 5’ (7.100)

1
B(a,p) = /0 dex® (1 —z)P! =

when Re () > 0 and Re (8) > 0. This follows directly from the definition
of the " function (7.96). By using the above identity,

/°° dits||tel™" _ 1,45 T(2=d/2T(d/2)
5 .
0

(|6s)? + A)? I'(2)
In total,
dy 1 B oxd/2 1 1o, )
/ Br)i( s A T/ @nias @R (7100

[~

- (47T1W (%)2 r(2—d/2), d<4.

The I'(2) function is singular at z = 0,
[{x)

‘)
a1




and thus I'(2 — d/2) is singular when d = 4. It is customary to write
d =4 — €, where € > 0, and by using the definition of the I" function,

d € 2
r(2-2 :F(—):—— , 7.102
(2-5)-r(5)=2-re+00. (10
where v is the Euler-Mascheroni constant,
Vg = —/ e "logx ~ 0.5772. (7.103)
0

By using this expansion, we can finally write the singularity structure of the
integral (7.101) explicitly,

d
2

dde 1 1 1 92—
/ (2m)T (2 + A)? ~ (4m)ie <Z> I'(2 —d/2) (7.104)

¢ 1 2

We see that the logarithmic UV divergence corresponds in dimensional
regulariztion to 1/e pole. It should be born in mind that the parameter
¢ appearing here has nothing to do with the ¢ that appears in
the propagators!

With a bit of tinkering, one can verify the following general identities,

dNy 1 _i(=1)"T (m—N/2) (1 m—N/2
/ Qm)N [2 — A+ie]™  (4m)N? T (m) (Z) (7.105)
/ dN/y 0?2 3 —i(—l)mEF (m _ N/2 . 1) <i)m—N/2—1
mN [z — A +ie]™  (4m)N2? 2 T (m) A

When the dimension of the space time is IV, the energy-momentum vectors
are of the form,

=% ph % N Y, (7.106)
and thus also the indices of the metric tensor g"” run from 0 to N — 1,
9" g = N (7.107)
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For this reason also the -matrix algebra slightly changes. This is not unique,

but usually the following identities are retained intact,

{¥*, 4"} =2¢", Tr (I)=4, (7.108)
and it follows that
VY = —(N = 2)7" (7.109)
VY Yy = Ag” + (N = 47"y (L1
VANV Y = =27y + (4= Ny vy (7.111)
N % N 2

/CMH :igw/dg S (7.112)

2m)¥ND(2) ~ N (2m)N D(¢%)

Lastly, the QED coupling becomes dimensionful quantity. Since the action,
S = / d*zLqEp (7.113)

is dimensionless, in 4 dimensions we have dim[Lqrp]| = 4 (in dimensions of

mass). The QED Lagrangian density was,

Lqep = _iFuuFW + (id —m) b — ey A, (7.114)
so we can infer,
dim[¢)] = 3/2 , (7.115)
dim[A] =1, (7.116)
dim[e] = 0. (7.117)

When the space-time dimension is N, we have dim[ﬁgED] = N, and

dim[y)] = (N — 1)/2, (7.118)
dim[A] = N/2 — 1, (7.119)
dim[e] =2 — N/2. (7.120)
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When N = 4 —¢, then dim[e] = ¢/2. Often, the dimension of the spacetime
is written explicitly using an arbitrary mass scale up as,

2-N/2

e —eup (7.121)

Let's now continue with the photon self-energy diagram from Eq. (7.88),
but now in N dimensions,

N
i1 (q) ety N/ dx/ d g 5 (7.122)
A+ze}

{%O‘Kﬁ — go‘ﬁﬁ —2z(1 — a:)qo‘qﬁ + go‘ﬁ (m2 +x(1 — :z:)qQ) }

s [ o [ 2 de
A—l—ze}

[(2/N — 12 = 22(1 — 2)q°¢" + ¢ (m® + 2(1 — 2)¢?) } .

The required £ integrals are,

aN¢ 1 i 1\ 22
[ G oAt Gmpr GNP (5) o

dN0 (2/N — 1) —i N 1\2 2
[ @ oA’ meg N TR (3)

—1

N 1\ 2 N/2-1
= (- T =Ny (K)

= ﬁr (2 — N/2) (%)2 v .
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Using these, we get,

i (q) = (7.124)

. 1 ; 1\ 2-N/2
= —4e“u, /0 dx (1) 72 (Z) ['(2-N/2)

(=m? + 21 = 2)g)g" = 20(1 = 2)g°¢" + g° (m* + 2(1 - 2)g?) | .

The lowest line simplifies to

2¢(1 - 2) [¢°9" — ¢"¢"] | (7.125)
so finally,
i (q) = [¢°9™” — ¢*¢"] > ill(¢?) (7.126)
_gie2u N 1 1\ 2-N/2
. 9y _ — S lip . L _
ill(q”) = (i) /0 dxx(l — x) (A) ['(2—-N/2)
€ —2ia 1 2 2
20 - /0 dxx(l — x) [E — vg + log % + 10g(47r)]
We note that T1%%(q) fulfills the Ward identity,
011°(q) = ¢s11*"(q) = 0, (7.127)

as we might have expected. We proceed as in the electron self-energy
calculation and sum the obtained result to all orders,

This corresponds to,

_igMV _igﬂa 108 —19py _igua o _igﬁp oo\ o
+ 11147 (q + 1 (q) —=——i1177 (¢ + -
2 Z (=2 2 (9= i
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and after some small tinkering,

i e ) () e

Those terms which are proportional to ¢,g, will, according to the Ward

identity, yield zero in scattering amplitudes so only the g, term is relevant.

The full propagator thus reads,

_iguy
¢ [1 =T(g)]

The summed propagator clearly has a pole at ¢> = 0 so the photon

(7.129)

remains massless. Close to the pole the propagator behaves, obviously,
as

_igMVZ3

e (7.130)

where Z3 is the renormalization constant related to the photon field,

1 a |2 us,
T ===l ==— | == log —= + log(4 . (7131

This is what we would use (according to the LSZ theorem) if our scattering

amplitude contains external photons.

Now we don't have external photons in the game, but the virtual electron
loop yields a multiplicative factor Z3(¢%) = 1/[1 — I1(¢%)]:

>

]
Q
B

al . x Z3(q?)

AN N

So where should we stuff the UV-divergence that Z3(¢*) entails? In analogy
to the mass renormalization, this infinity is absorbed into a redefinition

of the electric charge — charge renormalization. We now denote the
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charge that appears in the original Lagrangian by ey and call it the bare
charge. Since an internal photon propagator always starts and ends to a
vertex factor —iegy”, it is natural to share the contribution of Z3(g?) evenly
with both. In addition, as Z3(¢?) depends on the scale ¢?, we define an
effective charge/coupling or running charge/coupling,

eet(q%) = eon/ Z3(q?), (7.132)

or in terms of the fine-structure constant o = 62/47T,

e (¢%) = g Z3(q°) . (7.133)

This would indicate that the measured charge will depend on a scale (momen-
tum transfer). The charge that an experimentalist will measure is definitely
a finite number, so because Zg(q2) is infinite, also the bare charge ag has

to be infinite as well.

The effective coupling aeg(q?) thus depends on the scale. How? According

to the definition,
Q

e (q?) = -T2 (7.134)
” 11 )
(@ o . (7.135)

The low-energy measurement give o = e (0) = 1/137, so we use this as

a reference value,

L1 o) TH0) () (7.136)
aeff(q2) Qo Qo Qo Qo '
— é _ &io [11(¢%) — T1(0)]

According to Eq. (7.126),

—20(0 2

II(¢*) — I1(0) = - /0 dzz(l — ) log —— ;Z —2)q

2 2 J— 2
—q>>m>@10g ' _§ :
3 m? 3
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1 1 1 —q* 5
=———|log|— | —=|. 7.138
R GO R
This gives the final form of the scale-dependent coupling (to first order),

et () = - . = >m?. (7.139)

108 (%)

When —g? grows, the denominator of the equation above diminishes, so the
coupling becomes stronger. The change is relatively slow (logarithmic) but it
has been verified experimentally. Below we show some result from the LEP

collider for the angular dependence in ete™ — ete™ process [Phys.Lett.
B623 (2005) 26-36].

s
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Without a scale-dependent coupling the shape of the theoretical curve

deviates from the measurements. Accounting for the scale dependence in
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coupling even visually improves the correspondence. Below still the extracted
@eff(qz)-

-“e+e—> e'e L3

~ 1/o=constant=137.04

135 |

ol

=130 |

| O @ 2.10GeV?<-Q% < 6.25GeV?

125 | O ® 12.25GeV? < -Q? < 3434GeV?
] 1800GeV? < -Q? < 21600GeV?
— QED

1 10 10> 10° 10°
-Q? (GeV?)

The measurements thus clearly prefer the scale dependence of the coupling
constant.

One can, of course, always express the physical cross sections also in terms
of scale-independent coupling e.g. @ = a.g(¢> = 0) ~ 1/137 which also
removes the 1/e poles and dependence of the unphysical parameter %, per-
fectly fine. However, in this case our expression for the cross section would
explicitly involve powers of logarithms of the form alog(—q¢*/m?) which
can be large if —¢? > m? and thereby worsen the convergence of the pertur-
bative series. By expressing the cross sections in terms of running coupling
et (q?) effectively resums these logarithms into the definition of the coupling
stabilizing the perturbative series. The fact that aeg(g?) resums such loga-

rithms to all orders can be seen also by expanding Eq. (7.139) in powers of a.
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The scale dependence or running of the coupling is often expressed in
terms of the so-called 3 function,

daeﬁ'(Q2)

5(@2) = Q2 T)Q?

Q*=—¢>. (7.140)

From Eq. (7.139) we can easily check that for QED (to lowest order),

2 2
B(Q%) = % Q%> m?. (7.141)

This also clearly shows that the coupling constant monotonically increases
as the scale Q% grows.

The fact that the behaviour of QED coupling ag(@Q?) is completely dictated
by the photons self energy diagram is not general but is specific to QED.
Let us denote the UV-divergent part of the loop-corrected vertex by 1/21,

\g/ | Y L Zfl(qZ>

According to Eq. (7.56), with Pauli-Villars regularization,

Zfl(q2)=1+@Flog(m)+...] |

o |2 —q?

or the same in dimensional regularization (Ex.),

> _1/,2 apl |2 13
Z (Q):1+%§ Z—7E+log(47r)+log ——q2 +---| . (7.142)

We then denote the UV-divergent part of the electron self-energy (after
mass renormalization) by Z,. According to Eq. (7.76), with Pauli-Villars
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regularization,

which in dimensional regularization corresponds to (Ex.),

- 12
Z2(q2)=1—;—;§ [__’YE+10g(47r)+10g('u§>-l—-'-} . (7.143)

Both external electrons contribute by v/ Z5. Finally, we denote by Z3(¢?)
the UV-divergent part of the photon self-energy correction,

Z4(q )_1—3—2[2+1 g<“§> — v + log(4r) - - ]

In general we should define the scale-dependent coupling by

ZQ 2 Zg 2
eet(q°) = e (q2>1<q2) (@) : (7.144)

but in QED it so happens that Z5(¢%)/Z1(¢%) is not UV divergent so only
the photon self-energy correction is enough to renormalize the QED coupling.
In other theories (e.g. QCD), this may not be the case and all the legs i
connecting to a given vertex will give one \/Z and the vertex-correction
itself one Z; 1.

Schemes and scales

What terms to include into the renormalizaton factors Z;(q?) when defining
the running coupling constant by Eq. (7.144) is not unique. Different choices
are called renormalization schemes. In dimensional regularization by

far the most common is the so-called modified minimal subtraction
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scheme or just MS scheme in short. In this scheme one defines,

NS, o [2 b
2a) B 1= 5 |2 e tosti) 410 (£5) | (14
- MS apl [2 D\ ]
() B 1 - 22012 — g loglan) +log (L5 ) | (7.146)
22 | € —q° ) |
. S 12 Y
T o T R log(4m) +log [ =2 )| . (7.147
1 (7) i 2m2 | e 75 + log(dm) + log —q*) | ( )

so the definition absorbs not only the 1 /e pole but also factors v ja log(4m)
typical to the dimensional regularization. In the so-called minimal sub-
traction scheme or MS scheme in short, these terms are left out from
the definition.

To some extent, the choice of scheme affects e.g. what kind of 5 function
we get. At least the first five terms of the QED [ function have been
calculated. In the MS scheme the first three terms are,
a2 (Q) I kg (Q°) _ 3lagg(Q%)
37 472 288713

B(Q%) = (7.148)

Another ambiguity is related to the scale ¢?. As we see from the definition
(7.144), we can express ¢ in terms of whatever scale ¢*. It is natural to
tie this scale to some invariant scale that appears in the process but there
is no single correct way to choose this. The chosen scale is called the
renormalization scale.

In a physical observable, two different renormalization schemes or scale
choices formally differ by a factor that is higher order in coupling than the
precision of the calculation. In this sense all schemes and scales are equally
good. Numerically they are not exactly equal, though. By performing the
calculation in more than one scheme and with several scale choices serves

as a tool to test the perturbative reliability of the result.
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