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Practicalities:
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• Schedule:

Lectures on Mondays & Wednesdays (FYS3, 10-12), last one on 24.11

Exercises on Mondays (FYS3, 12-14), last ones on 29.11

Exams: Midterm exams on 22.10 and 3.12 (recommended option)

Final exam on 14.01.2022 (suicide).

• Grading:

Your final n.o. points will be computed by the function,

30×
�

excercise points

max. exercise points

�
+30×

�
exam points

max. exam points

�
≤ 60 ,

rounded up to the next integer. The grade is determined by the table,

Grade points

1 30− 35

2 36− 41

3 42− 47

4 48− 53

5 54− 60
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Content:

1. Quantization of scalar fields

2. Quantization of the Dirac field

3. Interacting fields

4. Feynman rules for Quantum Electrodynamics

5. Lehmann-Symanzik-Zimmerman reduction

6. Basic QED processes

7. Introduction to radiative corrections and renormalization

The notes follow closely our course book Peskin & Schroeder: An In-
troduction to Quantum Field Theory, but not exactly. In particular,
Peskin does not cover the canonical quantization of QED. In several places
these notes also take a slightly different view point than how things are
presented in Peskin. Most of the notation & conventions in these notes are
identical with those of Peskin but not all.
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1 Quantization of scalar fields

1.1 Need for quantum fields [Peskin 2.1]

The necessity of a field theoretical approach in contrast to single-particle
quantum mechanics manifests itself in several ways. For a non-relativistic
free particle

E =
p2

2m
. (1.1)

Replacing the energy E and momentum p by the differential operators,

E → i
∂

∂t
, p → −i∇ , (1.2)

and understanding the resulting equation to act on a complex wavefunction
ψ, one finds the standard Schrödinger equation,

i
∂ψ

∂t
= − 1

2m
∇2ψ . (1.3)

Solutions consistent with Eq. (1.1), are plane waves,

ψ = Ne−i(Et−p·x) , E = p2/2m, (1.4)

which fulfill the continuity equation,

∂ρ

∂t
+∇ · j = 0 , (1.5)

with

ρ = |ψ|2 = |N |2 , (1.6)

j = − i

2m
(ψ∗∇ψ − ψ∇ψ∗) =

p

m
|N |2 . (1.7)

There are no difficulties in the standard quantum-mechanical interpretation
of ρ as the probability density and, the energy eigenvalues are positive,

i
∂ψ

∂t
= i(−iE)ψ = Eψ =

p2

2m
ψ . (1.8)
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The problems arise when one tries to implement the relativistic relation,

E2 = p2 +m2 , (1.9)

and the Lorentz covariance (we’ll come back to this in Sect. 2.2). In this
case, the replacements of Eq. (1.2) lead to the Klein-Gordon equation,

�
∂2

∂t2
−∇2 +m2

�
ψ =

�
∂µ∂

µ +m2
�
ψ = 0 . (1.10)

Solutions consistent with Eq. (1.9) are again plane waves,

ψ = Ne−i(Et−p·x) , E = ±
�

p2 +m2 . (1.11)

The continuity relation in Eq. (1.5) now holds with,

ρ =
i

2m

�
ψ∗∂ψ

∂t
− ψ

∂ψ∗

∂t

�
= 2E|N 2| , (1.12)

j = − i

2m

�
ψ∗∇ψ − ψ∇ψ∗

�
= 2p|N 2| . (1.13)

As ρ can be negative, it can no longer be interpreted as being the probability
density. For charged particles it could be taken as the charge density, but
how about electrically neutral particles? Also the energy eigenvalues can be
negative,

i
∂ψ

∂t
= i(−iE)ψ = Eψ =

�
±
�

p2 +m2
�
ψ . (1.14)

Similar difficulties arise in the case of Dirac equation: although there one can
define a positive-definite probability density ρ, the negative-energy solutions
persist. One can wangle around these problems by invoking the concept
of “Dirac sea” or interpreting the negative-energy solutions as describing
antiparticles (Feynman-Stückelberg). All this is somewhat clumsy. The reso-
lution provided by the quantum field theory is to abandon the interpretation
of Klein-Gordon and Dirac equations as being single-particle wave equations.
They are taken to be field equations instead.
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The quantum mechanics also violates causality. Consider the amplitude of a
free particle to propagate from x0 to x within a time interval t,

U(t) = �x|e−iĤt|x0� . (1.15)

For a nonrelativistic particle Ĥ = p̂2/2m, so

U(t) = �x|e−itp̂2/(2m)|x0� (1.16)

=

�
d3p�x|e−itp̂2/(2m)|p� �p|x0�� �� �

e−ip·x0/(2π)−3/2

=

�
d3p

e−ip·x0

(2π)3/2
e−itp2/(2m)�x|p� =

�
d3p

(2π)3
e−ip·(x0−x)e−itp2/(2m) .

By completing the square,

exp
�
−ip · (x0 − x)− itp2/(2m)

�
(1.17)

=exp

�
im

2t
(x0 − x)2− it

2m
[p+ (m/t)(x0 − x)]2

�
,

so

U(t) = eim(x0−x)2/(2t)

�
d3p

(2π)3
e−

it
2mp2

.

The remaining Gaussian integral is a standard one and can be done by,

�
dxe−bx2

=

�
π

b
, Re b ≥ 0 . (1.18)

As a result,

U(t) =
� m

2πit

�3/2

eim(x0−x)2/(2t) .

This is clearly non zero even if |x0 − x| > t, i.e. there is a finite probability
for the particle to propagate across space-like intervals. The conclusion
remains the same even if one uses the relativistic relation E =

�
p2 +m2

(Ex.). Also this type of inconsistency gets resolved in quantized field theory
– measurements done at space-like distances will have no mutual effect.
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1.2 Notion of a classical field

Let us consider a simple mechanical model with point-like masses attached
to each other with light springs. Let the overall length of the system be L,
containing N masses each with mass m. The distance between the masses
is then Δx = L/N , and the average density ρ = Nm/L.

Let us also suppose that the masses can move only up and downwards (in
direction y). The kinetic energy of the system is then

T =
N�

n=1

1

2
mẏ2n , (1.19)

and we assume that – for small stretches – the potential energy stored in
each spring is proportional to the overall strech of that spring (y0 = yN),

U =
N�

n=1

κN

2L
(yn − yn−1)

2 , (1.20)

where κ is a string-tension constant. The Lagrange function of the system
is thus,

L = T − U =
N�

n=1

�
1

2
mẏ2n −

κN

2L
(yn − yn−1)

2

�
. (1.21)

In the limit of large N , the system becomes eventually continuous. Let
us denote by yn(t) = φ(xn, t) the deviation of the nth mass from the
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equilibrium. Then,

ẏn → ∂φ(xn, t)

∂t
= φ̇(xn, t) (1.22)

yn − yn−1

Δx
→ ∂φ(xn, t)

∂xn
= ∂xn

φ(xn, t) . (1.23)

Keeping the density ρ constant, we get

L =
N�

n=1

Δx

�
1

2
ρφ̇(xn, t)

2 − 1

2
κ (∂xn

φ(xn, t))
2

�

N→∞−−−→
� L

0

dx

�
1

2
ρφ̇(x, t)2 − 1

2
κ (∂xφ(x, t))

2

�

� �� �
=Lagrange density L

. (1.24)

We call the function φ as a classical field variable (or just a field), and it
describes the state of the system in an arbitrary point.

1.3 Classical equations of motion [Peskin 2.2]

As in mechanics, the equations of motion for the fields are determined by
finding the critical point of the action,

S =

�
dtL =

�

V

d4xL(φ, ∂µφ) . (1.25)

To do this, we compute the functional derivative of the action S to
“direction” f(x):
�

V

d4x
δS

δφ(x)
f(x) (1.26)

≡ lim
�→0

�

V

d4x
L [φ(x) + �f(x), ∂µφ(x) + �∂µf(x)]− L [φ(x), ∂µφ(x)]

�

=

�

V

d4x

�
∂L
∂φ

f(x) +
∂L

∂ (∂µφ)
∂µf(x)

�

=

�

V

d4x

�
∂L
∂φ

f(x) + ∂µ

�
∂L

∂ (∂µφ)
f(x)

�
− ∂µ

�
∂L

∂ (∂µφ)

�
f(x)

�

=

�

V

d4x

�
∂L
∂φ

− ∂µ

�
∂L

∂ (∂µφ)

��
f(x) ,
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in which the surface term vanishes by the Gauss theorem if we suppose that
f = 0 in the boundaries of the integration volume. So, we see that when

δS

δφ(x)
≡ ∂L

∂φ(x)
− ∂µ

�
∂L

∂ (∂µφ(x))

�
= 0 , (1.27)

the functional derivative is zero to arbitrary direction. Thus, the critical
point (minimum) of the actions is given by the condition,

∂L
∂φ

− ∂µ

�
∂L

∂ (∂µφ)

�
= 0 . (1.28)

This is the Euler-Lagrange equation. If we now substitute the Lagrange
density of the spring (1.24) to equation (1.28), we find

�
1

v2
∂2

∂t2
− ∂2

∂x2

�
φ(x, t) = 0 , v =

�
κ/ρ . (1.29)

As well known, this describes transverse waves propagating with speed v,
and its unique solutions are of the form f(x± vt).

Hamiltonian formalism:

Instead of the Lagrange technique, we can equally use the Hamiltonian
formalism. This is the basis of the canonical quantization. We define the
Hamiltonian function H by,

H ≡
�

V

d3xH ≡
�

V

d3x
�
π(x)φ̇(x)− L(φ, ∂µφ)

�
(1.30)

π(x) ≡ ∂L
∂φ̇(x)

. (1.31)

The quantity π(x) is called the conjugate momentum density of the
field φ(x). By definition, H does not depend explicitly on the time derivative
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of the field, φ̇. Let us compute the following functional derivatives:

δH

δπ(x)
=

∂

∂π(x)

�
π(x)φ̇(x)− L

�
= φ̇(x) (1.32)

δH

δφ(x)
= −

�
∂L

∂φ(x)
−∇ · ∂L

∂∇φ(x)

�
= −π̇(x) , (1.33)

where we used the Euler-Lagrange equation in the last equality. These
comprise the Hamiltonian equations of motion for classical fields,

δH

δφ(x)
= −π̇(x) ,

δH

δπ(x)
= φ̇(x) . (1.34)

Klein-Gordon field:

The non-interacting Klein-Gordon scalar field if defined by the Lagrange
density

L =
1

2
(∂µφ) (∂

µφ)− 1

2
m2φ2 . (1.35)

Using the Euler-Lagrange equation, we get the equation of motion

�
∂µ∂

µ +m2
�
φ = 0 , (∂µ∂

µ = ∂2
t −∇2) , (1.36)

known as the Klein-Gordon equation (relativistic Schrödingerin equation).
The momentum density is now π(x) = φ̇(x), and the Hamiltonian density
reads

H =
1

2
π2 +

1

2
(∇φ)2 +

1

2
m2φ2 . (1.37)

1.4 Noether’s theorem and conservation laws
[Peskin 2.2]

Let us consider an infinitesimal transformation,

φ(x) −→ φ(x) + αΔφ(x), (1.38)

in which α is infinitesimal and Δφ(x) some function. If the Lagrange density
remains unchanged in this transformation or it changes only by a surface
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term,

L(x) −→ L(x) + α∂µJ µ(x) , (1.39)
↑__ “surface term”

the Noether’s theorem says that this transformation involves a conserved
four-current and a conserved charge. The surface terms are irrelevant as
they do not affect the dynamics.

Example 1: Let us consider a Lagrangian containing only the kinetic term,

L =
1

2
(∂µφ) (∂

µφ) , (1.40)

and examine a transformation φ(x) −→ φ(x) + α, in which α is an in-
finitesimal constant. The Lagrange density is clearly invariant under this
transformation. Let’s then calculate the same variation in another way:

ΔL =
∂L
∂φ

Δφ+
∂L

∂ (∂µφ)
∂µ(Δφ) (Δφ = α) (1.41)

E.L.
= α∂µ

�
∂L

∂ (∂µφ)

�
= α∂µ [∂

µφ(x)] = 0 . (1.42)

=⇒ The transformation involves a conserved current jµ(x) = ∂µφ(x).

The conserved charge is obtained by integrating,

0 =

�
d3x ∂µj

µ =

�
d3x

�
∂0j

0 +∇ ·�j
�
= ∂0

�
d3x j0 = ∂0Q , (1.43)

which shows that there is a conserved charge Q =
�
d3x j0 (meaning that

its time derivative is zero).

Example 2: Let us consider a translation

xµ −→ xµ + αµ . (1.44)

The Lagrange density changes as,

ΔL = L(x+ α)− L(x) = αµ∂µL(x) , (1.45)
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so L changes only by a surface term. The field itself changes similarly,

φ(x) → φ(x+ a) = φ(x) + αµ∂µφ(x) , (1.46)

so we mark Δφ = αµ∂µφ(x). On the other hand,

ΔL(x) = ∂L
∂φ

Δφ+
∂L

∂ (∂νφ)
∂νΔφ (1.47)

= αµ∂ν

�
∂L

∂ (∂νφ)

�
∂µφ+ αµ ∂L

∂ (∂νφ)
∂µ (∂νφ)

= αµ∂ν

�
∂L

∂ (∂νφ)
∂µφ

�
.

This indicates,

αµ∂µL− αµ∂ν

�
∂L

∂ (∂νφ)
∂µφ

�
= 0 (1.48)

αµ∂ν

�
δνµL− ∂L

∂ (∂νφ)
∂µφ

�
= 0 . (1.49)

The conserved current is consequently

T ν
µ ≡ ∂L

∂ (∂νφ)
∂µφ− δνµL . (1.50)

We shall call this the energy-momentum tensor, and it entails four
conserved currents,

P µ =

�
d3xT 0µ . (1.51)

This corresponds to the field four momentum:

T 0 0 =
∂L

∂ (∂0φ)
∂0φ− L = π(x)φ̇(x)− L 1.30

= H (1.52)

T 0 i = − ∂L
∂ (∂0φ)

∂iφ = −π(x)∂iφ(x) ≡ P i (1.53)

From the first equation we see that T 0 0 is the energy density H, so P 0

is the total energy involved. Because P µ is a four vector, the other three
components must correspond to the spatial momenta, and we can interpret
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T 0 i naturally as the momentum density. In other words, the independence
of the action on the time/coordinate translations implies the conservation
of energy/momentum. Similarly, e.g. the invariance under spatial rotations
implies the conservation of angular momentum (Ex.).

1.5 Quantization of the Klein-Gordon field [Peskin 2.3]

We will now quantize the Klein-Gordon scalar field. A neat way to do this
is to notice first a formal equivalence with the familiar harmonic oscillator
whose quantization should be familiar from Quantum Mechanics I course. Let
us first write the field φ(�x, t) as a 3-D Fourier transform, of the momentum-
space field φ(�p, t),

φ(�x, t) =

�
d3p

(2π)3
ei�p·�xφ(�p, t) , (1.54)

where φ∗(�p, t) = φ(−�p, t) since φ(�x, t) should be real. Substituting to the
Klein-Gordon equation (1.36), we get

�
∂2

∂t2
+ p 2 +m2

�
φ(�p, t) = 0 , (1.55)

which is formally identical with the equation for a one-dimensional harmonic
oscillator

mẍ(t) = −kx(t) ⇔ ẍ(t) + ωx(t) = 0 (1.56)

when we identify ω =
�
p 2 +m2 as the frequency and x(t) ↔ φ(�p, t).

Each Fourier mode thus separately obeys the dynamics of an harmonic
oscillator.

Harmonic oscillator in Quantum Mechanics

The Hamiltonian operator for the harmonic oscillator is

Ĥ =
p̂2

2m0
+

1

2
m0ω

2x̂2 . (1.57)
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The eigenvalues and eigenstates can be solved by first defining the “ladder
operators”

â =
1√
2

��
m0ω

�
x̂+ i

1√
m0ω�

p̂

�
, (1.58)

â† =
1√
2

��
m0ω

�
x̂− i

1√
m0ω�

p̂

�
, (1.59)

which we can invert to

x̂ =

�
�

m0ω

�
â+ â†√

2

�
, (1.60)

p̂ =
√
m0ω�

�
â− â†

i
√
2

�
. (1.61)

The canonical commutation relations [x̂, x̂] = [p̂, p̂] = 0, [x̂, p̂] = i� imply
the commutation relation [â, â†] = 1 for the ladder operators. In terms of
the ladder operators we have,

Ĥ = �ω
�
â†â+

1

2

�
= �ω

�
N̂ +

1

2

�
, N̂ ≡ â†â , (1.62)

so it suffices to find the eigenstates |n� of the operator N̂ . Assuming that
N̂ |n� = n|n�, we easily find,

N̂ â|n� = (n− 1)â|n� (1.63)

N̂ â†|n� = (n+ 1)â†|n� , (1.64)

so that acting with â and â† we get new eigenstates of N̂ , whose eigenvalues
decrease/increase by one unit. On the other hand, the norm of the states
must be positive, so

0 ≤ |â|n�|2 = �n|â†â|n� = �n|N̂ |n� = n�n|n� . (1.65)

From this we see that n must be a positive integer, as otherwize we would
eventually get states with negative norm. This means that there exists a
state |0� with the smallest eigenvalue, for which â|0� = 0. Starting from
this ground state we get the entire spectrum of states by operating with â†,

|n� = 1√
n!

�
â†
�n |0� , (1.66)

1-10



where the normalization has been selected such that �n|n� = 1 if we
agree that �0|0� = 1. The obtained states |n� are thus eigenstates of the
Hamiltonian,

Ĥ|n� = �ω
�
n+

1

2

�
|n� . (1.67)

We are now ready to quantize the Klein-Gordon field. We identify,

φ̂(p) ←→ x̂ . (1.68)

Each momentum value p has now its own ladder operators âp, â
†
p so we

define (we put here m0 = � = 1),

âp =
1√
2

�√
ωφ̂(p) + i

1√
ω
π̂(p)

�
, (1.69)

â†p =
1√
2

�√
ωφ̂†(p)− i

1√
ω
π̂†(p)

�
(1.70)

=
1√
2

�√
ωφ̂(−p)− i

1√
ω
π̂(−p)

�
,

where we used the reality conditions φ̂†(p) = φ̂(−p) and π̂†(p) = π̂(−p).
From these equations we get

φ̂(p) =
1√
2ω

�
âp + â†−p

�
(1.71)

π̂(p) = −i

�
ω

2

�
âp − â†−p

�
. (1.72)

By a Fourier transfrom, we get the position-space representation for the
field operators φ̂(x) and π̂(x),

φ̂(x) =

�
d3p

(2π)3

�
1

2Ep

�
âp + â†−p

�
eip·x, (1.73)

π̂(x) =

�
d3p

(2π)3
(−i)

�
Ep

2

�
âp − â†−p

�
eip·x . (1.74)
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where we have now written Ep instead of ωp as it anyway represents the
relativistic energy Ep =

�
m2 + p2. These can also be inverted,

âp =

�
d3x�
2Ep

�
iπ̂(x) + Epφ̂(x)

�
e−ip·x , (1.75)

â†p =

�
d3x�
2Ep

�
−iπ̂(x) + Epφ̂(x)

�
eip·x . (1.76)

From now on, we no longer drag along the explicit operator designation (e.g.
φ̂), but it should be clear from the context whether the fields are operators
or ordinary functions. The canonical commutation relations of a harmonic
oscillator [a, a†] = 1, [a, a] = [a†, a†] = 0 generalize to

[ap, ak] = [a†p, a
†
k] = 0 , (1.77)

[ap, a
†
k] = (2π)3δ(3)(p− k) , (1.78)

where the normalization factor (2π)3 is a convention. By using these relations
and the integral representation of the δ function,

�
dnx

(2π)n
eik·x = δ(n) (k) , (1.79)

It is straightforward to show that

[φ(x),φ(y)] = [π(x), π(y)] = 0 , (1.80)

[φ(x), π(y)] = iδ(3)(x− y) , (1.81)

which correspond to the canonical commutation relations [x̂, x̂] = [p̂, p̂] = 0,
[x̂, p̂] = i� of the harmonic oscillator. Using our earlier results, (1.37),
(1.51) and (1.53), we obtain the momentum operator (Ex.),

P µ =

�
d3p

(2π)3
pµ

�
a†pap +

1

2
[ap, a

†
p]

�
. (1.82)
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The last term ∼ δ(3)(0) = ∞ is expected, though somewhat disturbing. It
just corresponds to the ground-state energy of the harmonic oscillator times
∞ as there are now infinite number of Fourier modes. However, in analogy
to e.g. classical physics where the absolute value of the gravitational field
is irrelevant, this constant is also unimportant. We will thus forget it and
simply define,

P µ =

�
d3p

(2π)3
pµa†pap . (1.83)

As in the case of harmonic oscillator, the theory has a ground state |0� for
which ap|0� = 0, and the rest are obtained by acting on the ground state
with a†p. Indeed,

P µ
�
â†p1

. . . â†pn
|0�

�
= (pµ1 + · · · pµn) â†p1

. . . â†pn
|0� , (1.84)

so that the obtained states are indeed momentum eigenstates.

1-particle states:

We normalize the 1-particle states as

|p� ≡
�
2Epa

†
p|0� , (1.85)

This leads to

�k|p� = 2Ep(2π)
3δ(3)(p− k) , (1.86)

which is Lorentz invariant (Ex.). One can easily get convinced that we can
express the complete set of 1-particle states as

1̂ =

�
d3p

(2π)32Ep
|p��p| , (1.87)

where the phase-space elemnent d3p/Ep is also Lorentz invariant (Ex.).
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Multi-particle states:

States consisting of several particles are defined in analogy to the 1-particle
states,

|p1 . . .pn� ≡
�

n�

i=1

�
2Epi

a†pi

�
|0� . (1.88)

Since [a†p, a
†
k] = 0, the order of operations if not important here, i.e.

|p1p2� = |p2p1�. In other words, the states are symmetric under interchange
of two particles. The Klein-Gordon particles are thus bosons, and follow
the Bose-Einstein statistics. The completeness relation becomes (Ex.),

1̂ = |0��0|+
∞�

n=1

1

n!

�
n�

i=1

�
d3pi

(2π)32Epi

�
|p1 . . .pn��pn . . .p1| . (1.89)

Position-space states:

By using Eq. (1.73) we see that

φ̂(x)|0� =
�

d3p

(2π)32Ep
e−ip·x|p� , (1.90)

so that

�k|φ̂(x)|0� =
�

d3p

(2π)32Ep
e−ip·x�k|p� = e−ik·x . (1.91)

In the non-relativistic quantum mechanics the projection of a momentum
eigenstate |k� to position space reads,

�k|x� = 1

(2π)3/2
e−ik·x , (1.92)

so we can interpret the state φ̂(x)|0� as a position-space eigenstate,

φ̂(x)|0�=̂(2π)3/2|x� , (1.93)

i.e. φ̂(x) acting on |0� creates particles at position x.
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1.5.1 Klein-Gordon field in the Heisenberg picture [Peskin 2.4]

In the preceding analysis the field operators did not have any time depen-
dence, so they were what we call Schrödinger-picture operators. In relativistic
field theory it is more natural to use the Heisenberg picture in which the
time is symmetrically involved.

Schrödinger picture:

In the Schrödinger picture the state vectors |ψ(t)� depend on time. The
time dependence is dictated by the Schrödinger equation,

i�
∂

∂t
|ψ(t)�S = H|ψ(t)�S . (1.94)

If the Hamiltonian does not depend explicitly on time, we can solve the time
dependence at arbitrary t if we know the state of the system at some initial
time t0,

|ψ(t)�S = U(t, t0)|ψ(t0)�S , U(t, t0) ≡ e−
i
�H(t−t0) , (1.95)

where U(t, t0) is a unitary evolution operator.

Heisenberg picture:

The time dependence can also be absorbed into the operators. Starting
from a matrix element in the Schrödinger picture,

S�φ(t)|OS|ψ(t)�S = S�φ(0)|U†(t)OS U(t)|ψ(0)�S = H�φ|OH(t)|ψ�H ,

(1.96)
in which we defined the operator in the Heisenberg picture

OH(t) ≡ U†(t)OS U(t) = e
i
�HtOS e

− i
�Ht . (1.97)

In this viewpoint, the operators are time dependent, not the states. By
taking the time derivative,
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−i�
∂

∂t
OH(t) = −i�

∂

∂t

�
e

i
�HtOSe

−i
� Ht

�
= [H,OH(t)] , (1.98)

if H does not depend on time. This is the Heisenberg equation of motion.
Note that the Hamiltonian H is the same in both Schrödinger and Heisen-
berg pictures.

The operators in the Heisenberg picture are defined as,

O(x) = O(x, t) ≡ eiHtO(x)e−iHt , (1.99)

where H is the Hamiltonian operator. Let’s now calculate

eiHtape
−iHt and eiHta†pe

−iHt , (1.100)

required to figure out φ(x). First we notice that,

P µap =

�
d3k

(2π)3
kµa†kakap =

�
d3k

(2π)3
kµa†kapak (1.101)

=

�
d3k

(2π)3
kµ

�
[a†k, ap]ak + apa

†
kak

�

=

�
d3k

(2π)3
kµ

�
−(2π)3δ(3)(k− p)ak

�
+ apP

µ

= −pµap + apP
µ = ap (P

µ − pµ) ,

so that

(P µ)2ap = P µ [ap (P
µ − pµ)] = ap [(P

µ − pµ)]2 , (1.102)

and in general,

(P µ)nap = ap (P
µ − pµ)n . (1.103)
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In the same way,

(P µ)na†p = a†p (P
µ + pµ)n . (1.104)

We thus get,

eiHtap(x)e
−iHt = ape

i(H−Ep)te−iHt = ape
−iEpt , (1.105)

and
eiHta†p(x)e

−iHt = a†pe
i(H+Ep)te−iHt = a†pe

iEpt . (1.106)

Applying these identities to the integral representations of φ(x):n and π(x)

in Eq. (1.73), we have, in the Heisenberg picture,

φ(x) =

�
d3p

(2π)3

�
1

2Ep

�
ape

−ip·x + a†pe
ip·x� , (1.107)

π(x) =

�
d3p

(2π)3
(−i)

�
Ep

2

�
ape

−ip·x − a†pe
ip·x� . (1.108)

As the plane waves e±ip·x are solutions to the Klein-Gordon equation
(∂µ∂

µ +m2)φ(x) = 0, we see that the quantum field obeys its classi-
cal equation of motion.

We can also write the entire x dependence of the field φ(x) in terms of the
momentum operator,

eiP ·xφ(0)e−iP ·x = eiP ·x
��

d3p

(2π)3

�
1

2Ep

�
ap + a†p

�
�
e−iP ·x (1.109)

=

�
d3p

(2π)3

�
1

2Ep

�
eiP ·xape

−iP ·x + eiP ·xa†pe
−iP ·x�

=

�
d3p

(2π)3

�
1

2Ep

�
ape

−ip·x + a†pe
ip·x� = φ(x) ,

so that
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φ(x) = eiP ·xφ(0)e−iP ·x . (1.110)

In other words, the translations are generated by the momentum operator.

The commutation relations in the Heisenberg picture are of course different
from the Schrödinger picture ones. However, for equal-time fields we
still have,

[φ(t, �x),φ(t, �y)] = [π(t, �x), π(t, �y)] = 0 , (1.111)

[φ(t, �x), π(t, �y)] = iδ(3)(�x− �y) . (1.112)

For two equal-time coordinate-space points, x = (t,x), y = (t,y) we have

(x− y)2 = (0,x− y)2 = −(x− y)2 < 0 (1.113)

i.e. the vector joining the two points is space like. The fact that the above
commutators vanish in this kind of distances is necessary to be consistent
with the causality principle: if the two field operators are not within each
others light cones it should be immaterial in which order the operators act on
a given state. The causality principle should of course be fulfilled regardless
whether the fields are equal time. In arbitrary space-time points x and y

the commutator is,

[φ(x),φ(y)] =

�
d3p

(2π)3
1

2Ep

�
e−ip·(x−y) − eip·(x−y)

�
. (1.114)

Since the integration measure d3p/Ep and the dot products p · (x− y) are
Lorentz invariant, both terms in the equation above are Lorentz-invariant
separately. We can thus make a Lorentz transformation Λ on the vectors x
ja y and the integral remains intact. More concretely,

�
d3p

(2π)3
1

2Ep
eip·(x−y) =

�
d3p

(2π)3
1

2Ep
ei(Λp)·Λ(x−y) (1.115)

=

�
d3(Λp)

(2π)3
1

2EΛp
ei(Λp)·Λ(x−y) =

�
d3p

(2π)3
1

2Ep
eip·Λ(x−y) .
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When (x − y)2 < 0, there is (Ex.) a Lorentz transformation such that
Λ(x− y) = −(x− y), which shows that the commutator (1.114) vanishes
and the causality principle remains true. For, (x− y)2 > 0 the commutator
in Eq. (1.114) is generally non zero.

1.5.2 Klein-Gordon propagators [Peskin 2.4]

Let us now consider more closely the 2-point function

D(x− y) ≡ �0|φ(x)φ(y)|0� =
�

d3p

(2π)3
1

2Ep
e−ip·(x−y) . (1.116)

Using Eq. (1.99) and interpretation (1.93), we have

D(x− y)=̂(2π)3 �x|e−iH(x0−y0)|y�, (1.117)

so that D(x− y) corresponds to the quantum amplitude for the particle to
propagate from y to x in a given time interval x0 − y0.

The transition amplitudes D(x− y) have a relation to the Green’s functions
of the Klein-Gordon differential operator ∂2 + m2. Let us recall that a
solution to an inhomogenous Klein-Gordon equation

�
∂2 +m2

�
φ(x) = j(x), (1.118)

can be written in a form

φ(x) = φ0(x) + i

�
d4yΔ(x, y)j(y) , (1.119)

where φ0(x) satisfies (∂2+m2)φ(x) = 0, and Δ(x, y) is a Green’s function,
i.e. it obeys, �

∂2 +m2
�
Δ(x, y) = −iδ(4) (x− y) . (1.120)

In field theory these Green’s functions are called propagators. Different
Green’s functions exist, and one that is often encountered is the retarded
Green’s function which propagates the impact of the “source term” j(y)

only forward in time, i.e. DR(x, y) ∝ θ(x0 − y0). It is straightforward to
show that

DR(x− y) = θ(x0 − y0)[φ(x),φ(y)] = θ(x0 − y0)�0|[φ(x),φ(y)]|0�

= θ(x0 − y0) [D(x− y)−D(y − x)] (1.121)
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fulfills (Ex.),

�
∂2 +m2

�
DR(x− y) = −iδ(4) (x− y) , (1.122)

so it really is a retarded Green’s function of the Klein-Gordon differential
operator ∂2 +m2. We have already noted that [φ(x),φ(y)], and thereby
also DR(x−y) vanishes at space-like distances, (x−y)2 < 0, so DR(x−y)

propagates the impact of j(y) only from the past light cone - it’s causal.
This reinforces our earlier argument that the commutator [φ(x),φ(y)] being
zero at space-like distances has to do with causality.

Using an integral representation of the Heaviside step funcion θ (Ex.),

θ(x) = lim
�→0+

− 1

2πi

� ∞

−∞

dτ

τ + i�
e−ixτ = lim

�→0+

1

2πi

� ∞

−∞

dτ

τ − i�
eixτ ,

(1.123)

a direct calculation leads to a 4-D integral representation (Ex.),

DR(x− y) ≡ θ(x0 − y0)�0|[φ(x),φ(y)]|0� (1.124)

=

�
d4p

(2π)4
e−ip·(x−y) i

(p0 + i�)2 − p2 −m2
,

where i� keeps the poles away from the p0 integration contour.

The Klein-Gordon operator has also other Green’s functions. The most
useful will be the time-ordered 2-point function,

DF(x− y) ≡ �0|Tφ(x)φ(y)|0� (1.125)

≡ θ(x0 − y0)�0|φ(x)φ(y)|0�+ θ(y0 − x0)�0|φ(y)φ(x)|0�

=

�
d4p

(2π)4
e−ip·(x−y) i

p2 −m2 + i�
.
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Also this is a Green’s function of the Klein-Gordon operator and it is called
the Feynman propagator. The first term clearly propagates the impact
forward in time, but the last one would seem to propagate the impact
backwards in time.

Propagator by Fourier transform:

A more direct way to solve the general form of the momentum-space
propagator is to express the Green’s function D(x−y) as a Fourier transform,

D(x− y) =

�
d4p

(2π)4
e−ip·(x−y)D̃(p) , (1.126)

which puts Eq. (1.122) into a form,

(−p2 +m2)D̃(p) = −i , (1.127)

so that,

D̃(p) =
i

(p2 −m2)
, (1.128)

and thereby

D(x− y) =

�
d4p

(2π)4
e−ip·(x−y) i

p2 −m2
. (1.129)

Depending where the i� is put, different propagators can be obtained.

1.5.3 Complex scalar field

The Lagrangian for a complex scalar field is defined as

L = (∂µφ) (∂
µφ∗)−m2φφ∗ , (1.130)

where φ = φ(x) is complex, i.e.

φ =
1√
2
(φ1 + iφ2) . (1.131)

Since
L =

1

2

�

i=1,2

�
(∂µφi) (∂

µφi)−m2φ2
i

�
, (1.132)
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we see that L describes two independent Klein-Gordon fields with the same
mass. They separately fulfill the Klein-Gordon equation (∂2 +m2)φi = 0.
The conjugate momenta are now πi = ∂L/∂φ̇i = φ̇i, and the Hamiltonian
density is, as in Eq. (1.37),

H = π2
1 + π2

2 − L =
1

2

�
π2
i + (∇φi)

2 +m2φ2
i

�
. (1.133)

We can use our earlier results (1.107) to write directly,

φi(x) =

�
d3p

(2π)3

�
1

2Ep

�
ap,ie

−ip·x + a†p,ie
ip·x

�
, (1.134)

πi(x) =

�
d3p

(2π)3
(−i)

�
Ep

2

�
ap,ie

−ip·x − a†p,ie
ip·x

�
, (1.135)

where the commutation relations for the creation and annihilation operators
are,

[ap,i, ak,j] = [a†p,i, a
†
k,j] = 0 , (1.136)

[ap,i, a
†
k,j] = (2π)3δ(3)(p− k)δij . (1.137)

The Hamiltonian operator is, as earlier,

H =

�
d3p

(2π)3
Ep

�
a†p,1ap,1 + a†p,2ap,2

�
. (1.138)

The Lagrangian (1.130) is invariant under a global phase shift φ → eiαφ,
where α is real. The corresponding conserved current and charge are (Ex.),

jµ = (∂µφ∗)φ− (∂µφ)φ∗ , (1.139)

Q =

�
d3x

�
∂0φ∗�φ−

�
∂0φ

�
φ∗ . (1.140)

Substituting here the quantized fields, we have

Q = 2i

�
d3p

(2π)3

�
a†p,2ap,1 − a†p,1ap,2

�
, (1.141)

which has no (at least obvious) physical interpretation. However, we can
define a new operator basis,

ap = (ap,1 + iap,2) /
√
2, a†p =

�
a†p,1 − ia†p,2

�
/
√
2 , (1.142)

bp = (ap,1 − iap,2) /
√
2, b†p =

�
a†p,1 + ia†p,2

�
/
√
2 . (1.143)
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From the definition we see that a†p and b†p are still creation operators (for
superpositions of φ1 and φ2 states), and ap and bp annihilation operators.
The commutation relations are,

�
ap, a

†
k

�
=
�
bp, b

†
k

�
= (2π)3 δ(3) (p− k) , (1.144)

and zero for the rest. We easily see that in the new basis both H and Q

are diagonal,

H =

�
d3p

(2π)3
Ep

�
a†pap + b†pbp

�
, (1.145)

Q =

�
d3p

(2π)3
�
b†pbp − a†pap

�
. (1.146)

We realize that the states created by a†p and b†p have a positive energy, but
the charges Q are opposite. We will thus interpret the exitations created by
a†p as particles and exitations created by b†p as antiparticles. Using the
decomposition of Eq. (1.131) and the definition of the new operator basis,
we get the following representation for the complex field operator φ(x):

φ(x) =
1√
2
[φ1(x) + iφ2(x)] =

�
d3p

(2π)3

�
1

2Ep

�
ape

−ip·x + b†pe
ip·x� .

Its conjugate momentum operator is

π(x) =
∂L
∂φ̇

= φ̇† =

�
d3p

(2π)3
(−i)

�
Ep

2

�
bpe

−ip·x − a†pe
ip·x� . (1.147)

The propagators of the complex scalar field are essentially the same as earlier.
However, now �0|φ(x)φ(y)|0� = �0|φ†(x)φ†(y)|0� = 0, and the non-trivial
2-point functions are

�0|φ(x)φ†(y)|0� =
�

d3p

(2π)3
1

2Ep
e−ip·(x−y) ∝ a�x|e−iH(x0−y0)|y�a

(1.148)

�0|φ†(y)φ(x)|0� =
�

d3p

(2π)3
1

2Ep
e−ip·(y−x) ∝ b�y|e−iH(y0−x0)|x�b .

(1.149)
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The last proportionalities use similar interpretation as in Eq. (1.117) taking
into account that the field operator φ(x) creates antiparticles (to right)
whereas φ†(x) creates particles (to right). The Feynman propagator thus
corresponds to the definition,

DF(x− y) ≡ �0|Tφ(x)φ†(y)|0� (1.150)

≡ θ(x0 − y0)�0|φ(x)φ†(y)|0�+ θ(y0 − x0)�0|φ†(y)φ(x)|0�

=

�
d4p

(2π)4
e−ip·(x−y) i

p2 −m2 + i�
,

and it describes the propagation of particles forward in time, and propagation
of antiparticles backwards in time. In the case of real scalar field the particle
is its own antiparticle and the particle-antiparticle separation is only seen by
considering complex field.

In school they often talk about the wave-particle dualism, meaning that
particles have some wave-like properties and vice versa. In quantum field
theory this is explicit: On one hand, the quantized field fulfills its classical
wave equation, and on the other hand it contains operators that create
quanta of the field which we call particles.
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2 Quantization of the Dirac field [Peskin 3]

The Dirac equation and its features have been widely discussed at the
Particle Physics and Quantum Mechanics II courses. Nevertheless, we briefly
review the solutions of the Dirac equation and their main properties.

2.1 Dirac equation and its plane-wave solutions
[Peskin 3.2, 3.3]

The Dirac equation is

(iγµ∂µ −m)ψ(x) = 0, (2.1)

where the γ matrices fulfill the so-called Clifford algebra,

{γµ, γν} = γµγν + γνγµ = 2gµν . (2.2)

The γ matrices can be chosen in variety of ways. The usual one – and
this convention is what we will use in these lectures – is the Dirac-Pauli
representation:

γ0 =

�
I 0

0 −I

�
, γi =

�
0 σi

−σi 0

�
, (2.3)

where I represents a 2× 2 unit matrix and σi are Pauli spin matrices,

σ1 =

�
0 1

1 0

�
, σ2 =

�
0 −i

i 0

�
, σ3 =

�
1 0

0 −1

�
. (2.4)

For us the most important properties of the Pauli matrices are

(σi)† = σi (2.5)

σiσj = δij + i�ijkσk (2.6)

σ2(σi)∗ = −σiσ2 . (2.7)
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The Dirac equation is solved by a plane-wave ansatz, ψ(x) = w(p)e±ip·x,
where w(p) is a 4-component vector (or spinor), and p0 = Ep =

�
p2 +m2.

Let us consider the case p = 0, so that the Dirac equation (2.1) simplifies
to,

�
iγ0∂t −m

� �
w(0)e±imt

�
= −m

�
1± γ0

� �
w(0)e±imt

�
= 0, (2.8)

or in 2× 2 “block form”,
�

0 0

0 I

�
u(0)e−imt = 0 ,

�
I 0

0 0

�
v(0)eimt = 0 , (2.9)

where we have marked by u the e−imt spinor and by v the e+imt spinor. The
solutions to these equations are clearly of the form

us(0)e
−imt ∝

�
ξs

0

�
e−imt , v(0)se

imt ∝
�

0

ηs

�
eimt , (2.10)

where ξs and ηs (s = 1, 2) are arbitrary 2-component spinors. We choose
the normalization ξ†sξs� = η†sηs� = δss�. In general, the plane-wave ansatz
gives,

�
/p−m

�
u(p) = 0 , (2.11)

�
/p+m

�
v(p) = 0 . (2.12)

These are usually referred to as Dirac equations in the momentum space.
Now, since

�
/p±m

� �
/p∓m

�
= /p/p−m2 = p2 −m2 = 0 , (2.13)

we see that the general solutions are of the form,

us(p)e
−ip·x ∝

�
/p+m

�
us(0)e

−ip·x (2.14)

vs(p)e
+ip·x ∝

�
/p−m

�
vs(0)e

+ip·x . (2.15)
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More explicitly,

us(p) ∝
�

ξs
�σ·p
E+mξs

�
, vs(p) ∝

�
�σ·p
E+mηs

ηs

�
, (2.16)

where �σ · p =
�3

i=1 σ
ipi. The normalization of the spinors is a matter of

convention. In the standard normalization we define the spinors as,

us(p) =
�
Ep +m

�
I
�σ·p
E+m

�
ξs , vs(p) =

�
Ep +m

�
�σ·p
E+m

I

�
ηs .

(2.17)

We will often choose ηs =
�
−iσ2

�
ξ∗s for reasons the become clear later on.

These spinors fulfill (us ≡ u†sγ
0)

us(p)us�(p) = 2mδss� , u†s(p)us�(p) = 2Epδss� , (2.18)

vs(p)vs�(p) = −2mδss� , v†s(p)vs�(p) = 2Epδss� . (2.19)

In addition, the following orthogonality relations are obeyed

us(p)vs�(p) = vs(p)us�(p) = 0 , (2.20)

u†s(p)vs�(−p) = v†s(p)us�(−p) = 0 . (2.21)

The following projection operators are also often needed,

2�

s=1

us(p)us(p) = /p+m (2.22)

2�

s=1

vs(p)vs(p) = /p−m (2.23)

The Dirac representation is particularly useful in the non-relativistic limit
p → 0. At the opposite end, m → 0 the Weyl representation is sometimes
useful.
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Weyl representation:

γ0 =

�
0 I

I 0

�
, γi =

�
0 σi

−σi 0

�
, (2.24)

us(p) =
1�

2 (Ep +m)

�
E +m− �σ · p
E +m+ �σ · p

�
ξs , (2.25)

vs(p) =
−1�

2 (Ep +m)

�
E +m− �σ · p
−E −m− �σ · p

�
ηs . (2.26)

In the asymptotic limit m → 0 the Weyl spinors simplify to (p̂ ≡ p/|p|),

us(p)
m→0−−−→

�
|p|
2

�
1− �σ · p̂
1 + �σ · p̂

�
ξs =

�
|p|
2

�
1− 2ĥ

1 + 2ĥ

�
ξs , (2.27)

vs(p)
m→0−−−→

�
|p|
2

�
−1 + �σ · p̂
1 + �σ · p̂

�
ηs =

�
|p|
2

�
−1 + 2ĥ

1 + 2ĥ

�
ηs ,

where we defined the helicity matrix

ĥ ≡ 1

2
�σ · p̂. (2.28)

If we furthermore choose ξs and ηs such that ĥξ± = ±1
2ξ± and ĥη± = ±1

2η±
we have

u+(p)
m→0−−−→

�
2|p|

�
0

I

�
ξ+ , u−(p)

m→0−−−→
�

2|p|
�

I

0

�
ξ− , (2.29)

v+(p)
m→0−−−→

�
2|p|

�
0

I

�
η+ , v−(p)

m→0−−−→
�
2|p|

�
−I

0

�
η− .

For example, if we consider a particle moving +z direction, ĥ = σ3/2,
ja ξ+ = (1, 0), ξ− = (0, 1). The helicity +1/2 spinors are called right
handed, and helicity −1/2 spinors left handed.
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Independently of the representation of the spinors we can always choose ξs

and ηs so that ĥξ± = ±1
2ξ± and ĥη± = ±1

2η±. In this case the u and v

spinors are eigenstates of the helicity operator (Ex.)

h ≡
�

ĥ 0

0 ĥ

�
(2.30)

with eigenvalues ±1/2.

2.2 Lorentz transformations of fields [Peskin 3.1, 3.2]

In Chapter 1 we already touched upon the Lorentz transformations of the
fields but were not very careful about the nature of the transformation. In
general, the there are two classes of transformations, active and passive.
The situation is particularly transparent in the case of scalar fields:

Passive transformation: The fields do not change, the transformation
rotates/boosts the coordinate system,

φ(x) −→ φ(x�) = φ(Λx) . (2.31)

If the field φ(x) has originally some kind of “hotspot” at x = x0, it is seen
at x = Λ−1x0 in the new frame.

Active transformation: Fields change in rotations/boosts, coordinate
system stays the same.

φ(x) −→ φ�(x) = φ(Λ−1x) (2.32)

If the original field has a “hotspot” at x = x0, the new field has a “hotspot“
at x = Λx0.

The difference is not huge but in calculations one has to know how to deal
with e.g. the derivatives ∂µ. When the transformation is an active one,
the coordinate system does not change, so the derivative operator does not
change either. In what follows, we will stick to the active transformations
i.e. we look how e.g. L(x) changes in a given coordinate x.
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A Lorentz transformation for a 4-vector x can be written, component by
component, as

xµ −→ x�µ = Λµ
νx

ν . (2.33)

which corresponds to the matrix form,



x�0

x�1

x�2

x�3


 =




Λ0
0 Λ0

1 Λ0
2 Λ0

3

Λ1
0 Λ1

1 Λ1
2 Λ1

3

Λ2
0 Λ2

1 Λ2
2 Λ2

3

Λ3
0 Λ3

1 Λ3
2 Λ3

3







x0

x1

x2

x3


 . (2.34)

For example, boost along the z axis and rotation about the z axis are given
by the matrices (β = v/c, γ = 1/

�
1− β2),




γ 0 0 βγ

0 1 0 0

0 0 1 0

βγ 0 0 γ


 ,




1 0 0 0

0 cos θ sin θ 0

0 − sin θ cos θ 0

0 0 0 1


 . (2.35)

In our convention Λµ
ν correspond to these matrices. By definition, the Λs

with indices in other places are always obtained from Λµ
ν by the metric

tensor. For example, Λµν ≡ gµρΛ
ρ
ν .

The Lagrangian density has to transfrom as a scalar, L(x) → L(Λ−1x),
which also preserves the action/equations of motion. Let us now check this
explicitly for the Klein-Gordon Lagrangian,

L =
1

2
(∂µφ) (∂

µφ)− 1

2
m2φ2 . (2.36)

Only the derivative part

∂µφ (x) → ∂µ
�
φ
�
Λ−1x

��
, (2.37)

is here nontrivial:

∂µφ (x) → ∂µ
�
φ
�
Λ−1x

��
=

∂

∂xµ
�
φ
�
Λ−1x

��
(2.38)

=
∂φ

∂xν
�
Λ−1x

�
× ∂

∂xµ
�
(Λ−1)ναx

α
�

= (Λ−1)νµ ∂νφ
�
Λ−1x

�
.
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Thus,

∂µφ (x) ∂
µφ (x) → ∂µ

�
φ
�
Λ−1x

��
× ∂µ

�
φ
�
Λ−1x

��
(2.39)

= (Λ−1)νµ ∂νφ
�
Λ−1x

�
× (Λ−1) µ

ρ ∂ρφ
�
Λ−1x

�

=
�
(Λ−1)νµ (Λ

−1) µ
ρ

�
∂νφ

�
Λ−1x

�
∂ρφ

�
Λ−1x

�
.

To find out what is the term in square brackets, we need some elementary
identities of the Lorentz transformations. First, since the lenght of a 4-vector
is invariant,

p2 = pµpµ = (Λµ
νp

ν)
�
Λ ρ
µ pρ

�
= Λµ

νΛ
ρ
µ pνpρ , (2.40)

and on the other hand,

p2 = Λ−1(Λp) · p = (Λ−1)ρµΛ
µ
νp

νpρ = Λµ
ν(Λ

−1)ρµ p
νpρ . (2.41)

From these, we can identify,

(Λ−1)ρµ = Λ ρ
µ (2.42)

Λµ
νΛ

ρ
µ = δρν .

Using these two identities,

∂µφ (x) ∂
µφ (x) →

�
(Λ−1)νµ (Λ

−1) µ
ρ

�
∂νφ

�
Λ−1x

�
∂ρφ

�
Λ−1x

�
. (2.43)

=
�
Λ ν
µ Λµ

ρ

�
∂νφ

�
Λ−1x

�
∂ρφ

�
Λ−1x

�

= ∂νφ
�
Λ−1x

�
∂νφ

�
Λ−1x

�
.

We thus see that L indeed transforms as a scalar function,

L =
1

2
[∂µφ(x)] [∂

µφ(x)]− 1

2
m2φ2(x) (2.44)

→ 1

2

�
∂µφ(Λ

−1x)
� �
∂µφ(Λ−1x)

�
− 1

2
m2φ2(Λ−1x) .
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Transformations for the Dirac spinors:

The Dirac spinors are 4-component objects so a Lorentz transformation may
also suffle these component similarly as Lorentz transformations suffle the
components of ordinary 4-vectors. A possible transformation is therefore of
the form,

ψ(x) −→ ψ�(x) = S (Λ)ψ
�
Λ−1x

�
, (2.45)

where S (Λ) is a 4 × 4 matrix. We can find S (Λ) by demanding that a
Dirac spinor fulfills the Dirac equation also after a Lorentz transformation,

(iγµ∂µ −m)ψ(x) = 0 −→ (iγµ∂µ −m)ψ�(x) = 0 . (2.46)

Let’s open this:

(iγµ∂µ −m)S (Λ)ψ
�
Λ−1x

�
(2.47)

=iγµ∂µS (Λ)ψ
�
Λ−1x

�
−mS (Λ)ψ

�
Λ−1x

�

=iγµ(Λ−1)νµS (Λ) ∂νψ
�
Λ−1x

�
−mS (Λ)ψ

�
Λ−1x

�

=S (Λ)
�
i(Λ−1)νµS

−1 (Λ) γµS (Λ) ∂ν −m
�
ψ
�
Λ−1x

�
.

If the matrix S is now such that

(Λ−1)νµS
−1 (Λ) γµS (Λ) = γν , (2.48)

we get

S (Λ)
�
i(Λ−1)νµS

−1 (Λ) γµS (Λ) ∂ν −m
�
ψ
�
Λ−1x

�
(2.49)

S (Λ) [iγν ∂ν −m]ψ
�
Λ−1x

�
= 0 ,

where we get zero since original ψ(x) fulfills the Dirac equation with all
arguments. We thus demand,

S−1 (Λ) γµS (Λ) = Λµ
νγ

ν . (2.50)
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We can solve S (Λ) by considering an infinitesimal transformation,

Λµ
ν = δµν + δωµ

ν . (2.51)

By using our earlier result Λµ
νΛ

ρ
µ = δρν , we have

δρν = Λµ
νΛ

ρ
µ = gµξg

ραΛµ
νΛ

ξ
α (2.52)

= gµξg
ρα [δµν + δωµ

ν]
�
δξα + δωξ

α

�

= δρν + gρα [δωνα + δωαν] +O(δω2) ,

so δω must be antisymmetric, δωνα = −δωαν . There are thus 6 independent
parameters corresponding to 3 boosts and 3 rotations. Let us then expand
S (Λ):

S (δω) = 1− i

4
δωµνσ

µν +O(δω2) , (2.53)

where the factor −i/4 is merely a convention. By substituting into Eq. (2.50)
we can find the σµν matrices (Ex.),

σµν =
i

2
[γµ, γν] . (2.54)

These σµν are thus the generators of Lorentz transformations in the space
of Dirac spinors. The matrices S(Λ) form a representation of Lorentz trans-
formation in the spinor space.

Finite transformations are obtained, as usual, by ”exponentiating“ the in-
finitesimal transformation. For example, for an infinitesimal boost to the z

direction we have δω0
3 = δω3

0 = δη, and zero for the rest. For a 4-vector
this is

1 + δη




0 0 0 1

0 0 0 0

0 0 0 0

1 0 0 0


 , (2.55)
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corresponding to a finite transformation

exp


η




0 0 0 1

0 0 0 0

0 0 0 0

1 0 0 0





 =




cosh η 0 0 sinh η

0 1 0 0

0 0 1 0

sinh η 0 0 cosh η


 . (2.56)

By comparing to the matrix in Eq. (2.35) we see that γ = cosh η and
βγ = sinh η, from which we can solve,

η =
1

2
log

�
1 + β

1− β

�
. (2.57)

This corresponds to the definition of rapidity which should be familiar from
the Particle Physics course.

For a Dirac spinor, the corresponding infinitesimal transformation reads

1− i

4

�
δω03σ

03 + δω30σ
30
�
= 1 +

δη

2

�
0 σ3

σ3 0

�
, (2.58)

which corresponds to the finite transformation,

exp

�
η

2

�
0 σ3

σ3 0

��
= cosh

�η
2

�
+ sinh

�η
2

�� 0 σ3

σ3 0

�
. (2.59)

2.3 Bilinears of Dirac spinors

Since the matrix S(Λ) is not unitary, the quantity ψ†ψ does not transform
as a scalar in Lorentz transformations. This kind of bilinear quantities cannot
therefore appear in Lagrangian on their own. Instead, ψψ, where ψ ≡ ψ†γ0

transforms a a scalar: From,

ψ(x) → S(Λ)ψ(Λ−1x) (2.60)

ψ(x) →
�
S(Λ)ψ(Λ−1x)

�†
γ0 = ψ†(Λ−1x)S†(Λ)γ0 = ψ(Λ−1x)γ0S†(Λ)γ0

we see that if the inverse transformation matrix S−1 fulfills, S−1(Λ) =

γ0S†(Λ)γ0, then ψψ transforms a a scalar function. Indeed, from Eq. (2.53)
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and using the γ-matrix identity γ0γ
†
µγ0 = γµ one can easily show that,

S−1(Λ) = γ0S†(Λ)γ0 . (2.61)

All the Dirac-spinor bilinears and their transformation properties are:

ψψ scalar

ψγµψ 4− vector

ψσµνψ 2. rank tensor

ψγ5ψ pseudoscalar

ψγ5γµψ pseudo 4− vector

In this context the 2. rank tensor means an object which transform
as F µν(x) → Λµ

ρΛ
ν
σF

ρσ(Λ−1x). In turn, pseudo scalar ja pseudo
4-vector are objects which transform in continuous Lorentz transformations
respectively as a scalar and a 4-vector, but in reflections x → −x they
attain a sign change.

The fifth γ matrix appearing in the table above can be defined as

γ5 ≡ iγ0γ1γ2γ3 = − i

4!
�µνρσγµγνγργσ =

�
0 I

I 0

�
, (2.62)

where �µνρσ is a fully antisymmetric object under interchange of indices,
with �0123 = 1. As in the case of Lorentz transformations, the indices can
be up- or downstairs, and the corresponding value is obtained from �µνρσ by
gµν . For example, �0123 = �µνρσgµ0gν1gρ2gσ3 = −1. The fifth γ matrix has
the following properties:

�
γ5
�†

= γ5 ,
�
γ5
�2

= 1 ,
�
γ5, γµ

�
= 0 . (2.63)
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The bilinears in the table above form a basis in the sense tha any bilinear
quantity ψΓψ, where Γ is a 4 × 4 matrix, can be expressed with those
five. To see that this even can be possible, let us compute the number of
independent matrices in the above bilinears,

I, γ5 γµ σµν γ5γµ

1 + 1 + 4 + 6 + 4 = 16 .

This matches with the number of independent 4 × 4 matrices which is also
16. Is thus possible that these form a basis for all 4 × 4 matrices. It is left
as an exercise to show that the above 16 are linearly independent and thus
form a basis.

2.4 Quantization of the Dirac field

The free Dirac Lagrangian reads

L = ψ (iγµ∂µ −m)ψ , ψ = ψ†γ0 , (2.64)

which transforms as a scalar under Lorentz transformations (as we now
know). The field ψ has 4-components and each component is complex, i.e.
we can write it as,

ψ =




ψ1

ψ2

ψ3

ψ4


 =




ψa
1 + iψb

1

ψa
2 + iψb

2

ψa
3 + iψb

3

ψa
4 + iψb

4


 , ψa

i ,ψ
b
i ∈ � . (2.65)

The Lagrangian in Eq. (2.64) now leads to 8 Euler-Lagrange equations of
motion (Ex.), which can be summarized as

(iγµ∂µ −m)ψ = 0 (2.66)

ψm+ i∂µψγ
µ = 0 , (2.67)

of which the first one is the Dirac equation and the second one can also
be obtained from the first one by taking the Hermitian conjugate and
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The bilinears in the table above form a basis in the sense tha any bilinear

quantity ψΓψ, where Γ is a 4 × 4 matrix, can be expressed with those

five. To see that this even can be possible, let us compute the number of

independent matrices in the above bilinears,

I, γ5 γµ σµν γ5γµ

1 + 1 + 4 + 6 + 4 = 16 .

This matches with the number of independent 4× 4 matrices which is also

16. Is thus possible that these form a basis for all 4× 4 matrices. It is left

as an exercise to show that the above 16 are linearly independent and thus

form a basis.

2.4 Quantization of the Dirac field [Peskin 3.5]

The free Dirac Lagrangian reads

L = ψ (iγµ∂µ −m)ψ , ψ = ψ†γ0 , (2.64)

which transforms as a scalar under Lorentz transformations (as we now

know). The field ψ has 4-components and each component is complex, i.e.

we can write it as,

ψ =











ψ1

ψ2

ψ3

ψ4











=











ψa
1 + iψb

1

ψa
2 + iψb

2

ψa
3 + iψb

3

ψa
4 + iψb

4











, ψa
i , ψ

b
i ∈ ℜ . (2.65)

The Lagrangian in Eq. (2.64) now leads to 8 Euler-Lagrange equations of

motion (Ex.), which can be summarized as

(iγµ∂µ −m)ψ = 0 (2.66)

ψm+ i∂µψγ
µ = 0 , (2.67)

of which the first one is the Dirac equation and the second one can also

be obtained from the first one by taking the Hermitian conjugate and
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multiplying by γ0. The 8 conjugate momentum densities are

πak =
∂L

∂ψ̇a
k

=
(

ψiγ0
)

k
= iψ†k (2.68)

πbk =
∂L

∂ψ̇b
k

= i
(

ψiγ0
)

k
= −ψ†k (2.69)

The Hamiltonian density reads,

H =

∫

d3x

[[

∑

k

[

πak(x)ψ̇
a
k(x) + πbk(x)ψ̇

b
k(x)

]

− L(x)

]]

=

∫

d3x

[[

iψ†(x)ψ̇(x)− L(x)

]]

, π(x) ≡ iψ†(x)

=

∫

d3xψ(x)
[

−iγi∂i +m
]

ψ(x) . (2.70)

As we saw in the case of scalar fields, the quantum field should obey its

wave equation (here Dirac equation) and be a linear combination of all its

solutions. The Dirac equation has now 4 independent solutions, us(p)e
−ip·x

and vs(p)e
ip·x (s = 1, 2). In the case of complex scalar field the phase

factor e−ip·x came with the particle annihilation operator ap, and the phase

factor eip·x came with the antiparticle creation operator b†p. In analogy, we

decompose,

ψ(x) =

∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ap,sus(p)e
−ip·x + b†p,svs(p)e

ip·x
]

. (2.71)

If we would now proceed as in the case of scalar fields and set the commu-

tation relations for the creation and annihilation operators,

[

ap,s, a
†
k,r

]

=
[

bp,s, b
†
k,r

]

= (2π)3 δ(3) (p− k) δrs , (2.72)

the canonical commutation relation for the fields is not fulfilled,

[ψi(x, t), πj(y, t)] =
[

ψi(x, t), iψ
†
j(y, t)

]

6= iδ(3) (x− y) δij . (2.73)
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Here, the indeces i and j refer to the indices of the spinors (components of

us and vs). We don’t usually explicitly write these indices. Let us now write

the left-hand side of (2.73) assuming the commutation realations (2.72):

[

ψ(x, t), ψ†(y, t)
]

=

∫

d3p

(2π)3

∫

d3k

(2π)3
1

2

√

1

EpEk

∑

s,s′

(2.74)

[

ap,sus(p)e
−ip·x + b†p,svs(p)e

ip·x, a†k,s′u
†
s′(k)e

ik·y + bk,s′v
†
s′(k)e

−ik·y
]

=

∫

d3p

(2π)3

∫

d3k

(2π)3
1

2

√

1

EpEk

∑

s,s′

[

ap,s, a
†
k,s′

]

us(p)u
†
s′(k)e

−ip·x+ik·y +
[

b†p,s, bk,s′
]

vs(p)v
†
s′(k)e

ip·x−ik·y

=

∫

d3p

(2π)3
1

2Ep

[

∑

s

us(p)u
†
s(p)e

ip·(x−y) −
∑

s

vs(p)v
†
s(p)e

−ip·(x−y)

]

=

∫

d3p

(2π)3
1

2Ep

[

∑

s

us(p)us(p)e
ip·(x−y) −

∑

s

vs(p)vs(p)e
−ip·(x−y)

]

γ0

=

∫

d3p

(2π)3
1

2Ep

[

(

/p+m
)

eip·(x−y) −
(

/p−m
)

e−ip·(x−y)
]

γ0

=

∫

d3p

(2π)3
1

2Ep

[

(

γ0Ep + γip
i +m

)

eip·(x−y) −
(

γ0Ep + γip
i −m

)

e−ip·(x−y)
]

γ0

=

∫

d3p

(2π)3
1

2Ep

eip·(x−y)
[(

γ0Ep + γip
i +m

)

−
(

γ0Ep − γip
i −m

)]

γ0

=

∫

d3p

(2π)3
1

Ep

eip·(x−y)
[

γip
i +m

]

γ0 .

This doesn’t look good. The problem is in the term

(

γ0Ep + γip
i +m

)

−
(

γ0Ep − γip
i −m

)

= 2
(

γip
i +m

)

.

If would have here, instead of a − sign, a + sign between the parenthesis,

(

γ0Ep + γip
i +m

)

+
(

γ0Ep − γip
i −m

)

= 2γ0Ep ,

2-13



and since γ0γ0 = 1, the result of the calculation would be just
∫

d3p
(2π)3e

ip·(x−y) =

δ(3)(x−y), and everything as expected. So how do we reverse the sign? The

solution is to postulate, instead of commutators, the anticommutation

rules,

{

ap,s, a
†
k,r

}

=
{

bp,s, b
†
k,r

}

= (2π)3 δ(3) (p− k) δrs . (2.75)

In this case the equal-time field operators fulfill,

{ψ(x, t), π(y, t)} =
{

ψ(x, t), iψ†(y, t)
}

= iδ(3) (x− y) , (2.76)

{ψ(x, t), ψ(y, t)} =
{

ψ†(x, t), ψ†(y, t)
}

= 0 .

The anticommutation rules also lead to a sensible Hamiltonian operator.

Substituting the decomposition (2.71) to Eq. (2.70) we find (Ex.),

H =

∫

d3p

(2π)3
Ep

∑

s

[

a†p,sap,s − bp,sb
†
p,s

]

, (2.77)

where we have not yet used nor commutation nor anticommutation relations.

If we would now adopt the commutation relations (2.72), we would get a

Hamiltonian,

H̃ =

∫

d3p

(2π)3
Ep

∑

s

[

a†p,sap,s − b
†
p,sbp,s

]

+ (infinite constant) , (2.78)

whereas the anticommutation rules (2.75) lead to

H =

∫

d3p

(2π)3
Ep

∑

s

[

a†p,sap,s + b†p,sbp,s
]

+ (infinite constant) . (2.79)

Independently of whether we postulate commutation or anticommutation

rules, it is easy to see that if a state |n〉 is an eigenstate of the number
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operator,

N =

∫

d3p

(2π)3

∑

s

[

a†p,sap,s + b†p,sbp,s
]

, (2.80)

with eigenvalue n, N |n〉 = n|n〉, we have

Nak,r|n〉 = (n− 1) ak,r|n〉 , Na†k,r|n〉 = (n+ 1) a†k,r|n〉 , (2.81)

Nbk,r|n〉 = (n− 1) bk,r|n〉 , Nb†k,r|n〉 = (n+ 1) b†k,r|n〉 . (2.82)

Both H̃ and H also commute with N (with commutation or anticommu-

tation rules for the ladder operators, respectively) so they have common

eigenstates. Requiring that the norm of states remains positive leads to the

existense of a vacuum, ak,r|0〉 = bk,r|0〉 = 0. However, in the case of H̃,

H̃ak,r|n〉 = (E − Ek) ak,r|n〉 , H̃a†k,r|E〉 = (E + Ek) a
†
k,r|n〉 , (2.83)

H̃bk,r|n〉 = (E + Ek) bk,r|n〉 , H̃b†k,r|E〉 = (E − Ek) b
†
k,r|n〉 , (2.84)

so the energy of a state could be made negative by creating more antipar-

ticles with b†k,r. Not good. The Hamiltonian (2.79) obtained with the

anticommutation relations, however, works logically

Hak,r|n〉 = (E − Ek) ak,r|n〉 , Ha†k,r|n〉 = (E + Ek) a
†
k,r|n〉 , (2.85)

Hbk,r|n〉 = (E − Ek) bk,r|n〉 , Hb†k,r|n〉 = (E + Ek) b
†
k,r|n〉 . (2.86)

All in all, the anticommutation rules seem to entail a sensible quantization

for the Dirac field.

Momentum operator

The momentum operator can be obtained in the same way as the Hamilto-

nian. Starting from the general result (1.53) we get,

P =

∫

d3xψ†(x)
(

−i~∇
)

ψ(x) =

∫

d3p

(2π)3
p
∑

s

[

a†p,sap,s + b†p,sbp,s
]

.

(2.87)
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The momentum operator works as the Hamiltonian, e.g.

Pak,r|n〉 = (pn − k) ak,r|n〉 , Pa†k,r|n〉 = (pn + k) a†k,r|n〉 , (2.88)

Pbk,r|n〉 = (pn − k) bk,r|n〉 , Pb†k,r|n〉 = (pn + k) b†k,r|n〉 , (2.89)

Charge operator

As in the case of complex scalar field, the symmetry of the Dirac Lagrangian

under a global phase shift ψ(x) → eiαψ(x) entails a conserved Noether

current jµ = ψγµψ and a conserved charge,

Q =

∫

d3xj0(x) =

∫

d3xψ†(x)ψ(x) (2.90)

=

∫

d3p

(2π)3

∑

s

[

a†p,sap,s − b
†
p,sbp,s

]

+ infinite constant .

So also in the Dirac case the particles and antiparticles have the same charge

but of opposite sign.

Angular momentum and spin

The spin-12 property of the Dirac particles becomes explicit when we consider

rotations. Under an infinitesimal rotation (2.35) about the z axis, the non-

zero components of the Lorentz-transformation are δω1
2 = θ, δω2

1 = −θ.

This corresponds to the spinor transformation matrix,

S = 1−
i

4
δωµνσ

µν = 1 +
i

2
θσ12 (2.91)

σ12 =
i

2

[

γ1, γ2
]

=

(

σ3 0

0 σ3

)

= Σ3 (2.92)

=⇒ S = 1−
i

4
δµνσ

µν = 1 +
i

2
θΣ3 . (2.93)
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The transformed spinor is thus,

ψ′(x) = Sψ(Λ−1x) =

(

1 +
i

2
θΣ3

)

ψ(t, x− θy, y + θx, z) (2.94)

=

(

1 +
i

2
θΣ3

)

[1− θy∂1 + θx∂2]ψ(x) , (2.95)

so the field transforms as

δψ(x) = ψ′(x)− ψ(x) = θ

[

−y∂1 + x∂2 +
i

2
Σ3

]

ψ(x) . (2.96)

The Lagrange density transforms as a scalar,

∆L = L(Λ−1x)− L(x) = θ [−y∂1 + x∂2]L(x) = θ ∂µJ
µ , (2.97)

Jµ ≡ (0,−y, x, 0) L . (2.98)

On the other hand, by the Euler-Lagrange equations,

∆L =
∂L

∂ψ
δψ +

∂L

∂ (∂µψ)
∂µ (δψ) =

[

∂µ
∂L

∂ (∂µψ)

]

δψ +
∂L

∂ (∂µψ)
∂µ (δψ)

= ∂µ

[

∂L

∂ (∂µψ)
δψ

]

= θ∂µ

[

ψiγµ
(

−y∂1 + x∂2 +
i

2
Σ3

)

ψ(x)

]

.

(2.99)

The conserved current in a rotation about the z axis is thus,

jµ = ψiγµ
(

−y∂1 + x∂2 +
i

2
Σ3

)

ψ(x)− Jµ , (2.100)

entailing a conserved ”charge“,
∫

d3xj0 =

∫

d3x

{

(−i)ψ†(x) [−y∂1 + x∂2]ψ(x) + ψ†
(

1

2
Σ3

)

ψ(x)

}

.

(2.101)

The rotations about the x and y axes generate their own conserved charges.

The three thus constitute a 3-vector

J ≡

∫

d3xψ†
[

x× (−i∇) +
1

2
Σ

]

ψ . (2.102)
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From Eq. (2.87) we see that the term ψ† (−i∇)ψ corresponds to the mo-

mentum density, so we interpret the first term in Eq. (2.102) as the orbital

angular mometum. The last Σ/2 term has no counterpart in scalar theory,

so it therefore is purely related to the inner properties of the Dirac field that

behave as angular momentum. This kind of property we call the spin.

In section 2.1 we mentioned that it is always possible to choose ξs and ηs

in the Dirac spinors such that they are eigenspinors of the helicity operator

with eigenvalues ±1/2,

(

1

2
Σ · p̂

)

u± (p) = ±
1

2
u± (p) , (2.103)

(

1

2
Σ · p̂

)

v± (p) = ±
1

2
v± (p) . (2.104)

By expressing the angular-momentum operator J in terms of creation and

annihilation operators we can show (Ex.), that with this choice of spinors,

(J · p̂) a†p,±|0〉 = ±
1

2
a†p,±|0〉 (2.105)

(J · p̂) b†p,±|0〉 = ∓
1

2
b†p,±|0〉 . (2.106)

In other words, independently of the magnitude of the momen-

tum, the projection of the angular momentum to the direction

of motion is always ±1
2. This shows at quantum level why the Dirac

field corresponds to spin-12 particles. The above result also justifies why

the choice ηs = (−iσ2)ξ∗s for the antiparticle spinor makes sense: with

this choice both a†p,s and b†p,s create exitations that have the same physical

helicity (when we choose ĥξ± = ±1
2ξ±).

Statistics and the Pauli exclusion principle

The anticommutation relations dictate the behaviour of the multiparticle
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states:

|(p, s); (k, r)〉 ≡
√

2Ep

√

2Eka
†
p,sa

†
k,r|0〉 = −

√

2Ep

√

2Eka
†
k,ra

†
p,s|0〉

= −|(k, r); (p, s)〉 , (2.107)

〈(p, s); (k, r)| ≡ 〈0|ak,rap,s
√

2Ep

√

2Ek = −〈0|ap,sak,r
√

2Ep

√

2Ek

= −〈(k, r); (p, s)| . (2.108)

This shows that the states are antisymmetric under an interchange of two

particles. Particles that behave like this are called fermions and the obey

the Fermi-Dirac statistics. Since a†p,sa
†
p,s = 0, we cannot create a state

that contains two particles with the same spin and momentum. This is the

Pauli exclusion principle.

2.5 Dirac propagator

As in the case a scalar field, we can find the Green’s functions of the Dirac

operator (iγµ∂µ−m) which we call propagators. The most important turns

out to be the Feynman propagator which we define in a similar manner as

in Eq. (1.150). However, in the Dirac case we include one minus sign in the

definition of the time-ordered product,

SF(x− y) ≡ 〈0|Tψ(x)ψ(y)|0〉 (2.109)

≡ θ(x0 − y0)〈0|ψ(x)ψ(y)|0〉 − θ(y0 − x0)〈0|ψ(y)ψ(x)|0〉

=

∫

d4p

(2π)4
e−ip·(x−y)

i
(

/p+m
)

p2 −m2 + iǫ
.

The latter integral form is again a result of a straightforward calculation

substituting the field operators (2.71), using the anticommutation relations

(2.75) and the integral representation of the θ function (1.123).
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2.6 Discrete symmetries of the Dirac field [Peskin 3.6]

We will now consider the following discrete transformations:

Reflection: (t,x)
P
−→ (t,−x)

Time reversal: (t,x)
T
−→ (−t,x)

Charge conjugation: particle ←−
C
−→ antiparticle

The first two can be considered as Lorentz transformations as the length of

a 4-vector is clearly invariant under these operations. However, we cannot

usually parametrize them with continuous boosts/rotations and that’s why

they are called discrete transformations. The charge conjugation, in turn, is

not a space-time transformation at all.

Reflection of space – parity transformation:

The reflection of the spatial components of a 4-vector corresponds to the

Lorentz-transformation matrix,

(ΛP)
µ
ν =











1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1











= (Λ−1P )µν . (2.110)

We can use our earlier result γµS (Λ) = Λµ
νS (Λ) γν, for the spinor trans-

formation matrices S. The solution is,

SP = ηPγ
0 , (2.111)

where ηP is a constant. The inverse transformation is S−1P = γ0S†Pγ
0 =

η∗Pγ
0, so requiring SPS

−1
P = 1 implies that ηP is just a phase, ηP = eiφ.

Let’s now see how the plane-wave solutions to the Dirac equations behave
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under ψ(t,x)→ SPψ(t,−x):

us(p)e
−ip·x −→ ηPγ

0us(p)e
−i(Et+p·x) (2.112)

vs(p)e
ip·x −→ ηPγ

0vs(p)e
i(Et+p·x) . (2.113)

Using the identities (Ex.),

γ0us(Ep,−p) = us(Ep,p) , (2.114)

γ0vs(Ep,−p) = −vs(Ep,p) , (2.115)

we find

us(p)e
−ip·x −→ ηPus(Ep,−p)e

−i(Et+p·x) (2.116)

vs(p)e
ip·x −→ −ηPvs(Ep,−p)e

i(Et+p·x) . (2.117)

From this we can conclude that the parity transformation flips the spatial

momentum of the particles. For the creation and annihilation operators we

thus expect,

Pap,sP
† = ηaa−p,s , P bp,sP

† = ηbb−p,s , (2.118)

Pa†p,sP
† = η∗aa

†
−p,s , P b†p,sP

† = η∗bb
†
−p,s , (2.119)

where P is unitary and ηa,b are possible phase factors.

Let’s now do this transform to quantum fields:

Pψ(x)P † =

∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaa−p,sus(p)e
−ip·x + η∗bb

†
−p,svs(p)e

ip·x
]

= γ0
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaa−p,sus(Ep,−p)e
−ip·x − η∗bb

†
−p,svs(Ep,−p)e

ip·x
]

= γ0
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaap,sus(p)e
−i(Et+p·x) − η∗bb

†
p,svs(p)e

i(Et+p·x)
]

.

If the phase factors are related by η∗b = −ηa, we get

Pψ(x)P † = ηaγ
0ψ(t,−x) . (2.120)
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which is identical with the transformation law of non-quantized fields. From

this we easily get the transformation property for the conjugated field,

Pψ(x)P † = (Pψ(x)P )† γ0 =
(

ηaγ
0ψ(t,−x)

)†
γ0 (2.121)

= η∗aψ
†(t,−x)γ0γ0 = η∗aψ(t,−x)γ

0 .

With (2.120) ja (2.121) we can find how different bilinears transform. For

example, ψ(x)ψ(x) transforms as a scalar,

Pψ(x)ψ(x)P † = Pψ(x)P †Pψ(x)P † = η∗aψ(t,−x)γ
0ηaγ

0ψ(t,−x)

= ψ(t,−x)ψ(t,−x) , (2.122)

as we could expect. Since all the bilinears contain one ψ and one ψ field,

the phase factor ηa has no practical effect. An important result, however,

is the phase difference (-1) between the transformation of Dirac particles

and antiparticles. This is necessary for the parity to be a symmetry of the

theory. We say, that the Dirac particles and antiparticles have an opposite

intrinsic parity. For this reason, a state consisting of a fermion and an

antifermion flips its sign under a parity transformation:

Pa†p,sb
†
p,s|0〉 = Pa†p,sP

†Pb†p,sP
†P |0〉 (2.123)

= η∗aa
†
−p,sη

∗
bb
†
−p,s|0〉 = −(η

∗
aηa)a

†
−p,sb

†
−p,s|0〉 = −a

†
−p,sb

†
−p,s|0〉 .

Below is the complete table of how the Dirac bilinears trasform under parity:

Pψ(x)ψ(x)P † = ψ(t,−x)ψ(t,−x)

Piψ(x)γ5ψ(x)P † = −iψ(t,−x)γ5ψ(t,−x)

Pψ(x)γµψ(x)P † = (−1)µ × ψ(t,−x)γµψ(t,−x) (2.124)

Pψ(x)γµγ5ψ(x)P † = −(−1)µ × ψ(t,−x)γµγ5ψ(t,−x)

Pψ(x)σµνψ(x)P † = (−1)µ × (−1)ν × ψ(t,−x)σµνψ(t,−x)
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where

(−1)µ ≡

{

1 if µ = 0

−1 if µ 6= 0
(2.125)

Time reversal:

The time reversal for 4-vectors is implemented by the matrix

(ΛT)
µ
ν =











−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1











= (Λ−1T )µν . (2.126)

If we try to solve for the spinor transformation matrix from S−1 (Λ) γµS (Λ) =

Λµ
νγ

ν like before, we find no solution (Ex.). Thus the time reversal in the

form ψ(t,x)→ S(ΛT)ψ(−t,x) does not seem to work out. However, if we

include also complex conjugation,

ψ(t,x)→ S(ΛT)ψ
∗(−t,x) , (2.127)

the Dirac equation transforms as [see (2.47)]

(iγµ∂µ −m)ψ(x) = 0 −→ (iγµ∂µ −m)S(ΛT)ψ
∗(−t,x)

= S (ΛT)
[

i(Λ−1T )νµS
−1 (ΛT) γ

µS (ΛT) ∂ν −m
]

ψ∗(−t,x) .

If there exist a matrix S (ΛT), which fulfills the condition

(Λ−1T )νµS
−1 (ΛT) γ

µS (ΛT) = −γ
ν∗ , (2.128)

we get

(iγµ∂µ −m)S(ΛT)ψ
∗(−t,x) = S (ΛT) [−iγ

ν∗ ∂ν −m]ψ∗(−t,x) = 0 .

where we get zero since the obtained form is the complex-conjugated ver-

sion of the Dirac equation (iγν ∂ν −m)ψ(x) = 0 which is true with all

arguments x of the field. A sensible time reversal thus required that equation

γµS (ΛT) = −(ΛT)
µ
νS (ΛT) γ

ν∗ , (2.129)
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has a solution. It is straightforward to show that

S (ΛT) = ηTγ
1γ3 (2.130)

fulfills Eq. (2.129), so γ1γ3ψ∗(−t,x) is a solution to the Dirac equation.

Since (γ1γ3)∗ = γ1γ3,

ψ(t,x)
T
−→ ηTγ

1γ3ψ∗(−t,x) (2.131)

ψ(t,x)
T
−→ η∗Tψ

∗
(−t,x)γ3γ1 , (2.132)

and we can easily verify that the Lagrange density is covariant under time

reversal (provided that ηTη
∗
T = 1):

ψ(x) (iγµ∂µ −m)ψ(x) −→ |ηT|
2ψ
∗
(x) [−iγµ∗ ∂µ −m]ψ∗(−t,x)

=
[

ψ(−t,x) (iγµ ∂µ −m)ψ(−t,x)
]∗

(2.133)

= ψ(−t,x) (iγµ ∂µ −m)ψ(−t,x) ,

where the last equality follows from the reality of the Lagrangian with all

arguments of the field. The action and the equations of motion thus remain

intact and the time reversal is a symmetry of the Dirac theory. What is the

physics content of this transformation? We can plainly see this if we again

find out how the plane-wave solutions behave:

us(p)e
−ip·x −→ ηTγ

1γ3u∗s(p)e
i(−Et−p·x) (2.134)

vs(p)e
ip·x −→ ηTγ

1γ3v∗s(p)e
−i(−Et−p·x) . (2.135)

We now use the identities (Ex.),

u−s(Ep,−p) = −γ
1γ3u∗s(Ep,p) (2.136)

v−s(Ep,−p) = −γ
1γ3v∗s(Ep,p) , (2.137)

where the negative spin index −s refers to a flip of the spin part ξs, ηs of

the spinors,

ξ−s ≡ −iσ
2(ξs)

∗ , η−s ≡ −iσ
2(ηs)

∗ . (2.138)
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For example, if we choose ξ1 = (1, 0) ja ξ2 = (0, 1), then

ξ−1 = −iσ
2(ξ1)

∗ =

(

0 −1

1 0

)(

1

0

)

=

(

0

1

)

= ξ2 (2.139)

ξ−2 = −iσ
2(ξ2)

∗ =

(

0 −1

1 0

)(

0

1

)

=

(

−1

0

)

= −ξ1 . (2.140)

This shows that the projection of the spin in the z direction reverses.

The above identities imply,

us(p)e
−ip·x −→ −ηTu−s(Ep,−p)e

i(−Et−p·x) (2.141)

vs(p)e
ip·x −→ −ηTv−s(Ep,−p)e

−i(−Et−p·x) . (2.142)

From this we see that the time reversal flips the direction of the 3-momentum

and the spin (but not the helicity).

We now know that the time reversal should reverse the momentum and the

spin, so we must have,

Tap,sT
† = ηaa−p,−s , T bp,sT

† = ηbb−p,−s , (2.143)

where we define a−p,−s similarly as for the spinors,

ap,−1 ≡ ap,2 , ap,−2 ≡ −ap,1 (2.144)

bp,−1 ≡ bp,2 , bp,−2 ≡ −bp,1 . (2.145)

If T would be a unitary operator, we would not reach an acceptable trans-

formation since Tψ(x)T † does not lead to a transformation that would be

a symmetry of the (quantized) Lagrangian. A sensible result is obtained if

we take T to be an antilinear and antiunitary:

antilinearity: T (aψ + bφ) = a∗Tψ + b∗Tφ

antiunitarity: 〈Tψ|Tφ〉 = 〈ψ|T †T |φ〉∗ = 〈ψ|φ〉∗ = 〈φ|ψ〉
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If we accept this, e.g. the combo ap,sus(p)e
−ip·x transforms as,

T
[

ap,sus(p)e
−ip·x

]

T † = ηaa−p,−su
∗
s(p)e

ip·x . (2.146)

Lets see now what is Tψ(x)T †:

Tψ(x)T † →

∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaa−p,−su
∗
s(p)e

ip·x + η∗bb
†
−p,−sv

∗
s(p)e

−ip·x
]

= γ1γ3
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaa−p,−su−s(Ep,−p)e
ip·x

+ η∗bb
†
−p,−sv−s(Ep,−p)e

−ip·x
]

= γ1γ3
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaap,sus(p)e
i(Et+p·x) + η∗bb

†
p,svs(p)e

−i(Et+p·x)
]

= γ1γ3
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ηaap,sus(p)e
−i(−Et−p·x) + η∗bb

†
p,svs(p)e

i(−Et−p·x)
]

If now ηa = η∗b = ηT, we get at the operator level,

Tψ(t,x)T = ηTγ
1γ3ψ(−t,x) , (2.147)

which closely resembles the spinor transformation law (2.131). The trans-

formation properties of different bilinears follow from this. Since ψ(x)

transforms as

Tψ(x)T † = Tψ†(x)T †γ0 =
(

Tψ(x)T †
)†
γ0 = η∗T

(

γ1γ3ψ (−t,x)
)†
γ0

= η∗Tψ
† (−t,x) γ3†γ1†γ0 = η∗Tψ (−t,x) γ3γ1 , (2.148)

we have, for the bilinear ψψ,

Tψ(x)ψ(x)T † =
[

Tψ(x)T †
] [

Tψ(x)T †
]

(2.149)

= ψ (−t,x) γ3γ1γ1γ3ψ (−t,x)

= ψ (−t,x)ψ (−t,x) .
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Again, the phase factor ηT does not seem to play a role.

As a curiosity, if we do to consecutive time reversals,

T
(

Tψ(x)T †
)

T † = T
[

ηTγ
1γ3ψ(−t,x)

]

T † = η∗Tγ
1∗γ3∗Tψ(−t,x)T †

= η∗Tγ
1γ3ηTγ

1γ3ψ(x) = −ψ(x) , (2.150)

so the double time reversal reverses the sign even if (ΛT)
µ
α(ΛT)

α
ν = δµν .

We say that T is a projective representation of the Lorentz transforma-

tion T . The fact the two consecutive time reversals inevitably reverses the

sign of ψ(x) makes the representation intrinsically projective.

Below is the complete table of how the Dirac bilinears trasform under time

reversal:

Tψ(x)ψ(x)T † = ψ(−t,x)ψ(−t,x)

T iψ(x)γ5ψ(x)T † = −iψ(−t,x)γ5ψ(−t,x)

Tψ(x)γµψ(x)T † = (−1)µ × ψ(−t,x)γµψ(−t,x) (2.151)

Tψ(x)γµγ5ψ(x)T † = (−1)µ × ψ(−t,x)γµγ5ψ(−t,x)

Tψ(x)σµνψ(x)T † = −(−1)µ × (−1)ν × ψ(−t,x)σµνψ(−t,x)

Charge conjugation:

The free Dirac theory is also symmetric in transformation

ψ(x)
C
−→ S(C)ψ∗(x) , (2.152)

where S(C) is a 4 × 4 matrix. This is different than the time reversal

since the argument of the field x remains unchanged. The Dirac equation
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transforms as

0 = (iγµ∂µ −m)ψ(x)
C
−→ (iγµ∂µ −m)S(C)ψ∗(x) (2.153)

= [(−iγµ∗∂µ −m)S∗(C)ψ(x)]∗

=
[

S∗(C)
(

−iS∗−1(C)γµ∗S∗(C)∂µ −m
)

ψ(x)
]∗
.

If we can find a matrix S∗(C) such that

−S∗−1(C)γµ∗S∗(C) = γµ , (2.154)

we get

(iγµ∂µ −m)ψ(x)
C
−→ [S∗(C) (iγµ∂µ −m)ψ(x)]∗ = 0 , (2.155)

where the nullity (suomeksi nolluus) follows from the original Dirac equation.

The matrix S(C) has then to fulfill,

γµS(C) = −S(C)γµ∗ . (2.156)

One can easily verify that a possible solution is

S(C) = iγ2 , (2.157)

where the front factor i is a choice. Thus the transformation (2.152) is

a symmetry of the Dirac theory. Let’s see how the plane-wave solutions

behave under this transformation:

us(p)e
−ip·x → (iγ2)u∗s(p)e

ip·x (2.158)

vs(p)e
ip·x → (iγ2)v∗s(p)e

−ip·x . (2.159)

We will now use the spinor identities (Ex.)

vs(p) = iγ2u∗s(p) , us(p) = iγ2v∗s(p) , (2.160)

which hold when we define the spin part of the v spinors as ηs = (−iσ2)ξ∗s .

We end up with

us(p)e
−ip·x → (iγ2)iγ2vs(p)e

ip·x = vs(p)e
ip·x (2.161)

vs(p)e
ip·x → (iγ2)iγ2us(p)e

−ip·x = us(p)e
−ip·x . (2.162)
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The transformation (2.152) thus turns particles into antiparticles and vice

versa. At the operator level we can thus expect,

Cap,sC
† = bp,s , Cbp,sC

† = ap,s , (2.163)

Ca†p,sC
† = b†p,s , Cb†p,sC

† = a†p,s . (2.164)

Let’s check how the quantized field ψ(x) behaves assuming that C is unitary:

Cψ(t,x)C† =

∫

d3p

(2π)3

√

1

2Ep

∑

s

[

bp,sus(p)e
−ip·x + a†p,svs(p)e

ip·x
]

= iγ2
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

bp,sv
∗
s(p)e

−ip·x + a†p,su
∗
s(p)e

ip·x
]

= iγ2
∫

d3p

(2π)3

√

1

2Ep

∑

s

[

bp,sv
†
s(p)e

−ip·x + a†p,su
†
s(p)e

ip·x
]T

= iγ2
(

ψ†
)T

= iγ2
(

ψγ0
)T

= i
(

ψγ0γ2
)T

.

Thus, for quantum field

CψC† = i
(

ψγ0γ2
)T

. (2.165)

The corresponding transformation for the conjugated spinor reads,

CψC† = Cψ†γ0C† = (CψC†)†γ0 =
[

i
(

ψγ0γ2
)T
]†

γ0 (2.166)

= −i
[

(

ψ†γ0γ0γ2
)T
]†

γ0 = −i
[

γ2Tψ†T
]†
γ0

= −iψTγ2∗γ0 = iψTγ2γ0 = iψTγ2Tγ0T

= i
(

γ0γ2ψ
)T

.

Below is the complete table of how the Dirac bilinears trasform under charge

conjugation:
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Cψ(x)ψ(x)C† = ψ(x)ψ(x)

Ciψ(x)γ5ψ(x)C† = iψ(x)γ5ψ(x)

Cψ(x)γµψ(x)C† = −ψ(x)γµψ(x) (2.167)

Cψ(x)γµγ5ψ(x)C† = ψ(x)γµγ5ψ(x)

Cψ(x)σµνψ(x)C† = −ψ(x)σµνψ(x)
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3 Interacting fields [Peskin 4]

In the preceding two sections we considered non-interacting fields, i.e. there
could not be any momentum exchange between the eigenstates of the
Hamiltonian and the particle number could not change,

�k1k2|p1 . . .pn� �= 0 only if n = 2, and p1 = k1,2 ,p2 = k2,1 .

To facilitate momentum exchange and particle creation the Lagrangian needs
to contain terms which are higher than quadratic in fields. In this case we
can (usually) no longer solve the spectrum of the theory exactly as we did
in the preceding sections. In this chapter we will develop a perturbative
method to deal with these higher-order terms.

3.1 Pictures in quantum mechanics

The different pictures of quantum mechanics have been discussed in Quan-
tum Mechanics II course (and touched upon in Sect. 1.5.1). Let us recap
them here.

Schrödinger picture:

In the Schrödinger picture the state vectors |ψ(t)� depend on time. The
time dependence is dictated by the Schrödinger equation,

i�
∂

∂t
|ψ(t)�S = H|ψ(t)�S . (3.1)

If the Hamiltonian does not depend explicitly on time, we can solve the time
dependence at arbitrary t if we know the state of the system at some initial
time t0,

|ψ(t)�S = U(t, t0)|ψ(t0)�S , U(t, t0) ≡ e−
i
�H(t−t0) , (3.2)

where U(t, t0) is a unitary evolution operator.
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Heisenberg picture:

The time dependence can also be absorbed to the operators. Starting from
a matrix element in the Schrödinger picture (t0 = 0),

S�φ(t)|OS|ψ(t)�S = S�φ(0)|U†(t)OS U(t)|ψ(0)�S = H�φ|OH(t)|ψ�H ,

(3.3)
in which we defined the operator in the Heisenberg picture

OH(t) ≡ U†(t)OS U(t) = e
i
�HtOS e

− i
�Ht . (3.4)

In this viewpoint, the operators are time dependent, not the states. By
taking the time derivative,

−i�
∂

∂t
OH(t) = −i�

∂

∂t

�
e

i
�HtOSe

−i
� Ht
�
= [H,OH(t)] , (3.5)

if H does not depend on time. This is the Heisenberg equation of motion.
Note that the Hamiltonian H is the same in both Schrödinger and Heisen-
berg pictures.

Interaction picture a.k.a Dirac picture:

In the interaction picture we split the Hamiltonian of the system into two
pieces,

H = H0 +Hint . (3.6)

In practice, H0 will be the Hamiltonian of the free theory and Hint will contain
all the interactions between the fields. The state-vectors and operators in
the interaction picture are defined as,

|ψ(t)�I ≡ e
i
�H0t|ψ(t)�S Hint→0−−−−→ |ψ(0)�S = |ψ�H , (3.7)

OI(t) ≡ e
i
�H0tOSe

−i
� H0t Hint→0−−−−→ OH . (3.8)

We see that if the effect of Hint is “small,” the interaction picture is “close”
to the Heisenberg picture. The matrix elements remain the same,

S�φ(t)|OS|ψ(t)�S = S�φ(t)|e
−i
� H0te

i
�H0tOSe

−i
� H0te

i
�H0t|ψ(t)�S (3.9)

= I�φ(t)|OI(t)|ψ(t)�I .
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By taking the time derivatives we get the equations of motion,

i�
∂

∂t
|ψ(t)�I = HI(t)|ψ(t)�I , (3.10)

−i�
∂

∂t
OI(t) = [H0,OI(t)] . (3.11)

The time dependence of the states is thus dicated by HI which is Hint in
the interaction picture, HI(t) = e

i
�H0tHinte

−i
� H0t. The time dependence of

the operators is given by H0. If we are interested in how the interactions
change the eigenstates of the Hamiltonian, the nontrivial part is the time
dependence of the state vectors.

3.2 Perturbative expansion of correlation functions
[Peskin 4.2]

In the case of non-interacting fields we already considered time-ordered
2-point functions �0|Tφ(x)φ(y)|0� which, as we saw, are essentially Green’s
functions of the free-theory differential operators. In this section we introduce
a perturbative method to calculate similar objects in the interacting theory,

�Ω|Tφ(x)φ(y)|Ω�, (3.12)

Here, |Ω� is the ground state of the interacting theory, and the fields are in
the Heisenberg picture.

For simplicity, we will consider again a real scalar field supplementing the
free Klein-Gordon Lagrangian with an interaction term,

L =
1

2
(∂µφ) (∂

µφ)− 1

2
m2φ2 − λ

4!
φ4 , (3.13)

which defines the so-called φ4 theory. This leads to a Hamiltonian,

H =

�
d3x

�
1

2
π2 +

1

2
(∇φ)2 +

1

2
m2φ2

�

� �� �
H0

+

�
d3x

λ

4!
φ4

� �� �
Hint

. (3.14)
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The theory is quantized by postulating the canonical equal-time commutation
relations,

[φ(t, �x),φ(t, �y)] = [π(t, �x), π(t, �y)] = 0 , (3.15)

[φ(t, �x), π(t, �y)] = iδ(3)(�x− �y) . (3.16)

Here the fields are in the Heisenberg picture, but the (equal time) com-
mutation relations remain the same in all pictures. The Heisenberg and
interaction picture fields are defined as above,

φ(x) = φH(x) = eiHtφ(x)e−iHt (3.17)

φI(x) = eiH0tφ(x)e−iH0t , (3.18)

and the field operator φI(t,x) in the interaction picture obeys,

−i
∂

∂t
φI(x) = [H0,φI(x)] . (3.19)

From this and the corresponding equation for the conjugated momentum
π = ∂L/∂φ̇, we find (Ex.),

�
�+m2

�
φI(x) = 0, (3.20)

which says that φI(x) fulfills the standard free-theory Klein-Gordon equation.
Thus, all our earlier results for the free scalar theory hold as
such for φI(x). The operator equations of the interaction picture (3.11)
therefore indeed reduce to the free-theory results which we already know.

The time evolution of the state vectors is non-trivial. Integrating both sides
of Eq. (3.10) with t > t0,

� t

t0

dt�
∂

∂t�
|ψ(t�)�I = |ψ(t)�I − |ψ(t0)�I = −i

� t

t0

dt�HI(t
�)|ψ(t�)�I

=⇒ |ψ(t)�I = |ψ(t0)�I − i

� t

t0

dt�HI(t
�)|ψ(t�)�I (3.21)
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This type of equation can be solved iteratively, i.e. substituting the above
form for |ψ(t)�I to the right-hand side of the equation repeatedly:

|ψ(t)�I = |ψ(t0)�I − i

� t

t0

dt�HI(t
�)

�
|ψ(t0)�I + (−i)

� t�

t0

dt��HI(t
��)|ψ(t��)�I

�

=

�
1 + (−i)

� t

t0

dt�HI(t
�)

�
|ψ(t0)�I (3.22)

+ (−i)2
� t

t0

dt�HI(t
�)

� t�

t0

dt��HI(t
��)|ψ(t��)�I

=

�
1 + (−i)

� t

t0

dt1HI(t1) + (−i)2
� t

t0

dt1HI(t1)

� t1

t0

dt2HI(t2)

�
|ψ(t0)�I

+ · · ·

where t ≥ t1 ≥ t2 ≥ . . .. Continuing the iteration, we can write |ψ(t)�I as
an infinite Dyson’s series,

|ψ(t)�I = U(t, t0)|ψ(t0)�I (3.23)

U(t, t0) = 1 +
∞�

n=1

(−i)n
� t

t0

dt1

� t1

t0

dt2 · · ·
� tn−1

t0

dtnHI(t1) · · ·HI(tn) ,

where t ≥ t1 ≥ t2 ≥ · · · ≥ tn. The time ordering is here most essential and
we must keep HI(ti)s in the correct order as HI(ti)s at different times do
not generally commute. By using the definition of the time-ordered product,
we can write the series in a shorter form: The nth term of the series is of
the form,

(−i)nUn =

� t

t0

dt1

� t1

t0

dt2 · · ·
� tn−1

t0

dtnHI(t1) · · ·HI(tn) (3.24)

=

� t

t0

dt1

� t1

t0

dt2 · · ·
� tn−1

t0

dtnT {HI(t1) · · ·HI(tn)} ,

where we didn’t yet do anything. By extending all the integrals from t0 to t

we get another integral,

(−i)nSn ≡
� t

t0

dt1

� t

t0

dt2 · · ·
� t

t0

dtnT {HI(t1) · · ·HI(tn)} . (3.25)
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There are n integration variables in this integral so we can split the integration
domain into separate parts,

t1 ≥ t2 ≥ t3 ≥ · · ·

t1 ≥ t3 ≥ t2 ≥ · · ·

t2 ≥ t1 ≥ t3 ≥ · · ·

t2 ≥ t3 ≥ t1 ≥ · · ·

t3 ≥ t1 ≥ t2 ≥ · · ·

t3 ≥ t2 ≥ t1 ≥ · · ·
...

There are clearly n! separate regions like this (e.g. 3! = 6 as above), as n
objects can be ordered in n! different ways. Because of the time ordering
in the integrand, T {HI(t1) · · ·HI(tn)}, all the integration domains give
the same result. For example, in the n = 3 case the domain t3 ≥ t2 ≥ t1

reduces to the part t1 ≥ t2 ≥ t3:
� t

t0

dt3

� t3

t0

dt2

� t2

t0

dt1T {HI(t1)HI(t2)HI(t3)} (3.26)

� t

t0

dt3

� t3

t0

dt2

� t2

t0

dt1T {HI(t3)HI(t2)HI(t1)}

=

� t

t0

dt1

� t1

t0

dt2

� t2

t0

dt3T {HI(t1)HI(t2)HI(t3)} ,

where, in the last step, we just renamed the integration variables. Thus,

Sn = n!Un , (3.27)

and the original time-evolution operator can be written in a shorter form,

3-5



U(t, t0) =
∞�

n=0

(−i)n

n!

� t

t0

dt1

� t

t0

dt2 · · ·
� t

t0

dtnT {HI(t1) · · ·HI(tn)}

= T

�
exp

�
−i

� t

t0

dt�HI(t
�)

��
. (3.28)

Now back to the 2-point function (3.12). From Eqs. (3.17) and (3.18) we
get a relation between the Heisenberg- and interaction-picture operators,

φ(x) = Ũ †(t)φI(x)Ũ(t) (3.29)

Ũ(t) = eiH0te−iHt . (3.30)

By differentiating Ũ(t) with respect to time, we find an evolution equation,

i
∂

∂t
Ũ(t) = eiH0t (H −H0) e

−iHt (3.31)

= eiH0tHint e
−iH0teiH0te−iHt

= HI(t)Ũ(t) ,

where HI(t) is Hint in the interaction picture,

HI(t) = eiH0tHint e
−iH0t =

�
d3x

λ

4!
φ4
I . (3.32)

This differential equation is formally the same as what we had for the
interaction-picture states |ψ(t)�I . Thus, the solution is also the same,

Ũ(t) = U(t, t0)Ũ(t0) . (3.33)

By using the definition (3.30) we get an explicit representation for U(t, t0),

U(t, t0) = Ũ(t)Ũ †(t0) = eiH0te−iH(t−t0)e−iH0t0 , (3.34)

which is clearly unitary. Also, Ũ(t) = U(t, 0). From these we easily find
the following properties,

U(t1, t2)U(t2, t3) = U(t1, t3) (3.35)

U †(t1, t2) = U(t2, t1) . (3.36)
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In the case of free theory, the requirement of positive-norm states implied the
existence of the vacuum |0�. As already noted, the fields in the interaction
picture φI fulfill the Klein-Gordon equation so we can still write H0 in the
form H0 =

�
d3p/(2π)3Epa

†
pap, and H0|0� = 0. Using this vacuum state

it is possible to “project out” the ground state |Ω� of the interacting theory
by expanding e−iHT |0� in terms of the spectral representation of H,

e−iHT |0� = e−iEnT
�

n

|n��n|0� (3.37)

= e−iE0T |Ω��Ω|0�+ e−iEnT
�

n�=Ω

|n��n|0� ,

where |n� are eigenstates of the full Hamiltonian including the interactions.
Thus,

|Ω� = e+iE0T

�Ω|0� e
−iHT |0� − e−iT (En−E0)

�Ω|0�
�

n�=Ω

|n��n|0� . (3.38)

Since the energy of the ground state is the smallest, En − E0 > 0, the last
term vanishes in the limit T → ∞(1− i�):

lim
T→∞(1−i�)

e−iT (En−E0) = lim
T→∞

e−iT (1−i�)(En−E0) (3.39)

= lim
T→∞

e−iT (En−E0)e−T �(En−E0) = 0 ,

provided � > 0. Thus,

|Ω� = lim
T→∞(1−i�)

e+iE0T

�Ω|0� e
−iHT |0� = lim

T→∞(1−i�)

e+iE0T

�Ω|0� e
−iHTeiH0Te−iH0T |0�

= lim
T→∞(1−i�)

e+iE0T

�Ω|0� e
−iHTeiH0T |0� = lim

T→∞(1−i�)

e+iE0T

�Ω|0� Ũ
†(−T )|0�

= lim
T→∞(1−i�)

e+iE0T

�Ω|0� U(0,−T )|0� , (3.40)

where we used H0|0� = 0. In the same way,

�Ω| = lim
T→∞(1−i�)

e+iE0T

�0|Ω� �0|U(T, 0) . (3.41)
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We can now finally have an expression for the interacting-theory 2-point
function:

�Ω|φ(x)φ(y)|Ω� = lim
T→∞(1−i�)

e+iE0T

�0|Ω�
e+iE0T

�Ω|0� (3.42)

�0|U(T, 0)
�
U †(x0, 0)φI(x)U(x0, 0)

� �
U †(y0, 0)φI(y)U(y0, 0)

�
U(0,−T )|0�

= lim
T→∞(1−i�)

e+2iE0T

|�0|Ω�|2 �0|U(T, x0)φI(x)U(x0, y0)φI(y)U(y0,−T )|0� .

The corresponding result without the field operators is clearly,

1 = �Ω|Ω� = lim
T→∞(1−i�)

e+2iE0T

|�0|Ω�|2 �0|U(T, 0)U(0,−T )|0� , (3.43)

so

�Ω|φ(x)φ(y)|Ω� = (3.44)

lim
T→∞(1−i�)

�0|U(T, x0)φI(x)U(x0, y0)φI(y)U(y0,−T )|0�
�0|U(T,−T )|0� .

If x0 > y0 this also corresponds to the time-ordered expectation value
�Ω|T {φ(x)φ(y)} |Ω�. Note that the terms in the numerator are also in
this time order. By staring this for awhile, we realize that it can be written
formally as:

�Ω|T {φ(x)φ(y)} |Ω� = (3.45)

lim
T→∞(1−i�)

�0|T
�
φI(x)φI(y) exp

�
−i
� T

−T dtHI(t)
��

|0�

�0|T
�
exp

�
−i
� T

−T dtHI(t)
��

|0�
.

This formula is the basis of the whole perturbation theory. Everything inside
the time-ordered product has been expressed in terms of the interaction-
picture operators φI which behave exactly as the free-theory operators.
Furthermore, |0� is the free-theory vacuum. By writing the exponential as a
Taylor series we get terms which go in powers of the coupling constant λ
forming a perturbative series.
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3.3 Wick’s theorem [Peskin 4.3]

By expanding the exponential (3.45) we get piles of time-ordered n-point
functions,

�0|T [φI(x1)φI(x2) . . .φI(xn)] |0� . (3.46)

Since φI behaves like a free field, we know how to compute these: simply
substitute the expansion (1.107) and use the properties of creation and
annihilation operators. The Wick’s theorem simplifies this process.

Let us split the field operator in the interaction picture into two parts,

φI(x) =

�
d3p

(2π)3

�
1

2Ep

�
ape

−ip·x + a†pe
ip·x� = φ+

I (x) + φ−
I (x) (3.47)

φ+
I (x) ≡

�
d3p

(2π)3

�
1

2Ep
ape

−ip·x (3.48)

φ−
I (x) ≡

�
d3p

(2π)3

�
1

2Ep
a†pe

ip·x . (3.49)

With this definition,

φ+
I (x)|0� = 0 , �0|φ−

I (x) = 0 . (3.50)

Let us now consider the product T [φI(x)φI(y)], and set first x0 > y0.
Then

T [φI(x)φI(y)] = φI(x)φI(y) (3.51)

=φ+
I (x)φ

+
I (y) + φ−

I (x)φ
−
I (y) + φ+

I (x)φ
−
I (y) + φ−

I (x)φ
+
I (y) .

Writing now φ+
I (x)φ

−
I (y) = [φ+

I (x),φ
−
I (y)] + φ−

I (y)φ
+
I (x), this becomes

T [φI(x)φI(y)] = φI(x)φI(y) = [φ+
I (x),φ

−
I (y)] (3.52)

+φ+
I (x)φ

+
I (y) + φ−

I (x)φ
−
I (y) + φ−

I (y)φ
+
I (x) + φ−

I (x)φ
+
I (y) .
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All the terms in the last line are now organized such that the creation
operators are on the left and annihilation operators on the right. A product
like this is said to be in normal order. We will denote the normal-ordered
product by an N -operator, so with this notation

T [φI(x)φI(y)] = φI(x)φI(y) = [φ+
I (x),φ

−
I (y)] +N [φI(x)φI(y)] .

In the opposite time order y0 > x0,

T [φI(x)φI(y)] = φI(y)φI(x) = [φ+
I (y),φ

−
I (x)] (3.53)

+ φ+
I (y)φ

+
I (x) + φ−

I (y)φ
−
I (x) + φ−

I (x)φ
+
I (y) + φ−

I (y)φ
+
I (x)

=[φ+
I (y),φ

−
I (x)] + φ+

I (x)φ
+
I (y) + φ−

I (x)φ
−
I (y) + φ−

I (y)φ
+
I (x) + φ−

I (x)φ
+
I (y)

=[φ+
I (y),φ

−
I (x)] +N [φI(x)φI(y)] .

In the third line we used [ap, ak] = [a†p, a
†
k] = 0. Combining the two time

orderings, we get in total

T [φI(x)φI(y)] = N [φI(x)φI(y)] +φI(x)φI(y) , (3.54)

where we have used the contraction notation:

φI(x)φI(y) ≡





[φ+
I (x),φ

−
I (y)] , if x0 > y0

[φ+
I (y),φ

−
I (x)] , if y0 > x0

(3.55)

By comparing to the results of Sect. 1.5.2 we easily see that this contraction
is nothing else than the Feynman propagator,

φI(x)φI(y) = DF (x− y) . (3.56)
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To get convinced about how this generalizes to n-point functions we will
still consider the 4-point function T [φI(x1)φI(x2)φI(x3)φI(x4)] explicitly.
To speed up the notation we write this as T [φ1φ2φ3φ4]. Let’s first suppose
x01, x

0
2 > x03, x

0
4. Then,

T [φ1φ2φ3φ4] = T [φ1φ2] T [φ3φ4] =

�
N(φ1φ2) + φ1φ2

��
N(φ3φ4) + φ3φ4

�

= N(φ1φ2)N(φ3φ4) +N(φ1φ2) φ3φ4 +N(φ3φ4) φ1φ2 + φ1φ2φ3φ4 .

Let’s open N(φ1φ2)N(φ3φ4):

N(φ1φ2)N(φ3φ4) = (3.57)

�
φ+
1 φ

+
2 + φ−

1 φ
−
2 + φ−

2 φ
+
1 + φ−

1 φ
+
2

� �
φ+
3 φ

+
4 + φ−

3 φ
−
4 + φ−

4 φ
+
3 + φ−

3 φ
+
4

�

= φ−
1 φ

−
2 φ

+
3 φ

+
4 + φ−

1 φ
−
2 φ

−
3 φ

−
4 + φ−

1 φ
−
2 φ

−
4 φ

+
3 + φ−

1 φ
−
2 φ

−
3 φ

+
4 +

φ+
1 φ

+
2 φ

+
3 φ

+
4 + φ+

1 φ
+
2 φ

−
3 φ

−
4 + φ+

1 φ
+
2 φ

−
4 φ

+
3 + φ+

1 φ
+
2 φ

−
3 φ

+
4 +

φ−
2 φ

+
1 φ

+
3 φ

+
4 + φ−

2 φ
+
1 φ

−
3 φ

−
4 + φ−

2 φ
+
1 φ

−
4 φ

+
3 + φ−

2 φ
+
1 φ

−
3 φ

+
4 +

φ−
1 φ

+
2 φ

+
3 φ

+
4 + φ−

1 φ
+
2 φ

−
3 φ

−
4 + φ−

1 φ
+
2 φ

−
4 φ

+
3 + φ−

1 φ
+
2 φ

−
3 φ

+
4

Now 7 of the terms are automatically in normal order, but the 9 terms with
colored background are not yet normally ordered. With some effort, we can
rewrite the above stack of terms as

N(φ1φ2)N(φ3φ4) = N(φ1φ2φ3φ4) + [φ+
1 ,φ

−
3 ][φ

+
2 ,φ

−
4 ] + [φ+

1 ,φ
−
4 ][φ

+
2 ,φ

−
3 ]

+ [φ+
1 ,φ

−
3 ]N(φ2φ4) + [φ+

1 ,φ
−
4 ]N(φ2φ3) (3.58)

+ [φ+
2 ,φ

−
3 ]N(φ1φ4) + [φ+

2 ,φ
−
4 ]N(φ1φ3) ,
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so the time-ordered product reads (x0
1, x

0
2 > x03, x

0
4),

T [φ1φ2φ3φ4] = N(φ1φ2) φ3φ4 +N(φ3φ4) φ1φ2 + φ1φ2φ3φ4 +N(φ1φ2φ3φ4)

+ [φ+
1 ,φ

−
3 ][φ

+
2 ,φ

−
4 ] + [φ+

1 ,φ
−
4 ][φ

+
2 ,φ

−
3 ]

+ [φ+
1 ,φ

−
3 ]N(φ2φ4) + [φ+

1 ,φ
−
4 ]N(φ2φ3) (3.59)

+ [φ+
2 ,φ

−
3 ]N(φ1φ4) + [φ+

2 ,φ
−
4 ]N(φ1φ3) .

In the opposite time ordering x0
3, x

0
4 > x01, x

0
2

T [φ1φ2φ3φ4] = N(φ3φ4) φ1φ2 +N(φ1φ2) φ3φ4 + φ3φ4φ1φ2 +N(φ3φ4φ1φ2)

+ [φ+
3 ,φ

−
1 ][φ

+
4 ,φ

−
2 ] + [φ+

3 ,φ
−
2 ][φ

+
4 ,φ

−
1 ]

+ [φ+
3 ,φ

−
1 ]N(φ4φ2) + [φ+

3 ,φ
−
2 ]N(φ4φ1) (3.60)

+ [φ+
4 ,φ

−
1 ]N(φ3φ2) + [φ+

4 ,φ
−
2 ]N(φ3φ1) .

By using the definition of the contraction (3.55), we can again combine
the two different time orderings to a single expression (x01, x

0
2 > x03, x

0
4 or

x03, x
0
4 > x01, x

0
2)

T [φ1φ2φ3φ4] = N(φ1φ2φ3φ4) + φ1φ2φ3φ4 + φ1φ3φ2φ4 + φ1φ4φ2φ3

+N(φ1φ2) φ3φ4 +N(φ3φ4) φ1φ2 + φ1φ3N(φ2φ4)

+ φ1φ4N(φ2φ3) + φ2φ3N(φ1φ4) + φ2φ4N(φ1φ3) .

= N(φ1φ2φ3φ4) +
�

perm.

φiφjφkφ� +
�

perm.

N(φiφj)φkφ� ,

where
�

perm. denotes a sum over different permutations. The other pair-wize
time orderings can be obtained from the above expression by interchanging
the indices, but the result is trivially the same since the order of fields inside
the normal-ordered products or in contractions is immaterial. Thus, the
above result is the final one.
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Having now explicitly checked how the normal ordering works, we can just
declare the general result known as the Wick’s theorem:

T [φ1 · · ·φn] = N(φ1 · · ·φn) +
�

perm.

φi1φi2N(φi3 · · ·φin)

+
�

perm.

φi1φi2φi3φi4N(φi5 · · ·φin)

... (3.61)

+
�

perm.

φi1φi2 · · · φin−1
φin

If n is odd, the last line is of the form,

�

perm.

φi1φi2 · · · φin−2
φin−1

N(φin) (3.62)

The power of the Wick’s theorem is that for normal-ordered products,

�0|N(φI(x)φI(y) · · · )|0� = 0 . (3.63)

It follows that for vacuum-expectation values

�0|T [φI(x1)φI(x2) . . .φI(xn)] |0� = �0|
�

perm.

φi1φi2 · · · φin−1
φin|0�

=
�

perm.

DF (xi1 − xi2) · · ·DF (xin−1
− xin) , (3.64)

so only terms that have been fully contracted give a non-zero contribu-
tions (∼ free theory propagators). By definition, we can also express the
contractions as

�0|T [φ1φ2φ3φ4] |0� = φ1φ2φ3φ4 + φ1φ2φ3φ4 + φ1φ2φ3φ4 , (3.65)
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which is the same thing as if the contracted fields were always next to each
other. With this notation it is easier to visually keep track of the different
possible contractions.

3.4 Feynman diagrams and symmetry factors
[Peskin 4.4]

The Feynman diagrams/graphs comprise a handy tool to visualize and classify
the above-defined contractions. We denote the propagator DF (x−y) simply
as a line between the points x and y:

DF (x− y) =
x y

The order of x and y is immaterial since DF (x− y) = DF (y− x). We can
thus represent the 4-point function in Eq. (3.65) as

�0|T [φ1φ2φ3φ4] |0� =

x 1 x 2

x 3 x 4

x 1 x 1x 2 x 2

x 3 x 4 x 4x 3

+ +

= DF (x1 − x2)DF (x3 − x4) +DF (x1 − x3)DF (x2 − x4)

+DF (x1 − x4)DF (x2 − x3)

The same space-time point can (and usually will) appear several times.
For example, upon expanding the exponential in the 2-point function in
Eq. (3.45), the first term is of the form,

−iλ

4!

�
d4z�0|T [φI(x)φI(y)φI(z)φI(z)φI(z)φI(z)] |0� (3.66)

This produces in total 15 different fully contracted terms:

• First can contract φI(x) to 5 different places
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• From the remaining 4, one can be contracted to 3 different places

• The remaining 2 should be contracted to each other

=⇒ In total 5× 3 = 15 terms, but only 2 are different:

(i) φxφy


φzφzφzφz + φzφzφzφz + φzφzφzφz ,




(ii) φx φy φz φz φz φz (3.67)

First 4 way x → z finally this

Then 3 ways y → z

There are 3 terms of type (i) and 4× 3 = 12 terms of type (ii). In total 15.

−iλ

4!

�
d4z�0|T [φx φy φz φz φz φz] |0�

=
−iλ

4!
× 3×DF (x− y)

�
d4zDF (z − z)DF (z − z)

+
−iλ

4!
× 12×

�
d4zDF (x− z)DF (y − z)DF (z − z)

Diagrammatically we would represent this as

−iλ

4!

�
d4z�0|T [φx φy φz φz φz φz] |0� (3.68)

=

� �
+

� �
x y

z
x y

The point in which the propagator lines meet (z above) is called a vertex.
As we saw, different diagrams come with a weight factor,

weight =
1

n!

�
1

4!

�n

× (combinatorical factor) . (3.69)
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Here, the factor n comes from the Taylor expansion of the exponential,
which in the above example was n = 1. The combinatorical factors were 3

and 12 for the above diagrams. The weight can also be expressed in terms
of a symmetry factor,

weight =
1

symmetry factor
. (3.70)

In the example above, the symmetry factor was
�
3
4!

�−1
= 8 for the diagram

(i) and
�
12
4!

�−1
= 2 for the diagram (ii).

The Feynman rules are instructions how to obtain the mathematical
expression from a given diagram. On the basis of the above example, we
can write down the Feynman rules in the position space:

1. Lines = DF (x− y)

2. Vertices = −iλ
�
d4z

3. Compute the weight factor

x y

z

Physically, we may interpret the “lines” as probability densities for the par-
ticles to move from one space-time point to another, and the vertices as
propability densities for interactions. The vertices can be anywhere in the
space time — we always integrate over their positions. This should not be
taken too literally, however.

We can also express the Feynman rules in the momentum space. Let us
consider the following diagram:
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x yz z1 2

p p ’

k 2

k 3

k 1

Based on the position-space Feynman rules this corresponds to

(−iλ)2
1

6

�
d4z1d

4z2DF (x− z1) [DF (z1 − z2)]
3 DF (z2 − y) . (3.71)

Let us now substitute the integral representation of the propagator,

DF (x− y) =

�
d4p

(2π)4
i

p2 −m2 + i�
e−ip·(x−y), (3.72)

=⇒

(−iλ)2
�

d4z1d
4z2

�
d4p

(2π)4
i

p2 −m2 + i�
e−ip·(x−z1) (3.73)

×
�

3�

i=1

�
d4ki
(2π)4

i

k2i −m2 + i�
e−iki·(z1−z2)

�
×
�

d4p�

(2π)4
i

p�2 −m2 + i�
e−ip�·(z2−y)

= (−iλ)2
�

d4p

(2π)4
i

p2 −m2 + i�

�
3�

i=1

�
d4ki
(2π)4

i

k2i −m2 + i�

��
d4p�

(2π)4
i

p�2 −m2 + i�

× e−ip·x
��

d4z1e
iz1·(p−k1−k2−k3)

�

� �� �
(2π)4δ(4)(p−k1−k2−k3)

��
d4z2e

iz2·(−p�+k1+k2+k3)

�

� �� �
(2π)4δ(4)(−p�+k1+k2+k3)

eip
�·y

We see that for each line there is the momentum-space propagator and the
two δ functions force the momentum conservation in the vertices z1 and z2.
We can thus deduce the Feynman rules in the momentum space:
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1. Each line = i
p2−m2+i�

2. Each vertex = −iλ

3. External leg = e−ip·x

4. Choose 4-momenta such that the momentum is conserved in vertices

5. Integrate over undetermined momenta with weight
�

d4p
(2π)4

6. Compute the weight factor

x y
p

z

x
p

3.4.1 Disconnected diagrams

We call unattached or disconnected such diagrams that consist of parts
that are not attached to each other by any line. We already encountered
this case:

x y
z

the full diagram

two disconnected parts

which had an expression

DF (x− y)×
�−iλ

4!
× 3

�
d4zDF (z − z)DF (z − z)

�
,

where the term in square brackets corresponds to the latter diagram. We
see from here that the contributions of unattached diagrams factor into
separate multiplicative parts. They can thus be computed separately. The
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opposite to a disconnected diagram is a connected diagram in which all
parts are attached to each other. When computing the 2-point expectation
value,

�0|T
�
φI(x)φI(y) exp

�
−i

� T

−T

dtHI(t)

��
|0� (3.74)

the factorizable part that contains φx contains also φy:

. . . . .x y

We can list all the unattached diagrams and name them:

By definition, Vi is here also the value of the diagram. For example,

V1 =
−iλ

4!

�
d4z


φzφzφzφz + φzφzφzφz + φzφzφzφz ,


 .

In general, we can write the value of an arbitrary diagram as

[value of the connected part]× [weight]×
�

i

(Vi)
ni , (3.75)

where ni the number of Vis in the diagram. The factor [weight] is again
combinatorical. Let us consider a term of the nth order,

1

n!
�0|T

�
φx φy

�−i

4!

�
d4z1φ

4
z1

�
· · ·
�−i

4!

�
d4znφ

4
zn

��
|0� (3.76)
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It contains, for example, a contraction like this:

φx φy φz1φz1φz1φz1 φz2φz2φz2φz2 φz3φz3φz3φz3 · · · φznφznφznφzn

x yzz
z

1 2

3 z n. . . . .

There are, however, other contractions that give the same result, e.g. one
in which we contract φx to φz2 and φy to φz1. When the order of the
term is n, there are n! ways to order the fields. These all lead to the same
result and cancel the factor 1/n! from the Taylor expansion. However, all
permutations do not give new terms. For example, interchanging z3 and zn

does not yield new terms whereas interchanging z1 and z2 does. In general,
if a self-connected term Vi appears ni times in the diagram, by permutating
all indices would overcount the number of terms by a factor of ni!. By this
reasoning,

[weight] =
1

n!

�
n!�
i ni!

�
=

1�
i ni!

. (3.77)

In our example with n = 4 we would first have 4 combos (of 4 fields) to
choose where to contract φx, and after that 3 combos (of 4 fields) where
to contract φy. The rest of the remaining two combos are contracted to
themselves. From this we get, [weight] = (4× 3)/4! = 1/2 which agrees
with the above general result. The value of a specific diagram thus reads,

[value of the connected piece]×
�

i

1

ni!
(Vi)

ni . (3.78)

Let’s now suppose that the term Vi appears in the nth order expansion term
just once. This graph thus comes with a weight,

[rest of the diagram]× 1

1!
(Vi)

1 . (3.79)
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If the order of Vi in coupling is k (that is, Vi ∼ λk), in the order n+ k there
is a term which is otherwize identical with the previous one, but contains Vi

twice. This contribution comes with a weight,

[rest of the diagram]× 1

2!
(Vi)

2 . (3.80)

When we sum over all such terms we see that the contribution of Vi

exponentiates,

[rest of the diagram]× eVi. (3.81)

All combinations of unattached graphs is naturally a product of the form,

1 + + + + . . . . . 1 + + + . . . . . . . . . .

in which each part exponentiates as above. Thus,

�0|T
�
φI(x)φI(y) exp

�
−i

� T

−T

dtHI(t)

��
|0� (3.82)

=
�

k

(connected)k ×
�

i

eVi

=
�

k

(connected)k × exp

��

i

eVi

�
.

We call this as the exponentiation of the “vacuum bubbles” . Without
the external fields φI(x) and φI(y) the expectation value is obviously,

�0|T
�
exp

�
−i

� T

−T

dtHI(t)

��
|0� = exp

��

i

eVi

�
.

By putting these results together, Eq. (3.45) simplifies to the form,
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�Ω|T {φ(x)φ(y)} |Ω� (3.83)

= lim
T→∞(1−i�)

�0|T
�
φI(x)φI(y) exp

�
−i
� T

−T dtHI(t)
��

|0�

�0|T
�
exp

�
−i
� T

−T dtHI(t)
��

|0�

=

�
k (connected)k × exp

��
i e

Vi
�

exp [
�

i e
Vi]

=
�

k

(connected)k .

= x x1 2

In other words, the contribution of the vacuum bubbles disappears
when computing the ground-state expectation values of the
interacting theory. This generalizes directly to the correlation functions
with more than two external legs. The difference with the 2-point function
is, however, that the part containing the external legs is not necessarily fully
connected but it can contain several disconnected pieces. For example, the
4-point function contains two classes of contributions:

�Ω|T
�

4�

i=1

φ(xi)

�
|Ω� =

x x

xx

i j

k m

x x

x x

1 2

43

+

Later on, we will see that only the fully connected piece will contribute to
the scattering matrix elements.

3-22



3.5 Cross section [Peskin 4.5]

By the term “cross section” we essentially mean the probability of a specific
process to take place in a scattering of two particles. Let us consider a
collision of two bunches of particles with relative speed v:

A

lll b a

v

We will consider the density of particles within the bunches, ρa and ρb, to
be constants. We denote the lenghts of the bunches by �a and �b. The more
there are particles that have a chance to collide the higher is the probability
to observe a specific particle in the final state. The cross section should be
independent of such experimental conditions and we therefore define the
cross section σ by,

σ ≡ number of specific final-state particles
ρa�a ρb�bA

. (3.84)

The denominator reflects the amount of colliding matter and it
can also be expressed as

Na ×Nb

A
= Na × nb = Nb × na , (3.85)

in which Na = ρa�aA and Nb = ρb�bA denote the particles within the
overlapping area A, and na,b are the particle densities per area. We can
call the denominator as luminosity (per bunch crossing) L, and it has the
dimension of [length]−2. Usually we are mostly interested in the momentum
or angular distributions of some final-state particles. In this case we talk
about differential cross section,

dσ

d3pi · · · d3pn
≡ lim

Δpi→0

N (pi ∈ Δpi, . . . ,pn ∈ Δpn)

(Δp1 · · ·Δpn)

1

L . (3.86)

in which N (pi ∈ Δpi, . . . ,pn ∈ Δpn) is the number of particles whose
momenta are within Δpi · · ·Δpn. In reality, the “bins” Δpi are, of course,
of finite size and the truly differential cross section is a theoretical limit.
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3.5.1 Scattering matrix

We will describe the initial- and final-state particles of a scattering process
with wave packets,

|φ� =
�

d3k

(2π)3
1√
2Ek

φ(k)|k� , (3.87)

in which |k�s are 1-particle states of the interacting theory (momentum
eigenstates). In a real scattering experiment, particularly the initial-state
particles are well separated and localizable before the collision so a wave-
packet treatment should simulate well the experimental conditions. At this
moment we don’t know much about the states of the interacting theory but
we will choose to normalize them as in the free theory,

�k�|k� = 2Ek (2π)
3 δ(3) (k− k�) . (3.88)

Then �φ|φ� = 1, if the wave-packet functions have been normalized as
�

d3k

(2π)3
|φ(k)|2 = 1 . (3.89)

We will suppose that the functions φ(k) are concentrated around some
initial- and final-state momenta. Let us first consider the initial state of one
a and one b particle.

b

p
b

b

a

We choose the coordinate system such that the particle a is on the z axis.
As in the figure, the particle b is not necessarily on the same line but can be
shifted in the transverse plane by amount given by the impact parameter
b. In some distant moment before the collision the particles are also well
separated in the z direction, e.g. x3a = −x3b = z0. We can write a state
vector fulfilling these requirements as,

|φAφB� T�0
=

�
d3kA
(2π)3

�
d3kB
(2π)3

e−ib·kBe+iz0(k
3
A−k3B)

2
√
EAEB

φ(kA)φ(kB)|kAkB�in .

(3.90)
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In principle, this represents two approaching wave packets but the states are
in the Heisenberg picture so the time dependence is not explicit here. The
initial state will look like this at some time T � 0 before the collision. We
use the notation |kAkB�in to remind us that only at the limit T � 0 the
incoming particles can be considered as 1-particle states. At later times they
will certainly not be 1-particle states if some collision takes place. Similarly,
we write the final state as a wave packet,

|fn� T�0
=

�
n�

i=1

�
d3ki
(2π)3

e−ixi·ki

√
2Ei

φ(ki)

�
|k1 · · ·kn�out . (3.91)

We will consider that the initial and final states are of this form at some
distant past/future.

The differential transition probability from state |φAφB� to state |fn� is
defined as

dP(AB → fn) =
1

n!

�
n�

i=1

d3pfi
(2π)3

�
|�fn|φAφB�|2 . (3.92)

To see that this makes sense, let’s compute the total probability for the
initial state to become whatever where ever:

P =
∞�

n=1

1

n!

� �
n�

i=1

d3xi
d3pfi
(2π)3

�
|�fn|φAφB�|2 (3.93)

=
∞�

n=1

1

n!

� �
n�

i=1

d3xi
d3pfi
(2π)3

��
n�

i=1

�
d3kid

3k�i
(2π)6

e−ixi·(ki−k�
i)

√
2Ei

�
2E �

i

φ(ki)φ
∗(k�

i)

�

× �φBφA|k1 · · ·kn�out out�k�
n · · ·k�

1|φAφB�

=
∞�

n=1

1

n!

� �
n�

i=1

d3pfi
(2π)3

��
n�

i=1

�
d3ki
(2π)3

1

2Ei
|φ(ki)|2

�

× �φBφA|k1 · · ·kn�out out�kn · · ·k1|φAφB�

We will consider that |φ(ki)|2 are reasonably concetrated around definite
final-state momenta pfi – as a limiting case |φ(ki)|2 → (2π)3δ(3)(pki −pfi)
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– so that we can replace ki → pfi in all other places than φ(ki). Then,

P = �φBφA|
� ∞�

n=1

1

n!

� �
n�

i=1

d3pfi
(2π)32Epfi

�
|p1 · · ·pn�out out�pn · · ·p1

�
|φAφB�

= �φBφA|φAφB� = 1 , (3.94)

where we used the completeness relation (1.89), and suppose that the nor-
malization has been chosen as in the free-field case. Thus the probability to
find the initial state at some state after the collision is unity. Makes sense.

When we write the inner products �fn|φAφB� by substituting Eqs. (3.90)
and (3.91) we end up with inner products of the form,

out�k1 · · ·kn|kAkB�in . (3.95)

Since the “in” and “out” states have been defined at different reference times
(far past, far future) their overlap is non trivial. Nevertheless they belong to
the same space of state vectors so there should be an operator S such that,

|kAkB�out = S†|kAkB�in . (3.96)

By using this in Eq. (3.94) above and requiring that we still get P = 1

indicates that the S operator should be unitary. Thus,

out�k1 · · ·kn|kAkB�in = out�k1 · · ·kn|S|kAkB�out (3.97)

In this expression, the states have been defined at the same reference time
and we can forget about the ”out“ tag. The unitary S operator is called the
scattering matrix, or just shortly S matrix. It will be useful to split it
into two pieces,

S = 1 + iT . (3.98)

The unit operator represents the case that nothing happens in the scattering
(no scattering at all) and the actual interactions are contained in the T

operator. We define the invariant matrix element M as,

�k1 · · ·kn|iT |kAkB� = (2π)4 δ(4)

�
kA + kB −

�

i

ki

�
iM (kA, kB → kf)

(3.99)

3-26



We have here separated an overall momentum-conserving δ function as it
will turn out that �k1 · · ·kn|iT |kAkB� is always proportional to this object.

The (differential) number of observations is obtained by folding the proba-
bilities in single collisions dP with the densities of the particle bunches and
integrating over the positions of the final state particles,

dN =

�
d2xa na(xa)

�
d2xb nb(xb)

� �
n�

i=1

d3xi

�
dP(b,xi) ,

where the impact parameter is now b = xa − xb. In the simplest case the
particle densities na and nb are constants within the overlapping area A, so
they can be taken outside the integrals. In this case,

dN = Nanb

�
d2b

� �
n�

i=1

d3xi

�
dP(b,xi) , (3.100)

or �
d2b

� �
n�

i=1

d3xi

�
dP(b,xi) =

dN

NA nb
= dσ , (3.101)

according to Eq. (3.84). By combining the formulae of the previous couple
of pages we have the following expression for the differential cross section:

dσ =

�
d2b

��

i

�
d3xi

�
1

n!

�
n�

i=1

d3pfi
(2π)3

�
(3.102)

�
n�

i=1

�
d3ki
(2π)3

e−ixi·ki

√
2Ei

φ(ki)

��
n�

i=1

�
d3k�i
(2π)3

e+ixi·k�
i

�
2E �

i

φ∗(k�
i)

�

�
d3kA
(2π)3

�
d3kB
(2π)3

e−ib·kBe+iz0(k
3
A−k3B)

2
√
EAEB

φ(kA)φ(kB)

�
d3k�A
(2π)3

�
d3k�B
(2π)3

e+ib·k�
Be−iz0(k

�3
A−k

�3
B )

2
�

E �
AE

�
B

φ∗(k�
A)φ

∗(k�
B)

(2π)4 δ(4)

�
kA + kB −

�

i

ki

�
iM (kA, kB → kf)

(2π)4 δ(4)

�
k�A + k�B −

�

i

k�i

�
iM

�
k�A, k

�
B → k�f

�
.
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This can be simplified by first noting that
�

n�

i

�
d3xi

�
e−ixi·(ki−k�

i) =
n�

i

�
(2π)3δ(3) (ki − k�

i)
�

(3.103)

�
d2be−ib·(kB−k�

B) = (2π)2δ(2) (k⊥B − k�
⊥B) (3.104)

By using these δ functions we are able to do the d3k� and d2k�⊥B integrals.
In addition, we can perform the d2k�⊥A integral by using the lowermost δ
function in Eq. (3.102). What remains is,

σ =
1

n!

�
n�

i=1

d3pfi
(2π)3

��
n�

i=1

�
d3ki
(2π)3

1

2Ei
φ(ki)φ

∗(ki)

�
(3.105)

�
d3kA
(2π)3

�
d3kB
(2π)3

e+iz0(k
3
A−k3B)

2
√
EAEB

φ(kA)φ(kB)
e−iz0(k

�3
A−k

�3
B )

2
�

E �
AE

�
B

φ∗(k�
A)φ

∗(k�
B)

(2π)4 δ(4)

�
kA + kB −

�

i

ki

�
iM (kA, kB → kf) (−i)M∗ (k�A, k

�
B → kf)

�
dk�z,Adk

�
z,Bδ

�
E �

A + E �
B −

�

i

Ei

�
δ

�
k�z,A + k�z,B −

�

i

kz,i

�
,

where now k�⊥A = k⊥A and k�⊥B = k⊥B. The last integral can be done
(Ex.),
�

dk�z,Adk
�
z,Bδ(E

�
A + E �

B −
�

i

Ei)δ(k
�
z,A + k�z,B −

�

i

kz,i) =
1

|vA − vB|
,

where |vA−vB| = vab is the relative speed between the initial-state particles.
Our expression for the cross section thus simplifies to

σ =
1

n!

�
n�

i=1

d3pfi
(2π)3

��
n�

i=1

�
d3ki
(2π)3

1

2Ei
|φ(ki)|2

�
(3.106)

�
d3kA
(2π)3

�
d3kB
(2π)3

1

4EAEBvab
|φ(kA)|2|φ(kB)|2

(2π)4 δ(4)

�
kA + kB −

�

i

ki

�
|M (kA, kB → kf) |2 .
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Considering again that |φ(ki)|2 are concentrated around pfi and that
|φ(kA)|2 and φ(kB)|2 are peaked around pA and pB, we have

dσ =
1

n!

�
n�

i=1

d3pfi
(2π)3

��
n�

i=1

�
d3ki
(2π)3

1

2Epfi

|φ(ki)|2
�

(3.107)

�
d3kA
(2π)3

�
d3kB
(2π)3

1

4EpA
EpA

vab
|φ(kA)|2|φ(kB)|2

(2π)4 δ(4)

�
pA + pB −

�

i

pfi

�
|M (pA, pB → pfi) |2

=
1

4EpA
EpB

vab

1

n!

�
n�

i=1

d3pfi
(2π)32Epfi

�
(3.108)

× (2π)4 δ(4)

�
pA + pB −

�

i

pfi

�
|M (pA, pB → pfi) |2

We have thus derived the following result for the differential cross section:

dσ(pA, pB → pi, . . . , pn) =
1

F

dΓn

n!
|M (pA, pB → pi) |2 (3.109)

F ≡ 4EpA
EpB

vab

dΓn ≡
�

n�

i=1

d3pi
(2π)32Epi

�
(2π)4 δ(4)

�
pA + pB −

�

i

pfi

�

The factor 1/n! is inherited from the completeness of Klein-Gordon states.
More generally, if there are n identical particles in the final state,
the cross section has to be divided by n! (or alternatively the phase
space limited). When the initial-state particles are collinear, vA||vB, the
flux factor F = 4EpA

EpB
vab can be written in a Lorentz-invariant form

(Ex.),

4EpA
EpB

vab = 4
�
(pa · pb)2 −m2

am
2
b . (3.110)
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If there are only two final-state particles, the phase-space element can be
expressed in the center-of-mass frame as (Ex.),

Γ2 =

�
dΩ

|p1,cm|
16π2

√
s

(3.111)

Ω = dφ sin θdθ = dφd cos θ ,

where
√
s is the center-of-mass energy s = (pA + pB)

2, and the angular
variables θ and φ refer to either of the final-state particles in some fixed
frame of reference. If the masses of all particles are identical, mA = mB =

m1 = m2, we get a particularly simple result (Ex.):

Identical final-state particles:

�
dσ

dΩ

�

cm

=
1

2!

|M(θ,φ)|2 + |M(π − θ, π + φ)|2
64π2s

. (3.112)

Non-identical final-state particles:
�
dσ

dΩ

�

cm

=
|M(θ,φ)|2
64π2s

. (3.113)

3.5.2 Relation of the S matrix and the ground-state expecta-
tion value

It turns out that there is a relation between the time-ordered ground-state
expextation values and the iT part of the S matrix,

�Ω|T [φ(x1) · · ·φ(xn+2)]Ω� ⇔ �k1 · · ·kn|iT |kAkB�

To establish the exact relation is complicated by the fact that the 1-particle
states of the interacting theory that appear in the S matrix are not 1-particle
states in a sense that they would only contain this one single particle. In
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an interacting theory a particle is always surrounded by a cloud of virtual
particles. It will be somewhat easier to understand how the exact relation
comes about after first attaining some experince in how it works. The
relation is:

�k1 · · ·kn|iT |kAkB� =
�
�

ZA

�
ZB

n�

i=1

�
Zi

�
(3.114)

×
�
I�k1 · · ·kn|T

�
exp

�
−i

�
dtHI(x)

��
|kAkB�I

�

connected
amputated

In the above formula the factors
√
Zi are related to the virtual correction to

the 1-particle states, and the subscript I refers to the interaction picture.
We recall that the states in the interaction picture behave as the free-theory
states so, for example,

|kAkB�I =
��

2EkA
a†kA

� ��
2EkB

a†kB

�
|0� . (3.115)

The word connected refers to – as earlier – to the fact that all the parts
of the diagram should be attached to each other. The term amputated
means that diagrams from which we get acceptable connected diagrams by
”cutting“ or ”amputating“ single external lines, are not taken into account:

amputat ion

�

�

So the left-hand diagram would not do. The contributions from the external
lines that we ”amputate away“ are later on accounted for in the

√
Zi factors.
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Example 1:

Let us first consider an elastic 2 → 2 process. In the lowest order in the
Taylor expansion we have, simply, I�k1k2|kAkB�I . This is easy to evaluate
using the commutation relations [ap, a

†
k] = (2π)3δ(3)(k− p):

I�k1k2|kAkB�I =
�

2EkA

�
2EkB

�
2Ek1

�
2Ek2

�0|ak1
ak2

a†kA
a†kB

|0�

= (2π)62EkA
2EkB

�
δ(3)(k2 − kA)δ

(3)(k1 − kB)

+δ(3)(k1 − kA)δ
(3)(k2 − kB)

�
(3.116)

Diagrammatically this corresponds to

A

B

1

2

k A

k
B

k
1

k
2

+

A

B

1

2

k A
k

1

k
B k

2

The external lines refer to the initial- and final-state particles. This contri-
bution corresponds to the ”1“ in the S matrix S = 1 + iT so it’s not very
interesting. Nor are the diagrams connected so these are not considered in
Eq. (3.114).

Example 2:

The first non-trivial term obtained when expanding the time-ordered expo-
nential is

−iλ

4!
I�k1k2|T

��
d4xφ4

I(x)

�
|kAkB�I . (3.117)

According to the Wick’s theorem,

T

��
d4xφ4

I(x)

�
= N(φ4

x) + 3N(φ2
x) φxφx + 3φxφxφxφx (3.118)
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In the case of vacuum expectation value the term N(φ4
x) gave zero. We

will now open N(φ4
x) – it contains 16 terms:

N(φ4
x) = 1φ−

x φ
−
x φ

−
x φ

−
x + 4φ−

x φ
−
x φ

−
x φ

+
x + 6φ−

x φ
−
x φ

+
x φ

+
x (3.119)

+ 4φ−
x φ

+
x φ

+
x φ

+
x + 1φ+

x φ
+
x φ

+
x φ

+
x .

Let’s see what happens when φ+
x hits |kAkB�I :

φ+
x |kAkB�I =

�
2EkA

�
2EkB

�
d3p

(2π)3

�
1

2Ep
e−ip·xapa

†
kA
a†kB

|0�

= e−ikA·x|kB�I + e−ikB ·x|kA�I . (3.120)

In the contraction language, this would be:

φ+
x |kAkB�I + φ+

x |kAkB�I = e−ikA·x|kB�I + e−ikB ·x|kA�I .

If φ+
x hits this again then

φ+
x φ

+
x |kAkB�I = e−ikA·xφ+

x |kB�I + e−ikB ·xφ+
x |kA�I (3.121)

= 2e−i(kA+kB)·x|0� ,

or in the contraction sense,

φ+
x φ

+
x |kAkB�I + φ+

x φ
+
x |kAkB�I = 2e−i(kA+kB)·x|0� , (3.122)

A third φ+
x would then give zero. The same thing happens when φ−

x :n
operates on the left:

I�k1k2|φ−
x = I�k1|e+ik2·x + I�k2|e+ik1·x (3.123)

I�k1k2|φ−
x φ

−
x = 2�0|e+i(k1+k2)·x . (3.124)

We see that when computing the expectation value of N(φ4
x), in Eq. (3.119)

only the term 6φ−
x φ

−
x φ

+
x φ

+
x gives something non-zero:

−iλ

4!
I�k1k2|N(φ4

x)|kAkB�I = 6
−iλ

4!
I�k1k2|φ−

x φ
−
x φ

+
x φ

+
x |kAkB�I (3.125)

= 6
−iλ

4!
× 2× 2× e+i(k1+k2−kA−kB)·x

= −iλ e+i(k1+k2−kA−kB)·x .
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We can thus ”contract“ the fields to the external states,

−iλ

4!
I�k1k2|N(φ4

x)|kAkB�I =
−iλ

4!
I�k1k2|φxφxφxφx|kAkB�I (3.126)

+ 23 other permutations

with each contraction to the right giving a factor e−ix·ki and each contraction
to the left giving a factor e+ix·ki. The contracted field does not have to be
next to the state (similarly as in the case of Wick’s theorem two contracted
fields didn’t have to be next to each other). The

�
d4x integral turns the

exponential into a δ-function so that
�

d4x
−iλ

4!
I�k1k2|N(φ4

x)|kAkB�I = −iλ (2π)4δ(4) (k1 + k2 − kA − kB) .

(3.127)

This contribution corresponds to a diagram,

A

B

1

2

k A
k

1

k
B k

2

which is connected so it will be consider when computing the S matrix. By
definition,

�k1 · · ·kn|iT |kAkB� = (2π)4 δ(4)

�
kA + kB −

�

i

ki

�
iM (kA, kB → kf) ,

(3.128)
so the matrix-element M corresponding to the above diagram is simply −λ.

The remaining term is Eq. (3.118) are handled similarly. The non-zero
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contributions of the term 3N(φ2
x)φxφx are

−iλ

4!
I�k1k2|3N(φ2

x)φxφx|kAkB�I = 3φxφx
−iλ

4!
2

�
I�k1k2|φxφx|kAkB�I

+ I�k1k2|φxφx|kAkB�I + I�k1k2|φxφx|kAkB�I + I�k1k2|φxφx|kAkB�I
�

They correspond to the diagrams,

A

B

1

2

+

A

B

1

2

A

B

1

2

+

A

B

1

2

+

of which none is connected so they get thrown away. We still have the case,

3φxφxφxφx, which corresponds to an expression

3φxφxφxφx
−iλ

4!
I�k1k2|kAkB�I . (3.129)

Diagrammatically,

A

B

1

2

k A

k
B

k
1

k
2

+

A

B

1

2

k A
k

1

k
B k

2

so it contains a vacuumb bubble and is not connected – to the trash bin it
goes. All in all, only one diagram survives at this order of coupling constant
λ, and

3-35



M (kA, kB → k1, k2) = −λ+O(λ2) (3.130)

=⇒
�
dσ

dΩ

�

CM

=
λ2

64π2s
+O(λ3) . (3.131)

The cross section is isotropical so it does not have any angular dependence.
Thus, the angular integration in total cross section gives just a factor of 4π,

σtotal =
1

2!

�
dΩ

�
dσ

dΩ

�

CM

= 2π

�
dσ

dΩ

�

CM

=
λ2

32πs
. (3.132)

Note that the total cross section is not
�
dΩ (dσ/dΩ)CM since we have

two identical particels in the final state! It is better to call the quantity�
dΩ (dσ/dΩ)CM as an integrated cross section.
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Feynman rules for S matrix in position space:

In summary, the contribution of a given diagram to the S matrix

�k1 · · ·kn|iT |kAkB� = (2π)4 δ(4)

�
kA + kB −

�

i

ki

�
iM (kA, kB → kf) ,

is found by the following Feynman rules:

1. Each line = DF (x− y)

2. Each vertex = iλ
�
d4z

3. External legs = e+ip·z

= e−ip·z

4. Compute the weight

x y

z

z
p

p
z

Only fully connected and amputated diagrams should be considered.
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Feynman rules for S matrix in momentum space:

The contribution of a given diagram to the matrix element

iM (kA, kB → kf) ,

is found by the following Feynman rules:

1. Each line = i
p2−m2+i�

2. Each vertex = −iλ

3. External legs = 1

= 1

4. Choose the 4-momenta such that the momentum is conserved in vertices

5. Integrate over the undetermined momenta by
�

d4p
(2π)4

6. Compute the weight factor

x y
p

z

p

p

Only consider fully connected and amputated diagrams.

3.6 Feynman rules involving fermions

The formula (3.114) to compute the scattering matrix is completely general,
but the Feynman rules depend on the content of the Hamiltonian. For
fermionic fields the anticommutation relations cause some changes in how
the time-ordered product and normal-ordered product are defined.
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Feynman rules for S matrix in momentum space:

The contribution of a given diagram to the matrix element

iM (kA, kB → kf) ,

is found by the following Feynman rules:

1. Each line =
i

p2−m2+iǫ

2. Each vertex = −iλ

3. External legs = 1

= 1

4. Choose the 4-momenta such that the momentum is conserved in vertices

5. Integrate over the undetermined momenta by
∫

d4p
(2π)4

6. Compute the weight factor

x y
p

z

p

p

Only consider fully connected and amputated diagrams.

3.6 Feynman rules involving fermions [Peskin 4.7]

The formula (3.114) to compute the scattering matrix is completely general,

but the Feynman rules depend on the content of the Hamiltonian. For

fermionic fields the anticommutation relations cause some changes in how

the time-ordered product and normal-ordered product are defined.

3-38



We already defined the time-ordered product in the case of two field operators,

T
[

ψα(x)ψβ(y)
]

=







ψα(x)ψβ(y) , x0 > y0

−ψβ(y)ψα(x) , y0 > x0
(3.133)

where α and β now refer to the spinor indices. This vacuum expectation

value corresponds to the Feynman propagator,

SF(x− y) = 〈0|Tψ(x)ψ(y)|0〉

≡ θ(x0 − y0)〈0|ψ(x)ψ(y)|0〉 − θ(y0 − x0)〈0|ψ(y)ψ(x)|0〉

=

∫

d4p

(2π)4
e−ip·(x−y)

i
(

/p+m
)

p2 −m2 + iǫ
.

In general, the time-ordered product for fermionic fields is defined as follows:

When x0i1 > x0i2 > · · · > x0in

T [ψ(x1)ψ(x2) · · ·ψ(xn)] ≡ (−1)Np ψ(xi1)ψ(xi2) · · ·ψ(xin) (3.134)

where Np is the number of anticommutations that is needed to bring the

fields into the correct time order. Here ψ = ψ, ψ (either ones or mixed).

For example, if x03 > x02 > x01, then

T [ψ(x1)ψ(x2)ψ(x3)] = (−1)3ψ(x3)ψ(x2)ψ(x1) .

The normal-ordered product is equipped with a similar sign convention,

N
[

ap1
ap2

a†p3

]

= (−1)2a†p3
ap1

ap2
= (−1)3a†p3

ap2
ap1

. (3.135)

It follows that

N [ψ(x1)ψ(x2) · · ·ψ(xn)] ≡ (−1)Np N [ψ(xi1)ψ(xi2) · · ·ψ(xin)] (3.136)

whereNp is again the number of anticommutations required to bring the fields

from the order ψ(x1)ψ(x2) · · ·ψ(xn) to the order ψ(xi1)ψ(xi2) · · ·ψ(xin).
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Let us split the Dirac quantum field

ψ(x) =

∫

d3p

(2π)3

√

1

2Ep

∑

s

[

ap,sus(p)e
−ip·x + b†p,svs(p)e

ip·x] , (3.137)

into two parts ψ(x) = ψ+(x) + ψ−(x) and ψ(x) = ψ
+
(x) + ψ

−
(x), where

ψ+(x) =

∫

d3p

(2π)3

√

1

2Ep

∑

s

ap,sus(p)e
−ip·x (3.138)

ψ−(x) =

∫

d3p

(2π)3

√

1

2Ep

∑

s

b†p,svs(p)e
ip·x

ψ
+
(x) =

∫

d3p

(2π)3

√

1

2Ep

∑

s

bp,svs(p)e
−ip·x

ψ
−
(x) =

∫

d3p

(2π)3

√

1

2Ep

∑

s

a†p,sus(p)e
ip·x .

Using the definitions of time- and normal-ordered products it is easy to see

that (Ex.)

T
[

ψ(x)ψ(y)
]

= N
[

ψ(x)ψ(y)
]

+ψ(x)ψ(y) , (3.139)

where the contraction between two spinor field is

ψ(x)ψ(y) ≡











{

ψ+(x) , ψ
−
(y)
}

, x0 > y0

−
{

ψ
+
(y) , ψ−(x)

}

, y0 > x0
(3.140)

= SF (x− y) ,

so the contraction again corresponds to the Feynman propagator. In addition,

T [ψ(x)ψ(y)] = N [ψ(x)ψ(y)] (3.141)

T
[

ψ(x)ψ(y)
]

= N
[

ψ(x)ψ(y)
]

,
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so that

ψ(x)ψ(y) =ψ(x)ψ(y) = 0 . (3.142)

The Wick’s theorem is almost identical as in the bosonic case:

T [ψ1 · · ·ψn] = N(ψ1 · · ·ψn) +
∑

perm.

(−1)Npψi1ψi2N(ψi3 · · ·ψin)

+
∑

perm.

(−1)Npψi1ψi2ψi3ψi4N(ψi5 · · ·ψin)

... (3.143)

+
∑

perm.

(−1)Npψi1ψi2 · · · ψin−1
ψin ,

where Np is again the number of anticommutatios required to bring the

fields from the order ψ1 · · ·ψn to the order in which they apperar in each

permutation.

3.6.1 The Yukawa theory

Historically, the Yukawa theory was used to model interactions between

pions and nucleons. In the Standard Model, the Higgs boson couples to

fermions via Yukawa coupling.

The Hamiltonian for the Yukawa theory is of the form,

H = HDirac +HKlein−Gordon + g

∫

d3xψ(x)ψ(x)φ(x) , (3.144)

where HDirac and HKlein−Gordon are the free-field Hamiltonians of Dirac and

(real) Klein-Gordon particles. Let us consider a fermion-fermion scattering:

f(p, sp) + f(k, sk) −→ f(p′, sp′) + f(k′, sk′) ,
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where we have indicated the momenta and spins of initial- and final-state

fermions. As diagrams, the lowest-order graphs are:

p

k

p ’

k ’

p p ’

k k ’

+

We will draw the fermions as lines including the so-called particle arrow, and

the scalar particles as dashed lines. The values for these (and many other)

diagrams stem from the expression

〈(p′, sp′); (k
′, sk′)|iT |(p, sp); (k, sk)〉 (3.145)

=
1

2!
〈(p′, sp′); (k

′, sk′)|T
[(

−ig
∫

d4xψxψxφx

)(

−ig
∫

d4yψyψyφy

)]

|(p, sp); (k, sk)〉

We use the Wick’s theorem,

T [φxφy] = N [φxφy] + φxφy (3.146)

T
[

ψxψxψyψy
]

= N
[

ψxψxψyψy
]

+ . . . (3.147)

In the case of fermion fields, the rest of the term will not produce connected

diagrams so we don’t need them. Also, in the case of scalar fields the

normally-ordered term yields zero (no external scalar particles now). The

relevant part thus shortens to

−g2
2!

∫

d4xd4y φxφy 〈(p′, sp′); (k
′, sk′)|N

[

ψxψxψyψy
]

|(p, sp); (k, sk)〉 .
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To continue, we open the normal-ordered product:

N
[

ψxψxψyψy
]

= N
[(

ψ
+

x + ψ
−
x

)

(

ψ+
x + ψ−

x

)

(

ψ
+

y + ψ
−
y

)

(

ψ+
y + ψ−

y

)

]

= ψ
+

xψ
+
x ψ

+

y ψ
+
y − ψ−

y ψ
+

xψ
+
x ψ

+

y + ψ
−
y ψ

+

xψ
+
x ψ

+
y

+ ψ
−
y ψ

−
y ψ

+

xψ
+
x − ψ−

x ψ
+

xψ
+

y ψ
+
y − ψ−

x ψ
−
y ψ

+

xψ
+

y

+ ψ−
x ψ

−
y ψ

+

xψ
+
y − ψ−

x ψ
−
y ψ

−
y ψ

+

x + ψ
−
xψ

+
x ψ

+

y ψ
+
y

+ ψ
−
xψ

−
y ψ

+
x ψ

+

y − ψ
−
xψ

−
y ψ

+
x ψ

+
y + ψ

−
xψ

−
y ψ

−
y ψ

+
x

+ ψ
−
xψ

−
x ψ

+

y ψ
+
y − ψ

−
xψ

−
x ψ

−
y ψ

+

y + ψ
−
xψ

−
x ψ

−
y ψ

+
y

+ ψ
−
xψ

−
x ψ

−
y ψ

−
y

Looks like a big mess. Well, let’s see what is ψ+
y |(p, sp); (k, sk)〉:

(ψ+
y )β|(p, sp); (k, sk)〉 = (ψ+

y )β
√

2Ep

√

2Eka
†
p,sp

a†k,sk|0〉 (3.148)

=

∫

d3p′

(2π)3

√

1

2Ep′

∑

s

ap′,s [us(p
′)]β e

−ip′·y√2Ep

√

2Eka
†
p,sp

a†k,sk|0〉

=
[

usp(p)
]

β
e−ip·y|(k, sk)〉 − [usk(k)]β e

−ik·y|(p, sp)〉 .

With the contraction notation this would be,

(ψ+
y )β|(p, sp); (k, sk)〉 =

[

usp(p)
]

β
e−ip·y|(k, sk)〉 (3.149)

(ψ+
y )β|(p, sp); (k, sk)〉 = − [usk(k)]β e

−ik·y|(p, sp)〉 , (3.150)

i.e. if we ”jump“ over one fermion in the contraction, we get a minus sign.

Let’s then hit this state with ψ+
x :

(ψ+
x )α(ψ

+
y )β|(p, sp); (k, sk)〉 = [usk(k)]α

[

usp(p)
]

β
e−ip·ye−ik·x|0〉

−
[

usp(p)
]

α
[usk(k)]β e

−ik·ye−ip·x|0〉 .
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And the same in the contraction notation:

(ψ+
x )α(ψ

+
y )β|(p, sp); (k, sk)〉 = [usk(k)]α

[

usp(p)
]

β
e−ip·ye−ik·x|0〉

(ψ+
x )α(ψ

+
y )β|(p, sp); (k, sk)〉 = −

[

usp(p)
]

α
[usk(k)]β e

−ik·ye−ip·x|0〉 .

Because this was a fermion state (no antifermions), ψ
+

y |(p, sp); (k, sk)〉 = 0.

In the same way,

〈(p′, sp′); (k
′, sk′)|(ψ

−
x )α(ψ

−
y )β = 〈0|

[

usp′(p
′)
]

α

[

usk′(k
′)
]

β
eik

′·yeip
′·x

− 〈0|
[

usk′(k
′)
]

α

[

usp′(p
′)
]

β
eip

′·yeik
′·x ,

or,

〈(p′, sp′); (k
′, sk′)|(ψ

−
x )α(ψ

−
y )β = 〈0|

[

usp′(p
′)
]

α

[

usk′(k
′)
]

β
eik

′·yeip
′·x

〈(p′, sp′); (k
′, sk′)|(ψ

−
x )α(ψ

−
y )β = −〈0|

[

usk′(k
′)
]

α

[

usp′(p
′)
]

β
eip

′·yeik
′·x .

Note the signs which follow from our convention (2.108) for multi-particle

Dirac states. Now 〈(p′, sp′); (k′, sk′)|ψ−
x = 0, because we have only fermions

in our final state. Thus, from the 16 terms in the normally ordered product,

only the term −ψ−
xψ

−
y ψ

+
x ψ

+
y gives something non zero. Our scattering
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amplitude goes now into the form,

g2

2!

∫

d4xd4y φxφy 〈(p′, sp′); (k
′, sk′)|(ψ

−
x )α(ψ

−
y )β(ψ

+
x )α(ψ

+
y )β|(p, sp); (k, sk)〉

=
g2

2!

∫

d4xd4y

∫

d4q

(2π)4
e−iq·(x−y)

i

q2 −m2
φ + iǫ

(3.151)

[

[

usp′(p
′)
]

α

[

usk′(k
′)
]

β
eik

′·yeip
′·x −

[

usk′(k
′)
]

α

[

usp′(p
′)
]

β
eip

′·yeik
′·x
]

[

[usk(k)]α
[

usp(p)
]

β
e−ip·ye−ik·x −

[

usp(p)
]

α
[usk(k)]β e

−ik·ye−ip·x
]

=
g2

2!

∫

d4xd4y

∫

d4q

(2π)4
e−iq·(x−y)

i

q2 −m2
φ + iǫ

{

−
[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

eik
′·yeip

′·xe−ik·ye−ip·x

−
[

usp′(p
′)usp(p)

] [

usk′(k
′)usk(k)

]

eip
′·yeik

′·xe−ip·ye−ik·x

+
[

usk′(k
′)usp(p)

] [

usp′(p
′)usk(k)

]

eip
′·yeik

′·xe−ik·ye−ip·x

+
[

usp′(p
′)usk(k)

] [

usk′(k
′)usp(p)

]

eik
′·yeip

′·xe−ip·ye−ik·x
}

=
g2

2!

∫

d4xd4y

∫

d4q

(2π)4
i

q2 −m2
φ + iǫ

{

−
[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

ei(k
′−k+q)·yei(p

′−p−q)·x

−
[

usp′(p
′)usp(p)

] [

usk′(k
′)usk(k)

]

ei(p
′−p+q)·yei(k

′−k−q)·x

+
[

usk′(k
′)usp(p)

] [

usp′(p
′)usk(k)

]

ei(p
′−k+q)·yei(k

′−p−q)·x

+
[

usp′(p
′)usk(k)

] [

usk′(k
′)usp(p)

]

ei(k
′−p+q)·yei(p

′−k−q)·x
}

.

In the contraction notation, the first term is

(−ig)2
2!

∫

d4xd4y〈(p′, sp′); (k
′, sk′)|

(

ψxψxφx
) (

ψyψyφy
)

|(p, sp); (k, sk)〉

It takes two fermionic anticommutations to bring the fields that are con-
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tracted next to each other, so the overall sign is (−i)2 = −1. Doing the x-

ja y integrals we get δ-functions,

g2

2!
(2π)8

∫

d4q

(2π)4
i

q2 −m2
φ + iǫ

{

−
[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

δ(4)(k′ − k + q)δ(4)(p′ − p− q)

−
[

usp′(p
′)usp(p)

] [

usk′(k
′)usk(k)

]

δ(4)(p′ − p+ q)δ(4)(k′ − k − q)

+
[

usk′(k
′)usp(p)

] [

usp′(p
′)usk(k)

]

δ(4)(p′ − k + q)δ(4)(k′ − p− q)

+
[

usp′(p
′)usk(k)

] [

usk′(k
′)usp(p)

]

δ(4)(k′ − p+ q)δ(4)(p′ − k − q)
}

= g2 (2π)4δ(4)(k + p− k′ − p′)

{

−i
(k′ − k)2 −m2

φ + iǫ

[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

(3.152)

+
i

(k′ − p)2 −m2
φ + iǫ

[

usk′(k
′)usp(p)

] [

usp′(p
′)usk(k)

]

}

The δ function that conserves the overall momentum again appears as a

multiplicative front factor, and we can identify our final matrix element,

iMff→ff = g2

{

−i
(k′ − k)2 −m2

φ

[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

+
i

(k′ − p)2 −m2
φ

[

usk′(k
′)usp(p)

] [

usp′(p
′)usk(k)

]

}

.

The first term corresponds to the ”direct“ diagram and the second one to

the one in which the final-state fermions are ”crossed“. The relative minus

sign is important and is a reflection of the anticommutation relations for

fermions. In general, if two given diagrams differ only by an interchange of

two identical fermions, there is a relative sign difference between the two

diagrams.
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The same calculation in the case of antifermion scattering gives a similar

result,

iMff→ff = g2

{

−i
(k′ − k)2 −m2

φ

[

vsk(k)vsk′(k
′)
] [

vsp(p)vsp′(p
′)
]

+
i

(k′ − p)2 −m2
φ

[

vsp(p)vsk′(k
′)
] [

vsk(k)vsp′(p
′)
]

}

.

p

k

p ’

k ’

p p ’

k k ’

+

We see that external fermion legs are represented in matrix elements by u

and v spinors, each vertex yields −ig, and internal scalar lines correspond

to Klein-Gordon propagators. An internal fermion line yields analogously a

fermion propagator. To get convinced about this, we can consider a process,

f(p, sp) + f(k, sk) −→ φ(p′) + φ(k′) .

p

k

p ’

k ’

p p ’

k k ’

+

p
−

p
’

p
’−

k

It’s left as an exercise to shows that these diagrams correspond to an

expression:

iMff→φφ = −g2 vsk(k)
[

i
(

/p− /p′ +m
)

(p− p′)2 −m2
f

+
i
(

/p′ − /k +m
)

(p′ − k)2 −m2
f

]

usp(p) .

(3.153)
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The momentum appearing in the Fermion propagator is always

in the direction of the particle line. Along with these explicit calcu-

lations, we can write down the Feynman rules for the Yukawa theory (in

momentum space):
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Feynman rules for Yukawa theory:

The matrix element iM (kA, kB → kf) , of a given diagram is obtained by:

1. Each scalar line =
i

p2−m2+iǫ

2. Each fermion line =
i(/p+m)

p2−m2+iǫ

3. Each vertex = −ig

4. External scalar leg = 1

5. Initial-state fermions = us(p)

= vs(p)

6. Final-state fermions = us(p)

= vs(p)

7. Choose the 4-momenta such that the momentum is conserved in vertices

8. Integrate over undetermined momenta with weight
∫

d4p
(2π)4

9. Compute the weight factor (including signs)

p

p

p p

=

p

p

p

p
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Yukawa potential:

In the non-relativistic limit |p| ≪ m the inter-fermion interaction can also

be described with a time-independent potential. For simplicity, we consider

here scattering between two distinguishable fermions:

fA(p, sp) + fB(k, sk) −→ fA(p
′, sp′) + fB(k

′, sk′) .

The Yukawa interaction part of the Hamiltonian is thus of the form,

Hint = g

∫

d3x
[

ψA(x)ψA(x) + ψB(x)ψB(x)
]

φ(x) . (3.154)

In the lowest order, the S-matrix element contains only one term which we

can read off from Eq. (3.152),

〈p′
A;k

′
B|S|pA;kB〉 = g2 (2π)4δ(4)(k + p− k′ − p′)

{

−i
(k′ − k)2 −m2

φ + iǫ

[

uBsk′(k
′)uBsk(k)

] [

uAsp′(p
′)uAsp(p)

]

}

. (3.155)

In the non-relativistic limit the spinors in the Dirac representation are

particularly simple,

us(p) ≈
√
2m

(

I

0

)

ξs (3.156)

us(p) = u†s(p)γ
0 ≈

√
2mξ†s

(

I 0
)

(

I 0

0 −I

)

=
√
2mξ†s

(

I 0
)

.

In addition, if the A and B particles have the same mass, mA = mB = m,

then

(k′ − k)2 ≈ −|k′ − k|2 . (3.157)

In total,

〈p′
A;k

′
B|S|pA;kB〉 ≈ (2π)4δ(4)(k + p− k′ − p′)

[

ig2

|k′ − k|2 +m2
φ

(2m)δsk,sk′(2m)δsp,sp′

]

. (3.158)
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From this we see that at the extreme non-relativistic limit the spin states of

the fermions do not change.

When modeling the interaction with a time-independent potential V(x),
the strength of the interaction depends only of the mutual spatial distance

between the particles. The interaction term is thus of the general form,

Hint,V =

∫

d3xd3y
[

ψA(t,x)ψA(t,x)
] [

ψB(t,y)ψB(t,y)
]

V(x− y)

(3.159)

If V(|x − y|) ∝ δ(3)(x − y) this would be a local interaction term for 4

fermions – in other cases the range of the interaction is broader. We will

draw this as,

p

k

p ’

k ’

V

In the lowest order the scattering amplitude is then

〈p′
A;k

′
B|iT |pA;kB〉 = −i

∫

d4xd4y δ
(

x0 − y0
)

(3.160)

〈p′
A;k

′
B|T

{ [

ψA(x)ψA(x)
] [

ψB(y)ψB(y)
]

V(x− y)
}

|pA;kB〉 .

Only one contraction is possible:

〈p′
A;k

′
B|
[

ψA(x)ψA(x)
] [

ψB(y)ψB(y)
]

|pA;kB〉

=
[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

eiy·k
′

eix·p
′

e−iy·ke−ix·p . (3.161)

Writing the δ function as an integral representation,

δ
(

x0 − y0
)

=

∫

dq0

2π
e−iq

0(x0−y0) , (3.162)

3-51



and expressing the potential V as its Fourer transform,

V(x− y) =

∫

d3q

(2π)3
eiq·(x−y)V(q) , (3.163)

we get the scattering amplitude into a form

〈p′
A;k

′
B|iT |pA;kB〉 = −i

∫

d4q

(2π)4
d4xd4y V(q) (3.164)

×
[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

eiy·(k
′−k+q)eix·(p

′−p−q)

=
[

usk′(k
′)usk(k)

] [

usp′(p
′)usp(p)

]

[−iV(k− k′)] (2π)4δ(4) (k + p− k′ − p′)

≈ (2m)δsk,sk′(2m)δsp,sp′ [−iV(k− k′)] (2π)4δ(4) (k + p− k′ − p′)

Comparing this to Eq. (3.158), we find a correspondence

V(q) = −g2
|q|2 +m2

φ

. (3.165)

We can get back to the position space by making an inverse Fourier trans-

formation (Ex.),

V(r) =
∫

d3q

(2π)3
eiq·rV(q) = · · · = −g2

4π

e−mφ|r|

|r| . (3.166)

From the minus sign we can conclude that the obtained potential is con-

fining/attractive. In fact, the Yukawa potential is attractive for all,

fermion-fermion, fermion-antifermion and antifermion-antifermion interac-

tions. Because of the exponential factor, the range of the Yukawa interaction

can be very short and at some point it was a candidate for the theory of the

strong interaction.
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4 Quantization of Electrodynamics [Peskin 4.8]

The Quantum Electrodynamics – QED – quantizes the electromagnetic field.

We begin the discussion here by briefly recalling the Maxwell’s equations.

4.1 Maxwell’s equations in covariant form

The classical electromagnetic field obeys the Maxwell equations:

∇ · E = ρ (4.1)

∇× E+
∂B

∂t
= 0 (4.2)

∇ ·B = 0 (4.3)

∇×B− ∂E

∂t
= j , (4.4)

where ρ is the charge density and j the current density. The electric and

magnetic fields (E and B) have both three components, so 6 components

in total. However, Eqs. (4.2) and (4.3) both set one condition on the fields

so the the number of independent components is reduced to 4. Thus the E

and B fields have in total 4 independent degrees of freedom. We can thus

pack all the information into a 4-potential Aµ ≡ (A0,A) from which the

electric and magnetic fields are obtained as,

E = −∇A0 − ∂A

∂t
(4.5)

B = ∇×A . (4.6)

If we still define a 4-current jµ ≡ (ρ, j), the Maxwell equations can be

written as

∂ν∂
νAµ − ∂µ (∂νA

ν) = jµ . (4.7)

4-0



Still more compact form is reached by defining the antisymmetric field-

strength tensor

F µν ≡ ∂µAν − ∂νAµ =











0 −E1 −E2 −E3

E1 0 −B3 B2

E2 B3 0 −B1

E3 −B2 B1 0











. (4.8)

Using this object we can express the Maxwell’s equations in a very short

form,

∂µF
µν = jν . (4.9)

We can also derive the Maxwell’s equations as Euler-Lagrange equations

starting from the Lagrange density,

LMaxwell = −1

4
FµνF

µν − jµAµ . (4.10)

Demanding that the Lagrangian transforms as a scalar function or – equiva-

lently – that the Maxwell’s equations are covariant under Lorentz transfor-

mation, one can show that the Aµ and jµ must transform as four vectors.

That is, we can raise and lower the indices of Aµ, jµ and F µν with the

metric tensor gµν .

4.1.1 Gauge freedom

A given 4-potential Aµ uniquely sets the values of electric and magnetic

fields by mappings (4.5) and (4.6). However, these mapping are not injective

so more than one 4-potential Aµ corresponds to the same E and B fields.

Indeed, it is easy to show that the E and B fields, as well as the Maxwell’s

equations remain unchanged under a gauge transformation,

Aµ(x) −→ A′µ(x) = Aµ(x) + ∂µχ(x) , (4.11)

where χ(x) is an arbitrary function of x. The exact way we choose χ(x)

sets the gauge. For example the choice

χ(x) =

∫

dx′3θ(x3 − x′3)A3(x0, x1, x2, x′3) , (4.12)

is equivalent with a gauge condition

A′3(x) = 0 , (4.13)
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which is one of the so-called axial gauges. Since a particular direction is

preferred, this is not a Lorentz-invariant gauge condition. A Lorentz-invariant

gauge condition is

∂µA
µ = 0 , (4.14)

which sets the Lorenz gauge (no letter ”t“ here). In practical calculations

we always have to choose the gauge. If no gauge is chosen, difficulties (=in-

finities) are met which stem from counting repeatedly physically equivalent

configurations of the Aµ field. In principle, all gauge choices lead to the

same result for physical observables.

Let’s now solve the Maxwell’s equations (4.7) in the case of free field, jµ = 0.

We write (a Fourier transform),

Aµ(x) =

∫

d4q

(2π)4
e−iq·x

[

ǫµq + ǫ∗µ−q
]

, A∗µ(x) = Aµ(x) (4.15)

where ǫµq is called a polarization vector. This leads to a condition,

−q2 ǫµq + qµ(q · ǫq) = 0 , (4.16)

so q2 = 0 and q · ǫ = 0. Since q2 = 0, the quantum of the Maxwell’s field –

photon – is massless. If we now choose the Coulomb gauge, ∇ ·A = 0,

we get an extra condition,

q · ǫq = 0. (4.17)

From Eq. (4.17) we see that the polarization vector is transverse to

the photon momentum. There are thus 2 independent polarization

vectors, ǫq,1, ǫq,2. By convention, they have been normalized such that

ǫq,λ · ǫ∗q,λ = −1. If the photon travels into the z direction, we can choose

e.g.

ǫ1 = (0, 1, 0, 0) , ǫ2 = (0, 0, 1, 0) . (4.18)

they correspond to the linear polarization. From the viewpoint of spin

properties a useful choice is

ǫR =
1√
2
(0, 1, i, 0) , ǫL =

1√
2
(0, 1,−i, 0) . (4.19)
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which correspond to right- and left-handed circular polarization.

Often it is not necessary to use explicit polarization vectors in calculations

but the polarization sum can be used instead (Ex.),

∑

λ=1,2

ǫµk,λǫ
∗ν
k,λ = −gµν + kµk

ν
+ kνk

µ

k · k
(4.20)

k = (k0,−k) .

4.2 Quantization of free photon field in Coulomb

gauge

Let us stick to the Coulomb gauge and try to quantize the free electromag-

netic field. The Lagrange density which leads to the Maxwell’s equations

(4.9) is

L = −1

4
FµνF

µν =
1

2

(

E2 −B2
)

=
1

2

(

Ȧ2 −B2
)

, (4.21)

where in the last equality we used the fact that A0 = 0 in the Coulomb

gauge, Ei = −Ȧi − ∂iA0 = −Ȧi. The conjugated momentum densities

corresponding to Aµ are

π0(x) =
∂L
∂Ȧ0

= 0 (4.22)

πi(x) =
∂L
∂Ȧi

= Ȧi ,

so we get the Hamiltonian function,

H =

∫

d3x
(

πiȦi − L
)

=

∫

d3x
1

2

(

Ȧ2 +B2
)

. (4.23)

Based on our earlier experience, we write the quantized free fields directly

as a linear combination of the plane-wave solutions:
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Aµ(x) =

∫

d3p

(2π)3

√

1

2Ep

2
∑

λ=1

[

ap,λǫ
µ
p,λe

−ip·x + a†p,λǫ
µ∗
p,λe

ip·x
]

(4.24)

Ȧµ(x) =

∫

d3p

(2π)3
(−i)

√

Ep

2

2
∑

λ=1

[

ap,λǫ
µ
p,λe

−ip·x − a†p,λǫ
µ∗
p,λe

ip·x
]

, (4.25)

where A0 = Ȧ0(x) = 0. Note that, by construction, the Aµ field is

Hermitean as it should be. We postulate the commutation relations for the

creation and annihilations operators,

[ap,i, ak,j] = [a†p,i, a
†
k,j] = 0 , (4.26)

[ap,i, a
†
k,j] = (2π)3δ(3)(p− k)δij , (4.27)

as in the Klein-Gordon case. Using these commutation relations it is

straightforward to compute the field commutators (Ex.),

[Aµ(t,x), Aν(t,y)] =
[

Ȧµ(t,x), Ȧν(t,y)
]

= 0 (4.28)

[

Aµ(t,x), Ȧν(t,y)
]

= i

∫

d3p

(2π)3
eip·(x−y)

(

−gµν + pµpν + pνpµ

p · p

)

.

We see that the commutation relation is now a bit different than in the

case of scalar fields. Without the tensor structure the result would be just

iδ(3)(x−y). However, to fullfill the Coulomb condition ∇·A = 0 and that

the right-hand side is zero if either µ = 0 or ν = 0, the tensor structure is

necessary. Note also that [Ai(t,x), Ȧj(t,y)] 6= 0.

With the expansions (4.24) and (4.25) in Eq. (4.23) we get the Hamiltonian

operator (Ex.),

H =
∑

λ=1,2

∫

d3p

(2π)3
Ep a

†
p,λap,λ . (4.29)
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This is of the same form as in the real Klein-Gordon field. As earlier with

scalar fields, we can deduce that the theory again has a vacuum |0〉, which

ap,λ annihilates, ap,λ|0〉 = 0. The other momentum eigenstates can be

obtained by operating on the vacuum with a†p,λ.

The Feynman propagator of the photon field is defined as a time-ordered

product (Ex.):

DCoulomb
F,µν (x− y) ≡ 〈0|T [Aµ(x)Aν(y)] |0〉 (4.30)

≡ θ(x0 − y0)〈0|Aµ(x)Aν(y)|0〉+ θ(y0 − x0)〈0|Aν(y)Aµ(x)|0〉

=

∫

d4p

(2π)4
i

p2 + iǫ
e−ip·(x−y)

[

−gµν +
pµpν + pνpµ
p · p− p2

−
(pµ + pµ)(pν + pν)

p · p− p2
p2

p · p+ p2

]

.

The polarization part look a bit more complicated as in Eq. (4.20). The

difference is superficial and stems from the fact that in (4.20) the photons

are on mass shell, p2 = 0, but in the integral above p2 6= 0. Component

by component the polarization part is, however, exactly the same as in

Eq. (4.20) it has just been written in a different way. Speaking of which, an

alternative way to write the polarization part is,

−gµν −
pµpν

(p · n)2 − p2
+

(p · n)(pµnν + pνnµ)

(p · n)2 − p2
− p2nµnν

(p · n)2 − p2
, (4.31)

where n = (1, 0, 0, 0). We will meet this form later on.

All in all, we get quite sensible quantization for the electromagnetic field in

the Coulomb gauge. The only difficulty is that the Coulomb gauge is not

explicitly Lorentz invariant, but certain directions are special (A0 = 0). This

will cause some trouble when we next couple the photon field with fermions.

4-5



4.3 QED in the Coulomb gauge

We define the QED by the Lagrange density,

LQED = −1

4
FµνF

µν + ψ
(

i/∂ −m
)

ψ − eψγµψAµ . (4.32)

Here we have first the free photon and Dirac field Lagrangians, and then

the interaction term with coupling constant e. The last two terms are often

written together with the aid of covariant derivative,

ψ
(

i/∂ −m
)

ψ − eψγµψAµ = ψ
(

i /D −m
)

ψ (4.33)

Dµ = ∂µ + ieAµ . (4.34)

For LQED to be gauge invariant (similarly as the free-photon Lagrangian is),

also the fermion field must change in under a gauge transformation. If we

extend the gauge transformation to the fermion fields in the form,

Aµ(x) −→ A′µ(x) = Aµ(x) + ∂µχ(x) (4.35)

ψ(x) −→ ψ′(x) = e−ieχ(x)ψ(x) (4.36)

ψ(x) −→ ψ
′
(x) = e+ieχ(x)ψ(x) , (4.37)

we see that /Dψ transforms as ψ:

Dµψ(x) = (∂µ + ieAµ)ψ(x) (4.38)

−→ [∂µ + ieAµ + ie∂µχ(x)] e−ieχ(x)ψ(x)

= e−ieχ(x) [∂µ + ieAµ + ie∂µχ(x)]ψ(x)− iee−ieχ(x)∂µχ(x)ψ(x)

= e−ieχ(x) [∂µ + ieAµ]ψ(x) = e−ieχ(x)Dµψ(x) .

Thus the gauge transformation as defined above is a symmetry of the La-

grangian density (4.32).
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Comparing the Lagrangian (4.32) to the more general form (4.10), we have

the QED equations of motion

∂µF
µν = jν , jµ = +eψγµψ . (4.39)

from the Maxwell’s equation we know that j0 represents the charge density,

so the coupling constant e clearly represents the electric charge of the fermion.

As in the free field case, the conjugated momentum density for the zeroth

component of the A field is zero, ∂LQED/∂Ȧ0 = 0. Thus it’s not a

dynamical component and can be solved form the equation of motion,

∂µF
µ0 = j0:

∂µF
µ0 = ∂µ

(

∂µA0 − ∂0Aµ
)

(4.40)

= ∂0∂
0A0 + ∂i∂

iA0 − ∂0∂0A
0 − ∂0∂iA

i

= ∂i∂
iA0 = −∇2A0

=⇒ −∇2A0 = eψγ0ψ = eψ†ψ , (4.41)

where we used the Coulomb-gauge condition ∇ · A = 0. Using the δ

function identity

∇2
x

(

1

|x− y|

)

= −4πδ(3) (x− y) , (4.42)

we have the following solution for A0,

A0(x) = e

∫

d3x′
ψ†(x0,x′)ψ(x0,x′)

4π|x− x′| . (4.43)

Let’s now massage a little bit the free-field part (4.21) of the QED La-

grangian,

∫

d3x
1

2

(

E2 −B2
)

=

∫

d3x
1

2

[(

∇A0 +
∂A

∂t

)

·
(

∇A0 +
∂A

∂t

)

−B2

]

=

∫

d3x
1

2

[

∇A0 · ∇A0 + Ȧ · Ȧ+ 2∇A0 · Ȧ−B2
]

.

4-7



The term 2∇A0 · Ȧ vanishes in the Coulomb gauge by partial integration.

Also the first term can be integrated by parts:
∫

d3x∂iA
0∂iA

0 =

∫

d3x
[

∂i
(

A0∂iA
0
)

− A0∂i∂iA
0
]

(4.44)

=

∫

d3x
[

−A0∇2A0
]

.

Substituting here our solution for the A0 component we eventually get,
∫

d3x
1

2

(

E2 −B2
)

(4.45)

=

∫

d3x
1

2

[

Ȧ · Ȧ−B2 + e2
∫

d3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

]

.

The full QED Lagrange function takes now the form,

LQED =

∫

d3x

[

1

2

(

Ȧ · Ȧ−B2
)

+ ψ
(

i/∂ −m
)

ψ − eψγiψAi (4.46)

−e
2

2

∫

d3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

]

.

As a result of this drudgery, the first part (Ȧ ·Ȧ−B2)/2 is exactly the same

as in the case of free photon field (4.21), but the interaction terms look

awkward. The last term corresponds to a non-local interaction since

two different space-time points appear in the same term of the Lagrangian.

The original Lagrangian (4.32) was completely local so the non-local term

is just an illusion and originates from the gauge choice.

The conjugated momentum densities for the fields Aµ and ψ are now,

π0(x) =
∂LQED

∂Ȧ0

= 0 (4.47)

πi(x) =
∂LQED

∂Ȧi

= Ȧi

πψ(x) =
∂LQED

∂ψ̇
= iψ† ,
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which are clearly the same as in the free-field case, see (4.22) and (2.68).

The Hamiltonian function is therefore,

H =

∫

d3x
[

πiȦi + πψψ̇ − LQED

]

(4.48)

=

∫

d3x

[

Ȧ2 + iψ†∂0ψ − 1

2

(

Ȧ · Ȧ−B2
)

− ψ
(

i/∂ −m
)

ψ

+ eψγiψAi +
e2

2

∫

d3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

]

=

∫

d3x

[

1

2

(

Ȧ · Ȧ+B2
)

− ψ
(

iγi∂i −m
)

ψ

+ eψγiψAi +
e2

2

∫

d3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

]

.

Comparing to formulae (4.23) and (2.70), the Hamiltonian splits into fol-

lowing pieces,

H = HMaxwell +HDirac +Hint (4.49)

Hint =

∫

d3x

[

eψγiψAi +
e2

2

∫

d3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

]

.

The Feynman rules can be obtained by considering some specific scattering

process. Let’s concentrate on the case (which we already considered in the

Yukawa case),

f(p, sp) + f(k, sk) −→ f(p′, sp′) + f(k′, sk′) .
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Using Hint above, we can expand the S matrix up to order e2:

〈(p′, sp′); (k
′, sk′)|S|(p, sp); (k, sk)〉 (4.50)

= 〈(p′, sp′); (k
′, sk′)|T exp

[

−i
∫

dtHI

]

|(p, sp); (k, sk)〉

= 〈(p′, sp′); (k
′, sk′)|T

[

1

1!

−ie2
2

∫

d4xd3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

+
1

2!
(−ie)2

∫

d4xd4y
(

ψxγ
iψxAi(x)

) (

ψyγ
iψyAi(y)

)

]

|(p, sp); (k, sk)〉

+O(e3) .

Let’s now work on the first term. First, trivially,
∫

d3x′
ψ†(x0,x′)ψ(x0,x′)

4π|x− x′| =

∫

d4x′
ψ†(x′)ψ(x′)

4π|x− x′| δ
(

x0 − x′0
)

. (4.51)

Using the Fourier transformation (in distribution sense),

1

4π|x| =
∫

d3p

(2π)3
eip·x

|p|2 . (4.52)

we end up with,
∫

d3x′
ψ†(x0,x′)ψ(x0,x′)

4π|x− x′| =

∫

d4x′
∫

d4q

(2π)4
e−iq·(x−x

′)

|q|2 ψ†(x′)ψ(x′) .

Using now the vector n defined earlier, n = (1, 0, 0, 0), the first term of the

S matrix can be written as,

K1 =T

[

1

1!

−ie2
2

∫

d4xd3x′
ψ†(x)ψ(x)ψ†(x0,x′)ψ(x0,x′)

4π|x− x′|

]

(4.53)

=T

{

(−ie)2
2!

∫

d4xd4x′
[

ψ(x)γ0ψ(x)
] [

ψ(x′)γ0ψ(x′)
]

}

×
∫

d4q

(2π)4
i

q2 + iǫ
e−iq·(x−x

′)

[

q2n0n0
(q · n)2 − q2

]

=T

{

(−ie)2
2!

∫

d4xd4x′
[

ψ(x)γµψ(x)
] [

ψ(x′)γνψ(x′)
]

}

×
∫

d4q

(2π)4
i

q2 + iǫ
e−iq·(x−x

′)

[

q2nµnν
(q · n)2 − q2

]

,
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in the last step we simply added zero since all but the µ = ν = 0 case

vanish. Let’s then open the second term in the scattering matrix:

K2 =T

{

1

2!
(−ie)2

∫

d4xd4y
[

ψxγ
iψxAi(x)

] [

ψyγ
jψyAj(y)

]

}

(4.54)

=T

{

1

2!
(−ie)2

∫

d4xd4y
[

ψxγ
iψx
] [

ψyγ
jψy
]

}

Ai(x)Aj(y)

=T

{

1

2!
(−ie)2

∫

d4xd4y
[

ψxγ
iψx
] [

ψyγ
iψy
]

}∫

d4q

(2π)4
i

q2 + iǫ
e−iq·(x−y)

×
[

−gij −
qiqj

(q · n)2 − q2
+

(q · n)(qinj + qjni)

(q · n)2 − q2
− q2ninj

(q · n)2 − q2

]

,

=T

{

1

2!
(−ie)2

∫

d4xd4y
[

ψxγ
µψx
] [

ψyγ
νψy
]

}∫

d4q

(2π)4
i

q2 + iǫ
e−iq·(x−y)

×
[

−gµν −
qµqν

(q · n)2 − q2
+

(q · n)(qµnν + qνnµ)

(q · n)2 − q2
− q2nµnν

(q · n)2 − q2

]

.

In the last step we again added zero since the polarization part vanishes if

either µ = 0 or ν = 0. Astonishingly, both contributions are of the same

form and we can thus sum them together,

K1 +K2 =T

{

1

2!
(−ie)2

∫

d4xd4y
[

ψxγ
µψx
] [

ψyγ
νψy
]

}

(4.55)

×
∫

d4q

(2π)4
i

q2 + iǫ
e−iq·(x−y)

[

−gµν −
qµqν

(q · n)2 − q2
+

(q · n)(qµnν + qνnµ)

(q · n)2 − q2

]

.

Effectively on the last part of the Coulomb propagator dropped away. Thus,

effectively,

DCoulomb
F,µν (x− y) =

∫

d4p

(2π)4
e−ip·(x−y)DCoulomb

F,µν (p) (4.56)

DCoulomb
F,µν (p) =

i

p2 + iǫ

[

−gµν −
pµpν

(p · n)2 − p2
+

(p · n)(pµnν + pνnµ)

(p · n)2 − p2

]

From here, the calculation goes almost identically as in the Yukawa case.
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The final matrix elements reads

iMff→ff = e2
{

−DCoulomb
µν (k′ − k)

[

usk′(k
′)γνusk(k)

] [

usp′(p
′)γµusp(p)

]

+ DCoulomb
µν (k′ − p)

[

usk′(k
′)γµusp(p)

] [

usp′(p
′)γνusk(k)

]}

,

which correspond to the diagrams,

p

k

p ’

k ’

p p ’

k k ’

+

k
−

k
’

k
’−

p

In the case of external photons,

[Aµ(x)]+ |(k, λk)〉 =
∫

d3p

(2π)3

√

1

2Ep

2
∑

λ=1

ap,λǫ
µ
p,λe

−ip·x√2Eka
†
k,λk

|0〉

= e−ik·x ǫµk,λk|0〉 , (4.57)

〈(k, λk)| [Aµ(x)]− = 〈0|ak,λk
√

2Ek

∫

d3p

(2π)3

√

1

2Ep

2
∑

λ=1

a†p,λ(ǫ
µ
p,λ)

∗eip·x

= 〈0|eik·x (ǫµk,λk)
∗ , (4.58)

so the extrenal photon legs give polarization vectors, ǫµp,λ from the initial

state and ǫ∗µp,λ from the final state.
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We can deduce the Coulomb-gauge Feynman rules for QED:

• Photon propagator

µ ν = i
p2+iǫ

[

−gµν − pµpν
(p·n)2−p2 +

(p·n)(pµnν+pνnµ)
(p·n)2−p2

]

p

• Vertex = −ieγµ

• Initial-state photon µ, λ = ǫµ,λ

• Final-state photon µ, λ = ǫ∗µ,λ

p

p

In the case of Klein-Gordon and Dirac fields we saw that the propagators

are essentially Green’s functions of the differential operator appearing in the

free-field equation of motion. After all the shuffling we just did it may not be

completely clear whether such a simple principle still works. But it does. To

see the correspondence we must impose the boundary condition ∇ ·A = 0

by the method of Lagrange multipliers. In the case of Coulomb gauge

we would define the Lagrangian as,

LCoulomb = −1

4
FµνF

µν − 1

2α
(∇ ·A)2 , (4.59)

where the last term restricts (as one also demands ∂L/∂(1/α) = 0) the

solutions of the Euler-Lagrange equations to the cases in which ∇ ·A = 0.

The factor 1/2α is formally a Lagrange multiplier. We first rewrite the

above Lagrangian as

LCoulomb = −1

4
FµνF

µν − 1

2α
[(∂µ − nµn · ∂)Aµ]2 , (4.60)

where we again used the vector n = (1, 0, 0, 0). From this we get the

Euler-Lagrange equations of motion
{

∂β∂
βgαµ − ∂µ∂α +

1

α
[∂α − nα(n · ∂)] [∂µ − nµ(n · ∂)]

}

Aµ(x) = 0 .

(4.61)
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The Green’s function of the differential operator appearing in the equation

above can be solved from,
{

∂β∂
βgαµ − ∂µ∂α +

1

α
[∂α − nα(n · ∂)] [∂µ − nµ(n · ∂)]

}

Dµν(x− y)

= iδαν δ
(4) (x− y) . (4.62)

We first write Dµν(x− y) as a Fourier transformation,

Dµν(x− y) =

∫

d4p

(2π)4
e−ip·xDµν(p) , (4.63)

so that we need to solve
{

−p2gαµ + pµpα − 1

α
[pα − nα(n · p)] [pµ − nµ(n · p)]

}

Dµν(p) = iδαν .

The solution is

Dµν(p) =
i

p2

[

−gµν −
pµpν

(p · n)2 − p2
+

(p · n) (pµnν + pνnµ)

(p · n)2 − p2

−α p2pµpν

[(p · n)2 − p2]2

]

. (4.64)

In the limit α → 0, the expression agrees exactly (modulo the +iǫ prescrip-

tion) with the effective Coulomb-gauge propagator (4.56) we found earlier.

In principle the factor α – the gauge parameter as we call it in this

context – can be freely chosen. The scattering matrices will not depend on

the value of α we choose.

4.4 Coulomb potential

Let us now return for a moment to the elastic fermion-fermion scattering in

QED. The matrix elements for scattering of two distinguishable fermions of

the same charge is

iMfAfB→fAfB = (4.65)

e2
{

−DCoulomb
µν (k′ − k)

[

uAsp′(p
′)γµuAsp(p)

] [

uBsk′(k
′)γνuBsk(k)

]}

.
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The Green’s function of the differential operator appearing in the equation

above can be solved from,
{

∂β∂
βgαµ − ∂µ∂α +

1

α
[∂α − nα(n · ∂)] [∂µ − nµ(n · ∂)]

}

Dµν(x− y)

= iδαν δ
(4) (x− y) . (4.62)

We first write Dµν(x− y) as a Fourier transformation,

Dµν(x− y) =

∫

d4p

(2π)4
e−ip·xDµν(p) , (4.63)

so that we need to solve
{

−p2gαµ + pµpα − 1

α
[pα − nα(n · p)] [pµ − nµ(n · p)]

}

Dµν(p) = iδαν .

The solution is

Dµν(p) =
i

p2

[

−gµν −
pµpν

(p · n)2 − p2
+

(p · n) (pµnν + pνnµ)

(p · n)2 − p2

−α p2pµpν

[(p · n)2 − p2]2

]

. (4.64)

In the limit α → 0, the expression agrees exactly (modulo the +iǫ prescrip-

tion) with the effective Coulomb-gauge propagator (4.56) we found earlier.

In principle the factor α – the gauge parameter as we call it in this

context – can be freely chosen. The scattering matrices will not depend on

the value of α we choose.

4.4 Coulomb potential

Let us now return for a moment to the elastic fermion-fermion scattering in

QED. The matrix elements for scattering of two distinguishable fermions of

the same charge is

iMfAfB→fAfB = (4.65)

e2
{

−DCoulomb
µν (k′ − k)

[

uAsp′(p
′)γµuAsp(p)

] [

uBsk′(k
′)γνuBsk(k)

]}

.
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The strucure of the matrix element is now a bit more complicated than in

the corresponding Yukawa calculation. However, we can easily check that

the terms proportional to the factor

(k′µ − kµ) = (pµ − p′µ) ,

in the propagator DCoulomb
µν (k′ − k) can be thrown away. Indeed,

uAsp′(p
′)
[

/p
′ − /p

]

uAsp(p) = uAsp′(p
′) [m−m] uAsp(p) = 0 , (4.66)

where we used the Dirac equation (2.11) in the momentum space,
(

/p−m
)

uAsp(p) = 0 , (4.67)

uAsp(p)
(

/p−m
)

= 0 . (4.68)

Thus, only the first term in the propagator DCoulomb
µν is relevant,

iMfAfB→fAfB = (4.69)

e2
{

+igµν
(k′ − k)2 + iǫ

[

uAsp′(p
′)γµuAsp(p)

] [

uBsk′(k
′)γνuBsk(k)

]

}

.

The fact that only the gµν part of the photon propagator gives a non-zero

contribution to the scattering matrix is a special case of a more general

property which is called the Ward identity (derived in QFTII): Denote

by Mµ a sum of (amputated & connected) diagrams with fixed number of

on-shell external electrons and photons,

Mµ = µ

k

The gray blob here denotes a summation over all possible diagrams (the

photon with momentum k cannot bend back to the diagram). The Ward

identity states that,

kµMµ = 0 . (4.70)
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In the non-relativistic limit,

us(p) ≈
√
2m

(

I

0

)

ξs us(p) =
√
2mξ†s

(

I 0
)

,

so

uAsp′(p
′)γ0uAsp(p) ≈ 2mξ†s′p

(

I 0
)

(

I 0

0 −I

)(

I

0

)

ξsp = 2mδsp,s′p

uAsp′(p
′)γiuAsp(p) ≈ 2mξ†s′p

(

I 0
)

(

0 σi

−σi 0

)(

I

0

)

ξsp = 0 ,

and only the case µ = ν = 0 contributes. Thus,

iMfAfB→fAfB ≈ −ie2
|k′ − k|22mδsp,s′p2mδsk,s

′

k
. (4.71)

Comparing this to our general result for potential scattering (3.164), we can

identify

VCoulomb(q) =
+e2

|k′ − k|2 , (4.72)

which corresponds to the position-space potential, see (3.166),

VCoulomb(r) =

∫

d3q

(2π)3
eiq·rVCoulomb(q) =

+e2

4π|r| =
α

|r| , (4.73)

where we identified the fine-structure constant α ≡ +e2/4π ≈ 1/137.

Since the potential comes with a + sign, this is a repelling potential.

This is the case for two fermions of a same sign. If we replace one of the

fermion with an antifermion, the potential turns into an attractive one.

The antifermion-antrifermion potential is again repelling. Thus, we have

established a field-theoretical justification for the rather fundamental fact

that like-sign charges repel while unlike charges attract each

other.

4.5 Gupta-Bleuler quantization

The advantage of the Coulomb gauge is its physicality – the gauge fields are

written through the two physical polarizations. In simple QED-calculations
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the Coulomb gauge causes no trouble. However, the fact that the Coulomb

gauge is not Lorentz invariant causes difficulties in higher-order loop cal-

culations. If we don’t wish to break the Lorentz invariance at the level of

quantization, we will need to do the so-called Gupta-Bleuler quantization.

In this case we adopt the Lorenz gauge condition ∂µA
µ = 0. The free-field

Lagrangian with this condition reads,

LLorenz = −1

4
FµνF

µν = −1

2
(∂µAν) (∂µAν) . (4.74)

The conjugate momentum densities are

πµ(x) =
∂LLorenz

∂Ȧµ

= −Ȧµ ,

so now also the zeroth component is non zero. The Hamiltonian becomes,

H =

∫

d3x
(

πµȦµ − L
)

=

∫

d3x
1

2

[

−ȦµȦµ +
(

∂iAν
)

(∂iAν)
]

=

∫

d3x
1

2

[

−ȦµȦµ + AµÄµ

]

. (4.75)

In principle, the gauge condition ∂µA
µ = 0 reduces the number of indepen-

dent field components from 4 to 3 but since we don’t want to break the

Lorentz invariance we still quantize all the 4 polarization degrees of freedom:

Aµ(x) =

∫

d3p

(2π)3

√

1

2Ep

3
∑

λ=0

[

ap,λǫ
µ
p,λe

−ip·x + a†p,λǫ
µ∗
p,λe

ip·x
]

(4.76)

πµ(x) =

∫

d3p

(2π)3
(+i)

√

Ep

2

3
∑

λ=0

[

ap,λǫ
µ
p,λe

−ip·x − a†p,λǫ
µ∗
p,λe

ip·x
]

. (4.77)

So the number of polarization vectors ǫµp,λ is now four, ǫµp,0, ǫ
µ
p,1, ǫ

µ
p,2, ǫ

µ
p,3.

We normalize these as,

ǫp,λ · ǫ∗p,λ′ = gλλ′ , (4.78)

which leads to a completeness relation,

3
∑

λ=0

gλλǫµp,λǫ
∗ν
p,λ = gµν . (4.79)
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We can choose these polarization vectors as follows: If the momentum p is

along the z axis, p ∝ (1, 0, 0, 1), then

ǫ0 =











1

0

0

0











, ǫ1 =











0

1

0

0











, ǫ2 =











0

0

1

0











, ǫ3 =











0

0

0

1











. (4.80)

The following relations clearly hold,

ǫp,0 · p = −ǫp,3 · p (4.81)

ǫp,1 · p = ǫp,2 · p = 0 . (4.82)

For all other momentum directions we can find the polarization vectors ǫµp,λ
from the above ones by making an appropriate Lorentz transformation.

How to postulate commutation relations that are Lorentz symmetric? It is

straightforward to show that if we set the following commutation relations

for the creation and annihilation operators,

[ap,λ, ak,λ′] = [a†p,λ, a
†
k,λ′] = 0 ,

[ap,λ, a
†
k,λ′] = −gλλ′(2π)3δ(3)(p− k) , (4.83)

the field operators obey,

[Aµ(t,x), Aν(t,y)] = [πµ(t,x), πν(t,y)] = 0 (4.84)

[Aµ(t,x), πν(t,y)] = igµνδ(3) (x− y) .

This is all Lorentz symmetric. If we now calculate the Hamiltonian operator

corresponding to (4.75) we get the result,

HLorenz =

∫

d3p

(2π)3
Ep





∑

λ=1,2,3

a†p,λap,λ − a†p,0ap,0



 . (4.85)
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This is not an acceptable Hamiltonian as the expectation value for the state

|(k, 0)〉 =
√
2Eka

†
k,0|0〉 is negative:

〈(k, 0)|HLorenz|(k, 0)〉 = −2Ek

∫

d3p

(2π)3
Ep 〈0|ak,0a†p,0ap,0a†k,0|0〉

= 2E2
k〈0|ak,0a†k,0|0〉 = Ek〈(k, 0)|(k, 0)〉 ,

which is negative since the norm 〈(k, 0)|(k, 0)〉 < 0:

|(p, 0)〉|2 ∝ |a†p,0|0〉|2 = lim
q→p

〈0|aq,0a†p,0|0〉 = lim
q→p

−(2π)3δ(3) (p− q) .

Doesn’t look good. The reason for all this is that we have quantized 4

polarization state whereas we know that only two are physical. We clearly

need an extra condition which eliminates two degrees of freedom. In the

Gupta-Bleuler formalism this is achieved by setting the Lorenz condition for

the physical, acceptable states,

∂µA+
µ |ψ〉 = 0 =⇒ 〈ψ|∂µAµ|ψ〉 = 0 (4.86)

Let’s write this explicitly:

∂µA+
µ |ψ〉 = ∂µ

∫

d3p

(2π)3

√

1

2Ep

3
∑

λ=0

ap,λǫ
µ
p,λe

−ip·x|ψ〉

= −i
∫

d3p

(2π)3

√

1

2Ep

e−ip·x (4.87)

[(p · ǫp,0)ap,0 + (p · ǫp,1)ap,1 + (p · ǫp,2)ap,2 + (p · ǫp,3)ap,3] |ψ〉 .

Using (4.81) and (4.82),

∂µA+
µ |ψ〉 = −i

∫

d3p

(2π)3

√

1

2Ep

e−ip·x(p · ǫp,0) [ap,0 − ap,3] |ψ〉 = 0 ,

so,

Lp|ψ〉 = 〈ψ|L†
p = 0 (4.88)

Lp ≡ ap,0 − ap,3 . (4.89)
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What kind of states fulfill this condition? Clearly the vacuum |0〉 and states

|ψT 〉 which contain only transversally polarized photons are OK. Also the

scalar and longitudinal polarization may occur if they appear in combinations

created by L†
p ≡ a†p,0 − a†p,3. Since [L†

p, Lk] = 0, the states obtained do

fulfill the Gupta-Bleuler condition. These states, however, do not affect

physical observables. For example, the expectation value of the Hamiltonian

depends only on the transverse photons:

〈ψ|HLorenz|ψ〉 =
∫

d3p

(2π)3
Ep 〈ψ|





∑

λ=1,2,3

a†p,λap,λ − a†p,0ap,0



 |ψ〉

=

∫

d3p

(2π)3
Ep 〈ψ|





∑

λ=1,2,3

a†p,λap,λ − a†p,3ap,3



 |ψ〉

=

∫

d3p

(2π)3
Ep 〈ψ|

∑

λ=1,2

a†p,λap,λ|ψ〉 . (4.90)

All in all, the Gupta-Bleuler condition thus leads to a Hamiltonian which

effectively counts only transverse photons and the norms of the states are

non-negative.

Using the quantum fields (4.76), commutation relations (4.83), and the

completeness (4.79), computing the propagator is a straightforward task.

The result is,

DLorentz
F,µν (x− y) ≡ 〈0|T [Aµ(x)Aν(y)] |0〉

≡ θ(x0 − y0)〈0|Aµ(x)Aν(y)|0〉+ θ(y0 − x0)〈0|Aν(y)Aµ(x)|0〉

=

∫

d4p

(2π)4
i

p2 + iǫ
e−ip·(x−y) [−gµν] . (4.91)

The propagator is evidently Lorentz symmetric and a lot more simpler than

in the Coulomb gauge. The derivation of the Feynman rules for QED goes
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essentially as in the Coulomb-gauge case but in the Lorenz gauge the proce-

dure is a lot easier as the A0 field is not treated separately (as was done

in the Coulomb case). The Feynman rules differ only with respect to the

propagator.

The Lorenz-gauge propagator can be obtained by using the Lagrange multi-

pliers. In the Lorenz gauge we can write the Lagrangian as

LLorentz = −1

4
FµνF

µν − 1

2α
(∂µA

µ)2 . (4.92)

from which we get the Euler-Lagrange equation

[

∂β∂
βgαµ − ∂µ∂α

(

1− 1

α

)]

Aµ(x) = 0 . (4.93)

Following the steps made in the Coulomb case, we can solve the Green’s

function of the appearing differential operator from,

[

∂β∂
βgαµ − ∂µ∂α

(

1− 1

α

)]

Dµν(x− y) = iδαν δ
(4) (x− y) . (4.94)

The solution in the momentum space is

Dµν(p) =
i

p2

[

−gµν + (1− α)
pµpν
p2

]

. (4.95)

In the limit α → 1, the expression is exactly the same (modulo the +iǫ

prescription), as we found above (4.91). The special case α = 1 is known

as the Feynman gauge. Some other choices also have a name:

• α = 1: Feynman gauge

• α = 0: Landau gauge

• α = 3: Yennie gauge
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Feynman rules in the Lorenz gauge:

• Photon propagator

µ ν = i
p2+iǫ

[

−gµν + (1− α)
pµpν
p2

]p

• Vertices = −ieγµ

• Initial-state photon µ, λ = ǫµ,λ

• Final-state photon µ, λ = ǫ∗µ,λ

p

p
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5 Lehmann-Symanzik-Zimmerman reduc-

tion

Let us now return to the question of how to relate the time-ordered ground-

state expectation values and S-matrix elements,

〈Ω|T [φ(x1) · · ·φ(xn+2)] Ω〉 ⇔ 〈k1 · · ·kn|S|kAkB〉
↑__

these we know how to do

↓
__these are what we need

5.1 Analytical structure of the 2-point function
[Peskin 7.1]

The time-ordered two-point function in the free Klein-Gordon theory is rather

simple,

∫

d4xeip·x〈0|Tφ(x)φ(0)|0〉 =
∫

d4xeip·x
∫

d4k

(2π)4
e−ik·x i

k2 −m2
0 + iǫ

=
i

p2 −m2
0 + iǫ

. (5.1)

Here, we have already written m0 instead of m as it turns out that the

physical mass m will be different from the mass parameter m0 that appears

in the Lagrangian. For interacting theory the corresponding object

〈Ω|T [φ(x)φ(y)] |Ω〉 ,

will have much richer structure. Let’s now process this a bit by inserting a

complete set of states in the form,

1̂ = |Ω〉〈Ω|+
∑

λ

∫

d3p

(2π)32Ep(λ)
|λp〉〈λp| , (5.2)

which is similar as in the case of free theory (1.89). The states |λp〉 appearing
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here are eigenstates of the 4-momentum:

Ĥ|λp〉 =
√

m2
λ + p2|λp〉 = Ep(λ)|λp〉 (5.3)

P̂|λp〉 = p|λp〉 (5.4)

|λp〉 = U [Λ(p)] |λ0〉 (5.5)

Ĥ|λ0〉 = mλ|λ0〉 (5.6)

P̂|λ0〉 = 0|λ0〉 = 0 . (5.7)

Here U [Λ(p)] is the unitary operator that implements the Lorentz trans-

formation 0 → p. The parameter λ indexes the states having different

quantum numbers including e.g. 1-particle sates, 2-particle states etc... Only

for 1-particle states the energy mλ of the ground state |λ0〉 corresponds to

the physical mass of the particle. For other states it’s merely the invariant

mass of the multi-particle state.

Let us now first assume that x0 > y0. Then,

〈Ω|T [φ(x)φ(y)] |Ω〉 = 〈Ω|φ(x)|Ω〉〈Ω|φ(y)|Ω〉 (5.8)

+
∑

λ

∫

d3p

(2π)32Ep(λ)
〈Ω|φ(x)|λp〉〈λp|φ(y)|Ω〉 .

In the case of free theory we verified explicitly how the momentum operator

generates the translations , φ(x) = eiP̂ ·xφ(0)e−iP̂ ·x. The result is, however,

completely general. By this relation,

〈Ω|φ(x)|Ω〉 = 〈Ω|eiP̂ ·xφ(0)e−iP̂ ·x|Ω〉 = 〈Ω|φ(0)|Ω〉 = constant , (5.9)

since the aggregate momentum of the ground state is zero. Thus the first
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term in (5.8) is just a constant. In the same spirit,

〈Ω|φ(x)|λp〉 = 〈Ω|eiP̂ ·xφ(0)e−iP̂ ·x|λp〉 (5.10)

= 〈Ω|φ(0)e−ip·x|λp〉

= 〈Ω|U † [Λ(p)]φ(0)U [Λ(p)] |λ0〉e−ip·x

= 〈Ω|φ
[

Λ(p)0
]

|λ0〉e−ip·x

= 〈Ω|φ(0)|λ0〉e−ip·x .

Substitute this into (5.8):

〈Ω|T [φ(x)φ(y)] |Ω〉 =
∑

λ

∫

d3p

(2π)32Ep(λ)
e−ip·(x−y)|〈Ω|φ(0)|λ0〉|2∣

∣

∣p0=Ep(λ)

.

Here we still have x0 > y0. We can turn this into a 4-D integral by the

result,

∫

dp0

2π

i

p2 −m2
λ + iǫ

e−ip·(x−y) x0>y0

=
1

2Ep(λ)
e
−ip·(x−y)

∣

∣

∣
p0=Ep(λ)

, (5.11)

so in total,

〈Ω|T [φ(x)φ(y)] |Ω〉 x0>y0

=
∑

λ

∫

d4p

(2π)4
i

p2 −m2
λ + iǫ

e−ip·(x−y)|〈Ω|φ(0)|λ0〉|2 .

In the opposite time-ordering x0 < y0 the result is identical with this so,

〈Ω|T [φ(x)φ(y)] |Ω〉 =
∑

λ

∫

d4p

(2π)4
i

p2 −m2
λ + iǫ

e−ip·(x−y)|〈Ω|φ(0)|λ0〉|2

=
∑

λ

DF (x− y;mλ)|〈Ω|φ(0)|λ0〉|2 ,

where DF (x − y;m2
λ) is nothing else than the Feynman propagator with

mass mλ. We can write this as a spectral representation,

〈Ω|T [φ(x)φ(y)] |Ω〉 =
∫ ∞

0

dM 2

2π
ρ(M 2)DF (x− y;M 2) (5.12)
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where the spectral density ρ(M 2) is

ρ(M 2) ≡
∑

λ

(2π)δ
(

M 2 −m2
λ

)

|〈Ω|φ(0)|λ0〉|2 . (5.13)

In the case of non-interacting theory the spectral density is simply,

ρfree(M 2) ≡ (2π)δ
(

M 2 −m2
0

)

(5.14)

where m0 is the mass parameter that appears in the Lagrangian. In inter-

acting theory the 1-particle state (the one with lowest energy) is still of the

same form

ρ1−particle(M 2) = (2π)δ
(

M 2 −m2
)

Z (5.15)

Z ≡ |〈Ω|φ(0)|(m,p = 0)〉|2 , (5.16)

but where m corresponds to the physical mass. Because of the virtual inter-

action the physical (measurable) mass differs from the one that appears in

the Lagrangian, m0. The parameter m0 is often referred to as bare mass.

In the expression for ρ(M 2) we sum over all eigenstates of the Hamiltonian

and this include also multi-particle states with invariant mass M 2 ≥ (2m)2.

Although P̂|λ0〉 = 0 for all the states that appear in ρ(M 2) the particles in

them can still have non-zero mutual momenta, so the spectrum of ρ(M 2)

will be continuous above M 2 = (2m)2.

ρ(M 2)

m 4 m
22 M

2

multiparticle continuum

1�particle state
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In the beginning of this section we noted that in the non-interacting case,
∫

d4xeip·x〈0|Tφ(x)φ(0)|0〉 = i

p2 −m2
0 + iǫ

. (5.17)

We can now write the same also in the interacting case,

∫

d4xeip·x〈Ω|Tφ(x)φ(0)|Ω〉 =
∫

d4xeip·x
∫ ∞

0

dM 2

2π
ρ(M 2)DF (x;M

2)

=
iZ

p2 −m2 + iǫ
+

∫ ∞

4m2

dM 2

2π

iρ(M 2)

p2 −M 2 + iǫ
. (5.18)

The most important result from here is.

∫

d4xeip·x〈Ω|Tφ(x)φ(0)|Ω〉 p2∼m2

−−−→ iZ

p2 −m2 + iǫ
. (5.19)

This says that the 2-point function of the interacting theory has a single pole

at p2 = m2−iǫ. Thus, in the neighborhood of this point the 2-point function

of the interacting case resembles closely that of the free theory. We call the

factor Z = |〈Ω|φ(0)|(m,p = 0)〉|2 as renormalization constant. We

can interpret it as the probability for the operator φ(0) to create a 1-particle

state in the vacuum or, equivalently, as the probability for the operator φ(0)

to annihilate the 1-particle state. Based on our general argument about the

presence of a multiparticle continuum in the spectral density, the operator

φ(0) can also create/annihilate several field exitations. Remember that

in free theories, the field operators can create or annihilate only a single

particle.
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5.2 LSZ reduction theorem

That was the 2-point function. Let us now consider a more general n-point

function:

〈Ω|T [φ(x1)φ(x2)φ(x3) . . . φ(xn)] |Ω〉

Let’s denote x = x1, as above, and Fourier transform with respect to x,
∫

d4xeip·x〈Ω|T [φ(x)φ(x2)φ(x3) . . . φ(xn)] |Ω〉 . (5.20)

For n = 2 this function has simple poles at p0 = ±Ep∓ iǫ. What if n > 2?

We first split the x0 integral into three separate regions:

Region I : T+ < x0 <∞

Region II : T− < x0 < T+

Region III : −∞ < x0 < T−

where T− and T+ have bee chosen such that

T+ > x02, x
0
3, . . . , x

0
n (5.21)

T− < x02, x
0
3, . . . , x

0
n . (5.22)

We will now inspect all these regions separately:

Region I:

Because T+ is the latest time, φ(x) is the leftmost in the time-ordered

product,

I+ ≡
∫ ∞

T+

dx0eip
0x0

∫

d3xe−ip·x〈Ω|φ(x)T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 .

(5.23)
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We insert again a unit operator,

I+ =

∫ ∞

T+

dx0eip
0x0

∫

d3xe−ip·x
∑

λ

∫
d3q

(2π)32Eq(λ)
〈Ω|φ(x)|λq〉

〈λq|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 , (5.24)

and as earlier,

〈Ω|φ(x)|λq〉 = 〈Ω|φ(0)|λ0〉e−iq·x∣
∣q0=Eq(λ)

,

so that

I+ =

∫ ∞

T+

dx0eip
0x0

∫

d3xe−ip·x
∑

λ

∫
d3q

(2π)32Eq(λ)
〈Ω|φ(0)|λ0〉e−iq·x∣

∣q0=Eq(λ)

〈λq|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉

=

∫ ∞

T+

dx0eix
0(p0−Eq(λ))

∫

d3xe−ix·(p−q)
∑

λ

∫
d3q

(2π)32Eq(λ)
〈Ω|φ(0)|λ0〉

〈λq|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 .

To make the integral meaningful, we include a convergence factor iǫ to the

exponential. With this convention,

I+ =

∫ ∞

T+

dx0eix
0(p0−Eq(λ)+iǫ)

∫

d3xe−ix·(p−q)
∑

λ

∫
d3q

(2π)32Eq(λ)
〈Ω|φ(0)|λ0〉

〈λq|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 .

We can now do the x0 and x integrals,

∫ ∞

T+

dx0eix
0(p0−Eq(λ)+iǫ) =

ieiT+(p
0−Eq(λ)+iǫ)

p0 − Eq(λ) + iǫ
(5.25)

∫

d3xe−ix·(p−q) = (2π)3δ(3) (p− q) . (5.26)

In total,

I+ =
∑

λ

1

2Ep(λ)

ieiT+(p
0−Ep(λ)+iǫ)

p0 − Ep(λ) + iǫ
〈Ω|φ(0)|λ0〉〈λp|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 .
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We recall that the sum over λ includes all the eigenstates of the Hamiltonian,

one of which is the lowest-energy 1-particle state. The contribution of this

state to I+ is [Ep = Ep(m)],

1

2Ep

ieiT+(p
0−Ep+iǫ)

p0 − Ep + iǫ
〈Ω|φ(0)|(m,0)〉〈(m,p)|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 .

=
1

2Ep

ieiT+(p
0−Ep+iǫ)

p0 − Ep + iǫ

√
Z 〈(m,p)|T [φ(x2)φ(x3) . . . φ(xn)] |Ω〉 .

p0→Ep−−−−→ 1

2Ep

i
√
Z

p0 − Ep + iǫ
〈(m,p)|T [φ(x2) . . . φ(xn)] |Ω〉 .

Now, because

1

p2 −m2 + iǫ
=

1

(p0 − Ep + iǫ)(p0 + Ep − iǫ)
(5.27)

p0→Ep−−−−→ 1

(p0 − Ep + iǫ)2Ep

,

we can write

I+ ∼ i
√
Z

p2 −m2 + iǫ
〈(m,p)|T [φ(x2) . . . φ(xn)] |Ω〉 .

p0→Ep

This notation signifies that the rest of terms are not singular in the indicated

limit.

Region II:

In the second region the relevant integral is of the form

∫ T+

T−

dx0eip
0x0

∫

d3xe−ip·x〈Ω|T [φ(x)φ(x2) . . . φ(xn)] |Ω〉 . (5.28)

Since the integration domain is finite and the p0 dependence eip
0x0

of the

integrand is analytic, this region does not give rise to singularities. Note

that the region I was singular only because the upper limit of the integral

was taken to infinity.
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Region III:

In the third region T− is the earliest moment so we have to evaluate,

I− ≡
∫ T−

−∞
dx0eip

0x0

∫

d3xe−ip·x〈Ω|T [φ(x2) . . . φ(xn)]φ(x)|Ω〉 . (5.29)

The calculation goes almost exactly as in region I, and we find,

I− ∼ i
√
Z

p2 −m2 + iǫ
〈Ω|T [φ(x2) . . . φ(xn)] |(m,−p)〉 , (5.30)

p0→−Ep

so the 1-particle singularity is found at p0 → −Ep.

Up to now, we have established the following:

∫

d4xeip·x〈Ω|T [φ(x)φ(x2)φ(x3) . . . φ(xn)] |Ω〉 (5.31)

∼ i
√
Z

p2 −m2 + iǫ
〈p|T [φ(x2) . . . φ(xn)] |Ω〉 (from x0 ≫ 0 limit)

p0→Ep

∼ i
√
Z

p2 −m2 + iǫ
〈Ω|T [φ(x2) . . . φ(xn)] |−p〉 (from x0 ≪ 0 limit)

p0→−Ep

In other words, the field operator φ(x) creates 1-particle states when

x0 → ±∞. It can also create multi-particle states but the correspond-

ing analytic structure will be different.

Note also that if n = 2 we recover Eq. (5.19), which at some level justifies

the introduction of the ”convergence factor“ iǫ.

Let’s now consider Fourier transform over all variables
[

n∏

i=1

∫

d4xie
ipi·xi

]

〈Ω|T [φ(x1)φ(x2) . . . φ(xn)] |Ω〉 ,
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and evaluate the contribution from region

x01, x
0
2 > T (5.32)

x03, . . . x
0
n < −T (5.33)

so that in the time-ordered product the fields φ(x1) and φ(x2) are the

leftmost,

〈Ω|T [φ(x1) . . .] |Ω〉 = 〈Ω|T [φ(x1)φ(x2)]T [φ(x3) . . . φ(xn)] |Ω〉 .

The integration with respect to the first two variables becomes now
[

2∏

i=1

∫ ∞

T+

dx0i

∫

d3xie
ipi·xi

]

〈Ω|T [φ(x1)φ(x2) . . . φ(xn)] |Ω〉

=
∑

λ

∫
d3q

(2π)32Eq(λ)

[
2∏

i=1

∫ ∞

T+

dx0i

∫

d3xie
ipi·xi

]

× 〈Ω|T [φ(x1)φ(x2)] |λq〉 〈λq|T [φ(x3) . . . φ(xn)] |Ω〉 .

The previous expression contains a term,

〈Ω|T [φ(x1)φ(x2)] |λq〉 .

A condition for this to give something nonzero is clearly that

T [φ(x1)φ(x2)] |λq〉 = C|Ω〉+ . . . (5.34)

where rest of the terms will give zero since the eigenstates of the Hamiltonian

operator are (or can be chosen in the degenerate case to be) orthogonal. In

other words, two consecutive field operators should be able to annihilate all

exitations of |λq〉. Equivalently,

〈Ω|T [φ(x1)φ(x2)] = C〈λq|+ . . . (5.35)

i.e. two consecutive field operators should be able to create the state |λq〉 by

acting on the vacuum. Let us suppose that |λq〉 consists of two independent

1-particle states:
∫

d3q

(2π)32Eq(λ)
|λq〉 〈λq| =

1

2!

∫
d3q1

(2π)32Eq1

∫
d3q2

(2π)32Eq2

|q1q2〉 〈q1q2| .
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Based on our earlier results we know that φ(x) can annihilate a 1-particle

state,

φ(x)|q〉 =
√
Ze−iq·x|Ω〉+ · · · , (5.36)

so it’s reasonable to assume that when hitting the above 2-particle state

φ(x) can annihilate either one of the independent exitations,

φ(x)|q1q2〉 =
√
Ze−iq1·x|q2〉+

√
Ze−iq2·x|q1〉+ · · · . (5.37)

Under this assumption,

φ(y)φ(x)|q1q2〉 = Z
[
e−iq1·xe−iq2·y + e−iq2·xe−iq1·y] |Ω〉+ · · · (5.38)

This is naturally independent of the order of operators φ(y) and φ(x). Thus,

[
2∏

i=1

∫ ∞

T+

dx0i

∫

d3xie
ipi·xi

]

〈Ω|T [φ(x1)φ(x2) . . . φ(xn)] |Ω〉

=
1

2!

∫
d3q1

(2π)32Eq1

∫
d3q2

(2π)32Eq2

[
2∏

i=1

∫ ∞

T+

dx0i

∫

d3xie
ipi·xi

]

× Z
[
e−iq1·x1e−iq2·x2 + e−iq2·x1e−iq1·x2

]
〈q1q2|T [φ(x3) . . . φ(xn)] |Ω〉+ · · · ,

∼
[

2∏

i=1

i
√
Z

p2i −m2 + iǫ

]

〈p1p2|T [φ(x3) . . . φ(xn)] |Ω〉 .
p0i→Epi

.

The fact that only two independent 1-particle states lead to a singularity

structure like this is non-trivial and to more carefully argue this point would

require a wave-packet treatment, see e.g. Peskin 7.2. The rest n− 2 states

lead to a similar singularity structure in the opposite limit T → −∞,

[
n∏

i=3

∫ −T

−∞
dx0i

∫

d3xie
ipi·xi

]

〈p1p2|T [φ(x3) . . . φ(xn)] |Ω〉

∼
[

n∏

i=3

i
√
Z

p2i −m2 + iǫ

]

〈p1p2|−p3 . . .−pn〉 .
p0i→−Epi
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The states 〈p1p2| and |−p3 . . .−pn〉 that appear in these formulae are

Heisenberg-picture states – they do not depend on time. However, they

were ”created“ by time-dependent operators at T → ∞ and T → −∞ so

they look like 2- and (n− 2)-particle states only in these limits. We thus

identify them as the ”out“ and ”in“ states used in deriving the cross section

back in Section 3.5. The factor

〈p1p2|−p3 . . .−pn〉 = out〈p1p2|−p3 . . .−pn〉in , (5.39)

is thus exactly the S-matrix element we defined earlier. By this construction

we get the LSZ reduction theorem:

[
n∏

i=1

∫

d4xie
ipi·xi

][
m∏

j=1

∫

d4yje
−ikj ·yj

]

〈Ω|T [φ(x1) . . . φ(xn)φ(y1) . . . φ(ym)] |Ω〉

∼
[

n∏

i=1

i
√
Z

p2i −m2 + iǫ

][
m∏

j=1

i
√
Z

k2j −m2 + iǫ

]

〈p1 . . .pn|S|k1 . . .km〉 .
p0i→Epi

k0j→Ekj

How to use this theorem? As an example, let’s consider a 4-point function

〈Ω|T [φ(x1)φ(x2)φ(y1)φ(y2)] |Ω〉:

y

y x

x 22

1 1

k

k

p

p

1

1

22

A
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Based on the momentum-space Feynman rules, this corresponds to an

expression

∫
d4k1
(2π)4

∫
d4k2
(2π)4

∫
d4p1
(2π)4

∫
d4p2
(2π)4

× A (5.40)

× eik1·y1 [FP(k1)] e
ik2·y2 [FP(k2)] e

−ip1·x1 [FP(p1)] e
−ip2·x2 [FP(p2)] .

Here the factorA = A(k1, k2, p1, p2) contains a sum of all amputated 4-point

diagrams and the factor FP(k) signifies the ”complete“ propagator. More

exactly, let us denote by −iM 2(k2) the sum of all 1-particle irreducible

(1PI) 2-point functions,

−iM 2(k2) =

= +

++ . . .

1 P I

k

A diagram is 1PI if it does not split into two separate parts if we cut one

line. The complete propagator FP(k) is the sum,

FP(k) =

= +

++ . . .

1 P I

1 P I 1 P I

k
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=
i

k2 −m2
0 + iǫ

+
i

k2 −m2
0 + iǫ

[−iM 2(k2)]
i

k2 −m2
0 + iǫ

(5.41)

+
i

k2 −m2
0 + iǫ

[−iM 2(k2)]
i

k2 −m2
0 + iǫ

[−iM 2(k2)]
i

k2 −m2
0 + iǫ

+ · · ·

=
i

k2 −m2
0 + iǫ

[

1 +

(
M 2(k2)

k2 −m2
0 + iǫ

)

+

(
M 2(k2)

k2 −m2
0 + iǫ

)2

+ · · ·
]

=
i

k2 −m2
0 + iǫ

1

1− M2(k2)
k2−m2

0+iǫ

=
i

k2 −m2
0 + iǫ

k2 −m2
0 + iǫ

k2 −m2
0 + iǫ−M 2(k2)

=
i

k2 −m2
0 −M 2(k2) + iǫ

.

What we have called the physical mass m is the solution to the equation,

k2 −m2
0 −M 2(k2)

k2→m2

= 0 . (5.42)

That is, the physical mass of a particle is defined as the location of the pole

of the propagator. This is sometimes called the pole mass. In this limit,

FP(k) is of the form,

FP(k)
k2→m2

=
iZ

k2 −m2 + iǫ
+ · · · (5.43)

Z−1 = 1− dM 2(k2)

dk2 k2=m2

, (5.44)
∣
∣
∣

where the rest of the terms are not singular in the limit k2 → m2. Let us
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take this limit in Eq. (5.40), and do a Fourier transform,

[
2∏

i=1

∫

d4xie
iPi·xi

][
m∏

j=2

∫

d4yje
−iKj ·yj

]
∫

d4k1
(2π)4

∫
d4k2
(2π)4

∫
d4p1
(2π)4

∫
d4p2
(2π)4

× A

× eik1·y1 [FP(k1)] e
ik2·y2 [FP(k2)] e

−ip1·x1 [FP(p1)] e
−ip2·x2 [FP(p2)]

=

∫
d4k1
(2π)4

∫
d4k2
(2π)4

∫
d4p1
(2π)4

∫
d4p2
(2π)4

×
[

2∏

i=1

∫

d4xie
ixi·(Pi−pi)

][
m∏

j=2

∫

d4yje
−iyj ·(Kj−kj)

]

× A(p1, p2, k1, k2)

× iZ

p21 −m2 + iǫ

iZ

p22 −m2 + iǫ

iZ

k21 −m2 + iǫ

iZ

k22 −m2 + iǫ

= A(P1, P2, K1, K2)×
[

2∏

i=1

iZ

P 2
i −m2 + iǫ

][
2∏

i=1

iZ

K2
i −m2 + iǫ

]

.

According to the LSZ theorem this corresponds to the expression,

[
n∏

i=1

i
√
Z

P 2
i −m2 + iǫ

][
m∏

j=1

i
√
Z

K2
j −m2 + iǫ

]

〈P1P2|S|K1K2〉 .

We thus find, for 2 → 2 scattering,

〈P1P2|S|K1K2〉 = (
√
Z)4 × A(P1, P2, K1, K2) . (5.45)

By definition, the amplitude A contains only the amputated diagrams.

They also need to be fully connected, since otherwize we would not get

the proper singularity structure (Ex.).

The mass parameter m0 that appears in the Lagrangian does not correspond

the physical mass m, though the two are related ny m2 = m2
0 +M 2(m2).

Since M 2 = O(λ), in the leading-order calculations one can set m0 and m

to be equal. Also Z = 1 +O(λ), we can set Z to unity in leading-order

calculations. We will come back to this later in the course.
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In other words, the scattering matrix is just

〈p1 . . .pn|S|k1 . . .km〉 =

(
√
Z)n+m ×

p

p

11

m
n

k

k

connected &

amputated

with the propagators from the external lines stripped away.

It’s left as an challenge (Ex.) to deduce how the LSZ theorem leads to

Eq. (3.114),

〈k1 · · ·kn|S|kAkB〉 =
[
√

Z1

√

Z2

n∏

i=1

√

Zi

]

(5.46)

×
[

I〈k1 · · ·kn|T
{

exp

[

−i
∫

dtHI(x)

}]

|kAkB〉I
]

connected

amputated

which we have used earlier to derive scattering amplitudes.

For fermion fields the LSZ formula can be derived similarly as we did here

for scalar fields. The principal difference is that for fermion fields we now

have (Ex.)

〈Ω|ψ(0)|p, s〉particle =
√
Z us(p) , (5.47)

〈Ω|ψ(0)|p, s〉antiparticle = −
√
Z vs(p) . (5.48)
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Otherwize the derivation of the LSZ theorem is nearly identical – result is:

[
nf∏

i=1

∫

d4xie
ipi·xi

]

︸ ︷︷ ︸

out fermions

[ nf∏

j=1

∫

d4x′je
ip′j ·x′

j

]

︸ ︷︷ ︸

out antifermions

[
mf∏

j=1

∫

d4yje
−ikj ·yj

]

︸ ︷︷ ︸

in fermions

[mf∏

i=1

∫

d4y′ie
−ik′i·y′i

]

︸ ︷︷ ︸

in antifermions

〈Ω|T
[ nf∏

i=1

ψℓi(xi)

︸ ︷︷ ︸

out fermions

nf∏

i=1

ψℓ′i
(x′i)

︸ ︷︷ ︸

out antifermions

mf∏

i=1

ψhi
(yi)

︸ ︷︷ ︸

in fermions

mf∏

i=1

ψh′

i
(y′i)

︸ ︷︷ ︸

in antifermions

]

|Ω〉

∼
[

nf∏

i=1

i
√
Z
∑

ri
[uri(pi)]ℓi

p2i −m2 + iǫ

]

︸ ︷︷ ︸

out fermions

[
mf∏

j=1

i
√
Z
∑

si
[usi(ki)]hi

k2i −m2 + iǫ

]

︸ ︷︷ ︸

in fermions

[ nf∏

j=1

i
√
Z
∑

r′i
[vr′i(p

′
i)]ℓ′i

(p′i)
2 −m2 + iǫ

]

︸ ︷︷ ︸

out antifermions

[mf∏

i=1

i
√
Z
∑

s′i
[vs′i(k

′
i)]h′

i

(k′i)
2 −m2 + iǫ

]

︸ ︷︷ ︸

in antifermions

〈(pi, ri); (p
′
i, r

′
i)|S|(ki, si); (k

′
i, s

′
i)〉 . (5.49)

p0i ,p
,0
j →Epi

k0j ,k
,0
i →Ekj

where,

nf = number of outgoing fermions

mf = number of incoming fermions

nf = number of outgoing antifermions

mf = number of incoming antifermions

It follows from this that effectively one again cancels the fermion propagators

corresponding to the incoming and outgoing particles and replaces them

with the appropriate Dirac spinors:
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〈((pi, ri); (p
′
i, r

′
i)|S|(ki, si); (k

′
i, s

′
i)〉 = (

√
Z)nf+mf+nf+mf ×

us(k) ur(p)

vs′(k
′) vr′(p

′)

p

p ’

k

k ’

connected & 

amputated

o
u

t fe
rm

io
n

o
u

t a
n

tife
rm

io
n

in
 fe

rm
io

n
in

 a
n

tife
rm

io
n

For vector particles the LSZ formula is

[
n∏

i=1

∫

d4xie
ipi·xi

][
m∏

j=1

∫

d4yje
−ikj ·yj

]

(5.50)

〈Ω|T [Aµ1(x1) . . . A
µn(xn)A

ν1(y1) . . . A
µm(ym)] |Ω〉

∼
[

n∏

i=1

i
√
Z
∑

λ′

i
ǫµi

λ′

i
(pi)

p2i −m2 + iǫ

][
m∏

j=1

i
√
Z
∑

λj
ǫ∗νiλj

(kj)

k2j −m2 + iǫ

]

〈(pi, λ
′
i)|S|(kj, λj)〉 .

p0i→Epi

k0j→Ekj

For massless vector particles like photons there is a subtlety in the deriva-

tion of this result as the 1-particle state with zero invariant mass is not

isolated in the spectral density but there are also multiparticle states with

zero invariant mass (Itzykson-Zuber, 5-1-5). Nevertheless, it again follows

that to obtain the S-matrix element one effectively cancels the propagators

corresponding to the incoming and outgoing particles and replaces them
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with the appropriate polarization vectors:

〈(pi, λ
′
i)|S|(ki, λi)〉 = (

√
Z)n+m ×

ǫµ1

λ1
(k1) ǫ∗ν1λ′

1

(p1)

ǫµm

λ1
(km) ǫ∗νnλ′

1

(pn)

p

p

11

m
n

k

k

connected &

amputated

Usually we are interested in a mix of scalar, fermion and vector particles,

and the most “general” LSZ formula can be obtained by combining the

above three. Of course, all particles have their own specific field-strength

renormalization factor Z and mass m.

5.3 Optical theorem

The optical theorem is a consequence of the unitarity of the scattering

matrix, S†S = 1. Using the split S = 1 + iT , as defined in Eq. (3.98),

(1− iT †)(1 + iT ) = 1 + i(T − T †) + T †T = 1

=⇒ −i(T − T †) = T †T . (5.51)

Let |p1p2〉 and |k1k2〉 represent 2-particle states of the interacting theory.

By using the completeness of states,

〈p1p2|T †T |k1k2〉 (5.52)

=
∑

n

(
n∏

i=1

∫
d3q

(2π)32Eqi

)

〈p1p2|T †|q1 . . .qn〉〈q1 . . .qn|T |k1k2〉 .
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On the other hand, based on the definition (3.99) of the invariant matrix

element,

〈k1 · · ·kn|iT |kAkB〉 = (2π)4 δ(4)

(

kA + kB −
∑

i

ki

)

iM (kA, kB → kf) ,

so

〈p1p2|T †T |k1k2〉 (5.53)

=
∑

n

(
n∏

i=1

∫
d3q

(2π)32Eqi

)

[M∗ (p1, p2 → q1 . . .qn)] [M (k1, k2 → q1 . . .qn)]

× (2π)4 δ(4) (p1 + p2 − q) (2π)4 δ(4) (k1 + k2 − q)

Similarly,

−i〈p1p2|(T − T †)|k1k2〉 = −i [M (k1, k2 → p1, p2)−M∗ (p1, p2 → k1, k2)]

× (2π)4 δ(4) (p1 + p2 − k1 − k2) . (5.54)

Equating the last two equations gives us an identity,

− i [M (k1, k2 → p1, p2)−M∗ (p1, p2 → k1, k2)] (5.55)

× (2π)4 δ(4) (p1 + p2 − k1 − k2)

=
∑

n

(
n∏

i=1

∫
d3q

(2π)32Eqi

)

[M∗ (p1, p2 → q1 . . .qn)] [M (k1, k2 → q1 . . .qn)]

× (2π)4 δ(4) (p1 + p2 − q) (2π)4 δ(4) (k1 + k2 − p1 − p2) ,

so when k1 + k2 = p1 + p2,

− i [M (k1, k2 → p1, p2)−M∗ (p1, p2 → k1, k2)] (5.56)

=
∑

n

(
n∏

i=1

∫
d3q

(2π)32Eqi

)

[M∗ (p1, p2 → q1 . . .qn)] [M (k1, k2 → q1 . . .qn)]

× (2π)4 δ(4) (p1 + p2 − q) .
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We used here 2-particle states but this is not any restriction. More generally

(and in a shorter form),

−i [M (a→ b)−M∗ (b→ a)] =
∑

f

∫

dΓf [M∗ (b→ f)] [M (a→ f)] ,

(5.57)

where it is implicit that pa = pb. This is one of forms of optical theorem.

In a particular case in which |a〉 = |b〉 = |k1,k2〉,

− i [M (k1,k2 → k1,k2)−M∗ (k1,k2 → k1,k2)] (5.58)

= 2ImM (k1,k2 → k1,k2) ,

and

2ImM (k1,k2 → k1,k2) =
∑

f

∫

dΓf |M (k1,k2 → f) |2 . (5.59)

The right-hand side is, up to the flux factor F = 1/ (4Ek1
Ek2

|vk1
− vk2

|),
the total cross section for process ”k1,k2 → anything“. In the center-of-

mass frame,

4Ek1
Ek2

|vk1
− vk2

| = 4Ek1
Ek2

∣
∣
∣
∣

k1

Ek1

− −k1

E−k2

∣
∣
∣
∣

(5.60)

= 4Ek1
Ek2

|k1|
Ek1

+ Ek2

Ek1
Ek2

= 4 |k1|
√
s ,

so that (still in the center-of-mass frame),

ImM (k1,k2 → k1,k2) = 2
√
s |k1| σtotal (k1,k2 → X) (5.61)

In other words, the imaginary part of the matrix element for elastic

k1,k2 → k1,k2 scattering is related to the total cross section k1,k2 → X .
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A process k1,k2 → k1,k2 is often called forward scattering (the collid-

ing particles continue along their initial trajectory).

Analytical properties of matrix elements:

We have already calculated some simple matrix elements in φ4, Yukawa

and QED cases but these matrix elements were always real. A non-zero

imaginary part is typical for more complex diagrams involving loops, so that

the intermediate (virtual) particles can be on shell and the +iǫ prescription in

the propagator becomes relevant. However, if the center-of-mass energy
√
s

is too low for the intermediate particles to go on shell, the matrix element

remains real.

Physically s is always real, but let’s be more liberal and extend the matrix

element M(s), defined by the Feynman rules, to the complex plane in s. We

define s0 as the (real) threshold energy for the intermediate virtual particles

to go on shell. If s < s0 and s ∈ ℜ, also M(s) ∈ ℜ, so that

M (s) = [M (s∗)]∗ . (5.62)

This equation is true for all s < s0. From the complex analysis we know

that in this case the above equation is fulfilled also in a larger region in the

complex plane, where the functions are analytic. Let ǫ to be a small real

number. Then,

M (s+ iǫ) = ReM (s+ iǫ) + iImM (s+ iǫ) (5.63)

[M (s+ iǫ)∗]
∗
= [M (s− iǫ)]∗ (5.64)

= [ReM (s− iǫ) + iImM (s− iǫ)]∗

= ReM (s− iǫ)− iImM (s− iǫ) .

According to Eq. (5.62) these two are equal, so

ReM (s+ iǫ) = ReM (s− iǫ) , (5.65)

ImM (s+ iǫ) = −ImM (s− iǫ) . (5.66)
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We see that if the imaginary part of M(s) is non zero, there is a disconti-

nuity across the real line,

M (s+ iǫ)−M (s− iǫ) = 2iImM (s+ iǫ) . (5.67)

When s < s0, the imaginary part is zero and there’s no discontiuity there,

but when s > s0 we can expect a discontinuity across the real line:

s

0
s

M(s) real for s < s0

M(s) can have a discontinuity here

An example and the Cutkosky rules:

Let us now look into the matrix element (particularly its imaginary part) for

process k1,k2 → k1,k2 in φ4 theory at order O(λ2). Consider the diagram,

k

k

k

k

1

1

2 2

k/2−q

k / 2 + q

k = k  +  k1 2
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This clearly contains a closed loop. We will develop a systematic way to

evaluate diagrams like this a bit later in the course. However, now we

are mainly interested in the imaginary part of the diagram which we can

calculate by considering the difference between M (s+ iǫ) and M (s− iǫ).

Our strategy is thus to compute the discontinuity across the real axis.

Using the Feynman rules we can readily write down the matrix element

corresponding to the above diagram,

iM =
1

2
(−iλ)2

∫
d4q

(2π)4
i

(k/2− q)2 −m2 + iǫ

i

(k/2 + q)2 −m2 + iǫ

=
λ2

2

∫
d4q

(2π)4
1

(k/2− q)2 −m2 + iǫ

1

(k/2 + q)2 −m2 + iǫ
, (5.68)

where the overall 1/2 is a combinatoric factor. We will use the residue

theorem to evaluate the q0 integral, so let us first solve for the locations of

the poles. In the center-of-mass frame:

(k/2± q)2 −m2 + iǫ = (k0/2± q0)2 − q2 −m2 + iǫ (5.69)

= (k0/2± q0)2 − E2
q + iǫ = 0

∣
∣E2

q ≡ q2 +m2

=⇒ (k0/2± q0)2 = E2
q − iǫ

k0/2± q0 = ± (Eq − iǫ)
∣
∣Eq > 0

q0 =
k0

2
± (Eq − iǫ), q0 = −k

0

2
± (Eq − iǫ) .
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We see that the integrand has in total 4 poles in the complex q0 plane:

q0

−k0/2−Eq+iǫ k0/2−Eq+iǫ

−k0/2+Eq−iǫ k0/2+Eq−iǫ

The integrand is strongly suppressed in the limit |q0| → ∞ so we can

close the integration contour either in the upper or the lower half plane.

We choose the lower one, so the integration contour encloses the poles

q0 = −k0/2 + Eq − iǫ and q0 = k0/2 + Eq − iǫ:

∫

dq0
1

(k/2− q)2 −m2 + iǫ

1

(k/2 + q)2 −m2 + iǫ
(5.70)

= −2πi
[
Res

(
q0 = −k0/2 + Eq − iǫ

)
+ Res

(
q0 = k0/2 + Eq − iǫ

)]
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The residues are:

• Res
(
q0 = −k0/2 + Eq − iǫ

)
(5.71)

= lim
q0→−k0/2+Eq−iǫ

q0 −
(
−k0/2 + Eq − iǫ

)

[(k/2− q)2 −m2 + iǫ] [(k/2 + q)2 −m2 + iǫ]

= lim
q0→−k0/2+Eq−iǫ

q0 −
(
−k0/2 + Eq − iǫ

)

[q0 − (k0/2− Eq + iǫ)] [q0 − (k0/2 + Eq − iǫ)]

× 1

[q0 − (−k0/2− Eq + iǫ)] [q0 − (−k0/2 + Eq − iǫ)]

=
1

[2Eq − k0] [−k0] [2Eq]

• Res
(
q0 = k0/2 + Eq − iǫ

)
(5.72)

= lim
q0→k0/2+Eq−iǫ

q0 −
(
k0/2 + Eq − iǫ

)

[q0 − (k0/2− Eq + iǫ)] [q0 − (k0/2 + Eq − iǫ)]

× 1

[q0 − (−k0/2− Eq + iǫ)] [q0 − (−k0/2 + Eq − iǫ)]

=
1

[2Eq] [2Eq + k0] [k0]

Thus,
∫

dq0
1

(k/2− q)2 −m2 + iǫ

1

(k/2 + q)2 −m2 + iǫ
(5.73)

= −2πi

[
1

[2Eq − k0] [−k0] [2Eq]
+

1

[2Eq] [2Eq + k0] [k0]

]

The latter term does not lead to discontinuities (Eq > 0, Re k0 > 0) so we

forget that one. By going to spherical coordinates,

d3q = dΩ|q|2d|q| . (5.74)

Since E2
q = q2 +m2, we have 2EqdEq = 2|q|d|q|, i.e.

d3q = dΩ|q|EqdEq . (5.75)
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The relevant part of the matrix element thus becomes,

iM =
−2πiλ

2

2

(2π)4

∫

d3q
1

[2Eq − k0] [−k0] [2Eq]
(5.76)

=
−iλ2

2

(2π)3

∫
dΩ|q|EqdEq

[k0 − 2Eq] [k0] [2Eq]

=
−iλ2

2

(2π)3
4π

2

∫ ∞

m

dEq

√

E2
q −m2

[k0 − 2Eq] [k0]
.

The integrand clearly has a pole at Eq = k0/2. However, if k0 < 2m,

k0 − 2Eq < 0 , (5.77)

and M is real (though infinite...), as expected. If then k0 > 2m, the pole

is in the contour of integration and the result will depend on which side of

the real axis k0 =
√
s is. Based on Eq. (5.67) what we need is a difference

between these integrals at
√
s = k0 + iǫ and

√
s = k0 − iǫ. Let’s therefore

calculate,

−iλ2
8π2

∫ ∞

m

dEq

k0

√

E2
q −m2

[
1

k0 − 2Eq + iǫ
− 1

k0 − 2Eq − iǫ

]

.

By combining the denominators,

[
1

k0 − 2Eq + iǫ
− 1

k0 − 2Eq − iǫ

]

=
−2iǫ

(k0 − 2Eq)
2 + ǫ2

(5.78)

ǫ→0−−→ −2iπδ
(
k0 − 2Eq

)
, (5.79)

where we used a δ-function identity

δ(x) = lim
ǫ→0

1

π

ǫ

x2 + ǫ2
. (5.80)
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Thus the discontinuity of iM is

iδM =
−iλ2
8π2

∫ ∞

m

dEq

k0

√

E2
q −m2

[
1

k0 − 2Eq + iǫ
− 1

k0 − 2Eq − iǫ

]

=
−λ2
4π

∫ ∞

m

dEq

k0

√

E2
q −m2δ

(
k0 − 2Eq

)

=
−λ2
8π

1

k0

√
(
k0

2

)2

−m2 . (5.81)

According to Eq. (5.67) we have,

δM =
iλ2

8π

1

k0

√
(
k0

2

)2

−m2 = 2iImM(s) (5.82)

=⇒ Im M(s) =
λ2

16π

1√
s

√
s

4
−m2 . (5.83)

In the center-of-mass frame k21 = m2 = E2
1 − p2

cm = s/4 − p2
cm, so

|pcm| =
√

s/4−m2, and our final form for the imaginary part is

Im M(s) =
λ2

16π

|pcm|√
s
. (5.84)

The optical theorem (5.61) says that this should correspond to the total

cross section,

Im M(s) =
λ2

16π

|pcm|√
s

= 2
√
s|pcm|σtotal(k1,k2 → X) . (5.85)

or

σtotal(k1,k2 → X) =
λ2

32πs
. (5.86)

This agrees exactly with the result (3.132) we computed earlier! Thus, we

have explicitly verified the optical theorem in this particular case.

The following loop diagrams are of the same order in coupling constant:
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These, however, do not produce a discontinuity like the diagram considered

above.

Cutkosky rules:

The calculation above was straightforward, yet a bit messy. We can reach

the same result through an easier method. We note that the contribution

of the imaginary part came from a kinematical point,

q0 = −k0/2 + Eq − iǫ (5.87)

Eq =
√

q2 +m2 = k0/2 , (5.88)

at which both virtual particles are on shell,

[
(k/2± q)2 −m2

]
= 0 . (5.89)

The contribution of a specific kinematic point is naturally obtained by setting

appropriate δ functions. Indeed, if we replace in the original matrix element

(5.68) the propagators by the following δ functions,

i

(k/2 + q)2 −m2 + iǫ
−→ −2πiδ

[
(k/2 + q)2 −m2

]
(5.90)

i

(k/2− q)2 −m2 + iǫ
−→ −2πiδ

[
(k/2− q)2 −m2

]
, (5.91)

it is straightforward to check (Ex.) that the result is nothing but the dis-

continuity iδM in Eq. (5.81). This is, of course, not by accident but an

example of the so-called Cutkosky rules.

The Cutkosky rulse use the notion of a cut diagram. We call a cut such

a line that splits the diagram into two connected pieces:
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The first one is just the diagram considered above, and the latter ones a

examples of cut diagrams in φ3 theory.

Cutkosky rules for calculating the discontinuity of a diagram:

1. Draw all the possible cuts. Retain only those in which the virtual particles

crossed by the cut can be kinematically on shell at the same time.

2. In cut propagators replace

1

p2 −m2 + iǫ
→ −2πiδ

(
p2 −m2

)
,

and integrate over undetermined momenta.

3. Sum the results of all possible cuts.
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5.4 Unstable particles

We will now derive a general expression for the decay widths of unstable

particles. We denoted eariler by FP(k) the propagator including all virtual

corrections,

FP(k) =

= +

++ . . .

1 P I

1 P I 1 P I

k

=
i

k2 −m2
0 −M 2(k2) + iǫ

,

where each 1PI blob corresponds to −iM 2(k2),

−iM 2(k2) =

= +

++ . . .

1 P I

k

Let’s now apply the LSZ theorem in the case that the initial and final state

contain the same single particle. Clearly, all the amputated diagrams are
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exactly those that comprise −iM 2(k2). Both sides of the diagram contribute

one
√
Z, so

iM(k → k) = −iZM 2(k2) . (5.92)

On the other hand, the optical theorem (5.59) gives,

2ImM (k → k) =
∑

f

∫

dΓf |M (k → f) |2 . (5.93)

If we consider e.g. the φ4 theory, a on-shell φ particle cannot decay. Thus

the right-hand side of Eq. (5.93) is zero, from which it follows that also

ImM (k → k) = 0, which means that M (k → k) is real. Thus also

M 2(k2) is real and the equation

k2 −m2
0 −M 2(k2)

k2→m2

= 0 , (5.94)

has a real-valued solution m. Near k2 ∼ m2 the propagator FP(k) is of

the form,

FP(k)
k2→m2

=
iZ

k2 −m2 + iǫ
+ · · · (5.95)

Z−1 = 1− dM 2(k2)

dk2 k2=m2

. (5.96)
∣
∣
∣

Let us the suppose that we have several interacting particles (e.g. Yukawa

teory) arranged so that φ can decay. In this case the right-hand side of

Eq. (5.93) is 6= 0, and thus M (k → k) and also M 2(k2) have an imaginary

part. We will generalize the definition of the physical mass m to be the

solution of the equation,

k2 −m2
0 − ReM 2(k2)

k2→m2

= 0 . (5.97)

In the neighbourhood of k2 ∼ m2 the propagator looks like,

FP(k)
k2→m2

=
iZ

k2 −m2 − iZImM 2(k2) + iǫ
+ · · · (5.98)

Z−1 = 1− dReM 2(k2)

dk2 k2=m2

. (5.99)
∣
∣
∣

If this propagator occurs e.g. in diagram,
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FP(s)

the cross section will be of the form,

σ ∝
∣
∣
∣
∣

1

s−m2 − iZImM 2(s2)

∣
∣
∣
∣

2

=
1

[s−m2]2 + [ZImM 2(s2)]2
(5.100)

If the imaginary part ImM 2(s) is ”small“, the above function is peaked

around s = m2, and we can approximate ImM 2(s) ≈ ImM 2(m2), if

s ∼ m2. Then,

σ ∝ 1

(s−m2)2 + (mΓ)2
(5.101)

Γ = −Z
m
ImM 2(m2) . (5.102)

The form, (5.101) is generally known as the Breit-Wigner resonance,

and the constant Γ is the decay width. From Eqs. (5.92) and (5.93) we

now get,

Γ = −Z
m
ImM 2(k2) =

1

m
ImM (k → k) =

1

2m

∑

f

∫

dΓf |M (k → f) |2 .

so,

Γ =
1

2m

∑

f

∫

dΓf |M (k → f) |2 . (5.103)

We can interpret the decay width Γ also as the decay rate, and its inverse

1/Γ as the particle’s lifetime.
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6 Basic QED processes

In this section we will go through some QED results and related calculational

techniques. The content of this section is probably familiar to most from

the Particle Physics course.

6.1 e+e− → µ
+
µ

−

Probably the most simple QED process is the electron-positron annihilation

into muon-antimuon pair:

p k

p ’ k ’

q = p + p

e− µ
−

e+ µ
+

us(p) ur(k)

vs′(p
′) vr′(k

′)

−igµν
q2

−ieγµ −ieγν

We work in the Feynman gauge in which this diagram corresponds to the

matrix element,

iM = [ur(k) (−ieγν) vr′(k
′)]

−igµν
q2

[vs′(p
′) (−ieγµ) us(p)] (6.1)

=
ie2

q2
[ur(k)γ

µvr′(k
′)] [vs′(p

′)γµus(p)] . (6.2)

To compute the cross section we need |M|2 so we complex conjugate this:

(iM)∗ =
−ie2

q2
[ur(k)γ

νvr′(k
′)]

∗
[vs′(p

′)γνus(p)]
∗
. (6.3)
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The complex conjugation of each of the terms in square brackets proceeds

with the aid of a couple of γ-matrix identities,

[ur(k)γ
νvr′(k

′)]
∗
= [ur(k)γ

νvr′(k
′)]

†
= v†r′(k

′)γν†u†r(k) (6.4)

= v†r′(k
′)γν† [u†r(k)γ

0
]†

= v†r′(k
′)γν†γ0†ur(k)

= v†r′(k
′)γ0γ0γν†γ0ur(k)

∣
∣γ0† = γ0 , γ0γ0 = 1

= vr′(k
′)
[
γ0γν†γ0

]
ur(k)

= vr′(k
′)γνur(k)

∣
∣γ0γµ†γ0 = γµ .

The second one goes analogously, so we have our |M|2,

|M|2 = e4

q4
[
ur(k)γ

µvr′(k
′)
][
vr′(k

′)γνur(k)
]

(6.5)

[
vs′(p

′)γµus(p)
][
us(p)γνvs′(p

′)
]
.

By writing out the indices of the matrix products we see that the terms in

the upper and lower lines can be turned into a trace:

[
ur(k)γ

µvr′(k
′)
][
vr′(k

′)γνur(k)
]

(6.6)

= [ur(k)]a[γ
µ]ab[vr′(k

′)]b [vr′(k
′)]c[γ

ν]cd[ur(k)]d

= [ur(k)]d[ur(k)]a[γ
µ]ab[vr′(k

′)]b [vr′(k
′)]c[γ

ν]cd

= [ur(k)ur(k)]da[γ
µ]ab[vr′(k

′)vr′(k
′)]bc[γ

ν]cd

= [ur(k)ur(k)γ
µ]db[vr′(k

′)vr′(k
′)γν]bd

= [ur(k)ur(k)γ
µvr′(k

′)vr′(k
′)γν]dd

=Tr [ur(k)ur(k)γ
µvr′(k

′)vr′(k
′)γν] ,
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and we have,

|M|2 = e4

q4
Tr [ur(k)ur(k)γ

µvr′(k
′)vr′(k

′)γν] (6.7)

Tr [vs′(p
′)vs′(p

′)γµus(p)us(p)γν] .

In the most simple case the electron and positron beams are unpolarized

so that they contain both spin states in same proportion. In this case we

average over the initial-state spins,

1

2

∑

s

1

2

∑

s′

|M|2 . (6.8)

The particle detectors seldomly resolve the spin states of the muons and in

this case we also sum over the final-state spins,

|M|2 ≡ 1

2

∑

s

1

2

∑

s′

∑

r

∑

r′

|M|2 . (6.9)

This is handy, as we can directly use the relations (2.22),

2∑

s=1

us(p)us(p) = /p+m, (6.10)

2∑

s=1

vs(p)vs(p) = /p−m. (6.11)

Thus, computing |M|2 reduces to traces of γ matrics,

|M|2 = e4

4q4
Tr
[
(/k +mµ) γ

µ
(
/k
′ −mµ

)
γν
]
Tr
[(

/p
′ −me

)
γµ
(

/p+me

)
γν
]
.

(6.12)

To simplify expressions like this there are tons of formulae, of which the

most important are collected in the next page.
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Tr [11] = 4 (6.13)

Tr [odd n.o. of γ matrices] = 0 (6.14)

Tr [γµγν] = 4gµν (6.15)

Tr [γµγνγργσ] = 4 [gµνgρσ − gµρgνσ + gµσgνρ] (6.16)

Tr
[
γ5
]
= 0 (6.17)

Tr
[
γµγνγ5

]
= 0 (6.18)

Tr
[
γµγνγργσγ5

]
= −4iǫµνρσ (6.19)

ǫαβµνǫαβρσ = −2
(
δµρ δ

ν
σ − δµσδ

ν
ρ

)
(6.20)

ǫαβµνǫαβµσ = −6δνσ (6.21)

ǫαβµνǫαβµν = −24 (6.22)

γµγµ = 4 (6.23)

γµγνγµ = −2γν (6.24)

γµγνγργµ = 4gνρ (6.25)

γµγνγργσγµ = −2γσγργν (6.26)

γ5γµγνγη = gνηγ5γµ − gµηγ5γν + gµνγ5γη − iǫµνηργρ

Tr [γµ1γµ2 · · · γµn] = Tr [γµn · · · γµ2γµ1] (6.27)

6-3



By using these identities, computing the traces is easy:

• Tr
[(

/p
′ −me

)
γµ
(

/p+me

)
γν
]

(6.28)

= Tr
[

/p
′γµ/pγν

]
−meTr

[
γµ/pγν

]

︸ ︷︷ ︸
=0

+meTr
[

/p
′γµγν

]

︸ ︷︷ ︸
=0

−m2
eTr [γµγν]

= p′ρpσTr [γργµγσγν]− 4m2
egµν

= p′ρpσ4 [gρµgσν − gρσgµν + gρνgµσ]− 4m2
egµν

= 4
[
p′µpν − (p′ · p)gµν + p′νpµ

]
− 4m2

egµν

= 4
[
p′µpν + p′νpµ − gµν

(
m2

e + p′ · p
)]

.

• Tr
[
(/k +mµ) γ

µ
(
/k
′ −mµ

)
γν
]

(6.29)

= 4
[
kµk′ν + kνk′µ − gµν

(
m2

µ + k′ · k
)]

.

Since the mass of the electron me ≈ 0.5MeV is much smaller than the

muon mass mµ ≈ 105MeV, we can safely set me = 0. Our matrix-element

squared becomes then,

|M|2 = 4e4

q4
[
kµk′ν + kνk′µ − gµν

(
m2

µ + k′ · k
)] [

p′µpν + p′νpµ − gµν (p
′ · p)

]

=
4e4

q4

[

(k · p′)(k′ · p) + (k · p)(k′ · p′)− (p · p′)(k · k′)

+ (k · p)(k′ · p′) + (k · p′)(k′ · p)− (p · p′)(k · k′)

− 2(p · p′)
(
m2

µ + k′ · k
)
+ 4

(
m2

µ + k′ · k
)
(p · p′)

]

=
8e4

q4

[

(k · p′)(k′ · p) + (k · p)(k′ · p′)− (p · p′)(k · k′)

+
(
m2

µ + k′ · k
)
(p · p′)

]

=
8e4

q4

[

(k · p′)(k′ · p) + (k · p)(k′ · p′) +m2
µ(p · p′)

]

(6.30)
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This is explicitly Lorentz invariant. More concrete expression is obtained by

choosing some frame of reference. Typical choices include the rest frame

of some massive particle, center-of-mass frame of some selected particles,

or brick-wall/Breit frame in which the momentum of a projectile particle

gets reversed. Here the easiest choice is the center-of-mass frame of the

e+e− pair (which is the center-of-mass frame of the µ+µ− pair as well).

Let’s choose the momenta as follows:

p =

(√
s

2
, 0, 0,

√
s

2

)

(6.31)

p′ =

(√
s

2
, 0, 0,−

√
s

2

)

(6.32)

k =

(√
s

2
, |k| sin θ sinφ, |k| sin θ cosφ, |k| cos θ

)

(6.33)

k′ =

(√
s

2
,−|k| sin θ sinφ,−|k| sin θ cosφ,−|k| cos θ

)

, (6.34)

where |k| =
√

s/4−m2
µ.

p

k

p

k ’

θ

The required dot products are easy to evaluate,

k · p = k′ · p′ = 1

2

[s

2
−
√
s|k| cos θ

]

(6.35)

k · p′ = k′ · p =
1

2

[s

2
+
√
s|k| cos θ

]

(6.36)

p · p′ = s

2
(6.37)

q2 = (k + k′)2 = s (6.38)
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We substitute these into the expression of the squared matrix element:

|M|2 = 8e4

q4

[

(k · p′)(k′ · p) + (k · p)(k′ · p′) +m2
µ(p · p′)

]

(6.39)

=
8e4

q4

{

1

4

[s

2
+
√
s|k| cos θ

]2

+
1

4

[s

2
−
√
s|k| cos θ

]2

+m2
µ

s

2

}

=
8e4

q4

{

1

4

[
s2

2
+ 2s|k|2 cos2 θ

]

+m2
µ

s

2

}

=
s2e4

q4

{[

1 +
4|k|2
s

cos2 θ

]

+
4m2

µ

s

}

=
s2e4

q4

{[

4
(
s
4
−m2

µ

)

s
cos2 θ

]

+

(

1 +
4m2

µ

s

)}

= e4

[(

1−
4m2

µ

s

)

cos2 θ +

(

1 +
4m2

µ

s

)]

We then use the general formula for the cross section (3.109). The flux

factor F is now

F = 4
√

(p · p′)2 −m2
em

2
e = 4

√

(s/2)2 = 2s , (6.40)

and the two-particle phase-space element (3.111) in the center-of-mass

frame,

Γ2 =

∫

dΩ
|k|

16π2
√
s
=

∫

dΩ
1

16π2
√
s

√
s

4
−m2

µ . (6.41)

Putting all together gives us the leading-order differential cross section,

dσ

dΩ
=

dΓ2

F
|M|2 (6.42)

=
1

2s

1

16π2
√
s

√
s

4
−m2

µe
4

[(

1−
4m2

µ

s

)

cos2 θ +

(

1 +
4m2

µ

s

)]

=
e4

(4π)2
1

4s

√

1−
4m2

µ

s

[(

1−
4m2

µ

s

)

cos2 θ +

(

1 +
4m2

µ

s

)]

,
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or, in terms of the fine-structure constant α = e2/4π,

dσe+e−→µ+µ−

dΩ
=

α2

4s

√

1−
4m2

µ

s

[(

1−
4m2

µ

s

)

cos2 θ +

(

1 +
4m2

µ

s

)]

.

(6.43)

The picture below shows the measured angular distribution [Z.Phys. C14

(1982) 283]. The data clearly exhibits a minimum near cos θ = 0 which

corresponds to 90◦ scattering in the center-of-mass frame.

Our leading-order result (6.43) predicts a completely symmetric angular

distribution around cos θ = 0. More accurate measurements have revealed

that the angular distribution is not completely symmetric which can be

explained by weak interactions (Z-boson interchange).

The total cross section is obtained by integrating over the angular variables:

σe+e−→µ+µ−

total
=

∫

dΩ
dσe+e−→µ+µ−

dΩ
=

∫
2π

0

dφ

∫
1

−1

(d cos θ)
dσe+e−→µ+µ−

dΩ
.

(6.44)

The differential cross section does not depend on the azimuthal angle φ so
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we only have two types of integrals,

∫
2π

0

dφ

∫
1

−1

(d cos θ) = 4π (6.45)

∫
2π

0

dφ

∫
1

−1

(d cos θ) cos2 θ =
4π

3
. (6.46)

By using these,

σe+e−→µ+µ−

total
=

4πα2

4s

√

1−
4m2

µ

s

[(

1−
4m2

µ

s

)

1

3
+

(

1 +
4m2

µ

s

)]

=
πα2

3s

√

1−
4m2

µ

s

[

4 + 2
4m2

µ

s

]

, (6.47)

so all in all,

σe+e−→µ+µ−

total
=

4πα2

3s

√

1−
4m2

µ

s

[

1 +
2m2

µ

s

]

. (6.48)

In the previous picture some experimental results for the total cross sections

were shown as well and the curve is the QED prediction ∼ 1/s.

Historically, the total cross section has been used to measure properties of

the τ lepton by investigating the ratio,

R =
σe+e−→τ+τ−

total

σe+e−→µ+µ−

total

. (6.49)

First, to produce a τ+τ− pair a threshold energy
√
s > 2mτ is needed, but

at large-enough energies the ratio should tend to unity. In the picture below

we show some results for this ratio [Phys. Rev. Lett. 41, 13]:
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In the picture we clearly see a threshold near 3.5GeV <
√
s < 3.6GeV

which is consistent with the τ mass mτ ≈ 1.78GeV. In addition, the masses

affect how quickly the ratio grows. By using Eq. (6.48) as a template, one

can deduce the mass of the τ particle. The τ measurement involves only

part of the decay channels so the ratio does not tend to unity. If one assumes

that the τ particle is not a fermion but a spin-0 or spin-1 particle, the ratio

would behave rather differently.

6.2 Helicity breakdown of e+e− → µ
+
µ

− process

In the previous section we summed/averaged over all the spin states. By

doing so we naturally lose information. We will now learn how to carry out

the e+e− → µ+µ− in specific spin configurations. In principle, this allows to

more thoroughly test the theory and leads to a more complete understanding

of the QED interaction.
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To begin with we the high-energy limit by forgetting the masses. So we set

me = mµ = 0. In this limit,

dσe+e−→µ+µ−

dΩ
→ α2

4s

[

1 + cos2 θ

]

(6.50)

σe+e−→µ+µ−

total
→ 4πα2

3s
. (6.51)

A practical choice for the spin parts (ξs, ηs) of the spinors at the zero-mass

limit are the eigenstates of the helicity operator σ · p̂. see Sect. 2.1. It is

easy to check (Ex.) that in the zero-mass case we can replace the helicity

operator by the γ5 matrix,

γ5us(p)
m=0
= (σ · p̂) us(p) , (6.52)

γ5vs(p)
m=0
= (σ · p̂) vs(p) . (6.53)

Let us now denote by u±(p) and v±(p) the spinors in the helicity basis,

γ5u±(p)
m=0
= (σ · p̂) u±(p) = ±u±(p) , (6.54)

γ5v±(p)
m=0
= (σ · p̂) v±(p) = ±v±(p) . (6.55)

Define

PR =
1

2

(
1 + γ5

)
, PL =

1

2

(
1− γ5

)
, (6.56)

which fulfill

P 2
i = Pi , PR + PL = 1 , PR PL = 0 . (6.57)

From these relations we see that PR and PL are projection operators.

By using the above relations we have,

PR u+(p)
m=0
= u+(p) PR v+(p)

m=0
= v+(p)

PR u−(p)
m=0
= 0 PR v−(p)

m=0
= 0

PL u
+(p)

m=0
= 0 PL v

+(p)
m=0
= 0

PL u
−(p)

m=0
= u−(p) PL v

−(p)
m=0
= v−(p)

. (6.58)
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The projections PRus(p) and PLus(p) (and the same for v spinors) are

called the right- and left-handed components of the spinor.

Let’s now return tot the squared matrix element (6.5),

|M|2 = e4

q4
[
ur(k)γ

µvr′(k
′)
][
vr′(k

′)γνur(k)
]

(6.59)

[
vs′(p

′)γµus(p)
][
us(p)γνvs′(p

′)
]
,

and inspect the factor
[
vs′(p

′)γµus(p)
]

in the helicity basis. If, for example,

us(p) = u+(p), then

vs′(p
′)γµu+(p) = vs′(p

′)γµPR u+(p) . (6.60)

On the other hand, since γ5 is Hermitean and anticommutes with all other

γ matrices,

vs′(p
′)γµu+(p) = v†s′(p

′)γ0γµPR u+(p) (6.61)

= v†s′(p
′)PRγ

0γµ u+(p)

= [PR vs′(p
′)]

†
γ0γµ u+(p)

=







[vs′(p
′)]† γ0γµ u+(p) if s′ = +

0 if s′ = −
.

In other words, the both spinors have to be either right- or left-handed – the

mixed configurations vanish. From Sect. 2.4 we recall that a right-handed

v spinor corresponds to a left-handed positron, and vice versa.

We can deduce that the helicity states of colliding electron and positron

have to be opposite to give a non-zero cross section.

Let’s now focus on a specific initial- and final-state helicity configuration.

As an example we look at the case e−Re
+

L → µ−
Rµ

+

L ,

|M(e−Re
+

L → µ−
Rµ

+

L)|2 =
e4

q4
[
u+(k)γ

µv+(k
′)
][
v+(k

′)γνu+(k)
]

(6.62)

[
v+(p

′)γµu+(p)
][
u+(p)γνv+(p

′)
]
.
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By using the projection operators, we can formally sum over the helicity

states,

|M(e−Re
+

L → µ−
Rµ

+

L)|2 =
e4

q4

∑

r,r′

[
ur(k)γ

µPR vr′(k
′)
][
vr′(k

′)γνur(k)
]

∑

s,s′

[
vs′(p

′)γµPR us(p)
][
us(p)γνvs′(p

′)
]
,

where PRs pick the case in which all spinors are right-handed. As earlier,

we can turn this into a trace,

|M(e−Re
+

L → µ−
Rµ

+

L)|2 =
e4

q4
(6.63)

∑

r,r′

Tr [ur(k)ur(k)γ
µPR vr′(k

′)vr′(k
′)γν]

∑

s,s′

Tr [vs′(p
′)vs′(p

′)γµPR us(p)us(p)γν]

=
e4

4q4
Tr
[
/kγµ(1 + γ5)/k

′
γν
]
Tr
[

/p
′γµ(1 + γ5)/pγν

]
.

Let’s open the traces:

• Tr
[

/p
′γµ(1 + γ5)/pγν

]
= Tr

[

/p
′γµ/pγν

]
+ Tr

[

/p
′γµγ

5
/pγν
]

(6.64)

= 4
[
p′µpν + p′νpµ − gµν (p

′ · p)
]
− 4iǫανβµp

αp′β

• Tr
[
/kγµ(1 + γ5)/k

′
γν
]
= Tr

[
/kγµ/k

′
γν
]
+ Tr

[
/kγµγ5/k

′
γν
]

(6.65)

= 4 [kµk′ν + kνk′µ − gµν (k
′ · k)]− 4iǫηνσµkσk′η ,
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and substitute back to the expression for the matrix element squared,

|M(e−Re
+

L → µ−
Rµ

+

L)|2 =
4e4

q4
(6.66)

[
p′µpν + p′νpµ − gµν (p

′ · p)− iǫανβµp
αp′β

]

[kµk′ν + kνk′µ − gµν (k
′ · k)− iǫηνσµkσk′η]

=
4e4

q4







2
[

(k · p′)(k′ · p) + (k · p)(k′ · p′)
]

− ǫανβµǫ
ηνσµ

︸ ︷︷ ︸

−2[δσβδ
η
α−δσαδ

η
β]

kσk′ηpαp′β







=
8e4

q4

[

(k · p′)(k′ · p) + (k · p)(k′ · p′) + (k · p′)(k′ · p)− (k · p)(k′ · p′)
]

=
16e4

q4
(k · p′)(k′ · p) = 16e4

s2
× 1

4

[s

2
+
√
s|k| cos θ

]2

=
4e4

s2
×
[
s

2
+
√
s

√
s

2
cos θ

]2

= e4 (1 + cos θ)2 .

The differential cross section is then,

dσ(e−Re
+

L → µ−
Rµ

+

L) =
dΓ2

F
|M(e−Re

+

L → µ−
Rµ

+

L)|2 (6.67)

=
dΩ

2s

1

16π2
√
s

√
s

2
e4 (1 + cos θ)2

= dΩ
α2

4s
(1 + cos θ)2 ,

so,

dσ(e−Re
+

L → µ−
Rµ

+

L)

dΩ
=

α2

4s
(1 + cos θ)2 .

Othe helicity combinations are computed in the same way. The results are:

dσ(e−Re
+

L → µ−
Rµ

+

L)

dΩ
=

dσ(e−Le
+

R → µ−
Lµ

+

R)

dΩ
=

α2

4s
(1 + cos θ)2 ,

dσ(e−Re
+

L → µ−
Lµ

+

R)

dΩ
=

dσ(e−Le
+

R → µ−
Rµ

+

L)

dΩ
=

α2

4s
(1− cos θ)2 .
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In total there are 24 = 16 different possible helicity configurations but 12 of

these yield zero. By summing the 4 non-zero terms and dividing by a factor

of 4 (for the spin averaging), we reproduce the unpolarized cross section.

6.3 Non-relativistic limit of e+e− → µ
+
µ

−

Let us now examine the limit in which
√
s ∼ 2mµ, so that µ−µ+ pair can

barely be produced. The cross section (6.43) will then become,

dσe+e−→µ+µ−

dΩ
=

α2

4s

√

1−
4m2

µ

s
︸ ︷︷ ︸

2|k|/√s

[(

1−
4m2

µ

s

)

︸ ︷︷ ︸
≈0

cos2 θ +

(

1 +
4m2

µ

s

)

︸ ︷︷ ︸
≈2

]

√
s∼2mµ−−−−−→=

α2

s

|k|√
s
, (6.68)

with no angular dependence. In what follows we will compute this with

explicit spinors. Our starting point will be the matrix element (6.2),

iM =
ie2

q2
[ur(k)γ

µvr′(k
′)] [vs′(p

′)γµus(p)] . (6.69)

Since mµ ≈ 210me, the incoming electron and positron are very much

relativistic so for them we will not use any non-relativistic approximations. If

the electron travels in to +z direction and the positron to the −z direction,

we write

us(p) =
√

Ep +m

(

I
σ3|p|
E+m

)

ξs ≈
√

|p|
(

I

σ3

)

ξs (6.70)

vs′(p) =
√

Ep +m

(
−σ3|p|
E+m

I

)

ηs′ ≈
√

|p|
(

−σ3

I

)

ηs′ . (6.71)
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Using these,

vs′(p
′)γµus(p) = v†s′(p

′)γ0γµus(p) (6.72)

= |p|η†s′
(
−σ3 I

)

(

I 0

0 −I

)

γµ

(

I

σ3

)

ξs

= |p|η†s′
(
−σ3 − I

)
γµ

(

I

σ3

)

ξs

=







−√
sη†s′σ

iξs if µ = 1, 2

0 if µ = 0, 3
.

Let’s first look at the case that e− is right-handed and e+ left-handed (so

both spinors are right-handed),

(σ · p̂)ξs = σ3ξs = ξs (6.73)

(σ · p̂′)ηs′ = −σ3ηs′ = ηs′ , (6.74)

i.e.

ξ↑ =

(

1

0

)

, η↑ =

(

0

1

)

. (6.75)

Then,

v↑(p
′)γµu↑(p) = v†↑(p

′)γ0γµu↑(p) = −
√
s







0 if µ = 0

1 if µ = 1

i if µ = 2

0 if µ = 3

. (6.76)

Correspondigly, if e− is left-handed ja e+ is right-handed (both spinors

left-handed), the spin parts are

ξ↓ =

(

0

1

)

, η↓ =

(

−1

0

)

. (6.77)
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In our convention in which ηs =
(
−iσ2

)
ξ∗s . In this case,

v↓(p
′)γµu↓(p) = v†↓(p

′)γ0γµu↓(p) =
√
s







0 if µ = 0

1 if µ = 1

−i if µ = 2

0 if µ = 3

. (6.78)

The produced muons are non relativistic so,

ur(k) =
√

Ek +mµ

(

I
σ·k

Ek+mµ

)

ξr ≈
√

2mµ

(

I

0

)

ξr (6.79)

vr′(k
′) =

√

Ek′ +mµ

(
σ·k′

E
k′
+mµ

I

)

ηr′ ≈
√

2mµ

(

0

I

)

ηr′ , (6.80)

with these

ur(k)γ
µvr′(k

′) = u†r(k)γ
0γµvr′(k

′) (6.81)

= 2mµξ
†
r (I 0)

(

I 0

0 −I

)

γµ

(

0

I

)

ηr′

= 2mµξ
†
r (I 0) γµ

(

0

I

)

ηr′

=







0 if µ = 0

2mµξ
†
rσ

iηr′ if µ = i
.
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Thus, our matrix element becomes,

iM =
ie2

q2
gµν [ur(k)γ

µvr′(k
′)] [vs′(p

′)γνus(p)] (6.82)

= ±ie2

q2
×
[

g00 × 0 + g11
(
−
√
s
)
× 2mµξ

†
rσ

1ηr′

+ g22(±i)
(
−
√
s
)
× 2mµξ

†
rσ

2ηr′ + g33 × 0
]

= ±−√
s2mµie

2

q2

[

+ g11ξ
†
rσ

1ηr′ + g22(±i)ξ†rσ
2ηr′
]

= ±
√
s2mµie

2

q2

[

+ ξ†rσ
1ηr′ + (±i)ξ†rσ

2ηr′
]

=







4
√
smµie

2

q2 ξ†r




0 1

0 0



 ηr′ ≈ 2ie2 ξ†r




0 1

0 0



 ηr′ , e−Re
+

L

−4
√
smµie

2

q2 ξ†r




0 0

1 0



 ηr′ ≈ 2ie2 ξ†r




0 0

1 0



 ηr′ , e−Le
+

R

.

We easily see that M 6= 0 in the e−Re
+

L case only when

ξr =




1

0



 , ηr′ =




0

1



 , (6.83)

and M 6= 0 in e−Le
+

R case only when

ξr =




0

1



 , ηr′ =




−1

0



 , (6.84)

so both muons have their spin projection into z direction either +1/2 or

−1/2 (again, recall that the spin projection of an atiparticle is opposite to

the projection of the v spinor). The complex conjugation gives,

[
iM(e−Re

−
L)
]∗ ≈ −2ie2 η†r′




0 0

1 0



 ξr ,
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so

|M(e−Re
−
L)|2 ≈ 4e4 η†r′




0 0

1 0



 ξrξ
†
r




0 1

0 0



 ηr′ (6.85)

= 4e4Tr
[

ηr′η
†
r′




0 0

1 0



 ξrξ
†
r




0 1

0 0





]

.

The spin sums are fairly simple, e.g.

∑

r′

ηr′η
†
r′ =

(

−1

0

)
(

−1 0
)

+

(

0

1

)
(

0 1
)

=

(

1 0

0 1

)

,

(6.86)

such that

∑

r,r′

|M(e−Re
−
L)|2 ≈ 4e4Tr

[




0 0

1 0








0 1

0 0





]

= 4e4Tr




0 0

0 1



 = 4e4 .

Dividing by the flux factor 2s and multiplying by the phase-space element
|k|

16π2
√
s

turns this a cross section,

dσ
(
e−Re

+

L → µ−µ+
)

dΩ
=

1

2s

|k|
16π2

√
s
4e4 =

α2

s

2|k|√
s
. (6.87)

The opposite spin configuration gives the same result,

dσ
(
e−Le

+

R → µ−µ+
)

dΩ
=

dσ
(
e−Re

+

L → µ−µ+
)

dΩ
, (6.88)

and the unpolarized cross section becomes,

1

4

[

dσ
(
e−Le

+

R → µ−µ+
)

dΩ
+

dσ
(
e−Re

+

L → µ−µ+
)

dΩ

]

=
α2

s

|k|√
s
, (6.89)

which agrees with Eq. (6.68).

6.3.1 Bound states

Although the preceding calculation was formally ok it may be in doubt: if

the muon pair is produced to almost rest the Coulomb interaction can in
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principle tie them together to a bound state. The bound µ+µ− state has not

yet been observed but e.g. e+e− bound state (positronium) is well known.

A state like this can hardly be decribed with plane-wave spinors as we have

done in the previous section.

p k

p ’ k

q = p + p

K = k + k

2

1

1 2

In the previous section we saw that if the projections of the electron and

positron spins to the z axis are both either +1/2 or−1/2, also both outgoing

muons have their spin projection to the z axis either +1/2 or −1/2. All

the particles are thus either in ”spin up“ or ”spin down“ state. Let us denote

the corresponding matrix element (6.82) as

M (↑↑→ k1 ↑ k2 ↑) =M (↓↓→ k1 ↓ k2 ↓) = 2e2 . (6.90)

This is independent of the momenta k1 and k2 (at least in our non-relativistic

limit).

The system of two non-relativistic muons can be described by the methods

of Quantum Mechanics I course — the treatment is nearly identical with

that of the hydrogen atom. The Hamiltonian for a two-muon system is

Ĥ =
p̂21
2mµ

+
p̂22
2mµ

+ V (|x̂1 − x̂2|) , (6.91)

where V (x1,x2) is just the Coulomb potential and p̂i = −i∇xi
. The

position of the center-of-mass of this system, and the relative position of

the muons are given by the operators,

R̂ ≡ mµx̂1 +mµx̂2

mµ +mµ
=

1

2
(x̂1 + x̂2) (6.92)

r̂ ≡ (x̂1 − x̂2) , (6.93)
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and the corresponding conjugate momentum operators are,

P̂ = p̂1 + p̂2 = −i∇R , (6.94)

p̂ =
1

2
(p̂1 − p̂2) = −i∇r , (6.95)

fulfilling the usual canonical commutation relations,

[
R̂k, P̂ℓ

]
=
[
r̂k, p̂ℓ

]
= i~δkℓ . (6.96)

With these the Hamiltonian can be written as,

Ĥ =
P̂2

2(2mµ)
+

p̂2

2(mµ/2)
+ V (|r̂|) . (6.97)

The solution of the Schrödinger equation,

Ĥ ψ (r,R) = E ψ (r,R) (6.98)

can be written as

ψ (r,R) = ψ (r) e−iP·R/~ , (6.99)

and the total energy of the two-muon system is

E =
P2

2M
+ ǫ , (6.100)

where ǫ is the energy related to the mutual motion of the muons, given by

[
p̂2

2(mµ/2)
+ V (|r̂|)

]

ψ (r) = ǫψ (r) . (6.101)

In spherical coordinates the general solution to this equation is of the form

ψnℓm (r) = Rnℓ(r)Yℓm(θ, φ) , (6.102)

where Rnℓ(r) are radial wave functions and Yℓm(θ, ϕ) spherical harmonics:
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In our case Z = 1 and a = 8πǫ0~
2

mµe2
.

The wave function in momentum space is obtained by a Fourier transform,

ψ̃(k) =

∫

d3xeik·xψ(x) , (6.103)

which we assume to be normalized such that
∫

d3k

(2π)3
|ψ̃(k)|2 = 1 . (6.104)

We will now form a wave function that corresponds to a bound µ−µ+ pair

that moves with an overall momentum K. We do this by weighting each

state |k1 ↑ k2 ↑〉 by an appropriate probability density ψ̃(k):

|B(K) ↑↑〉 =
√

2EK

∫
d3k

(2π)3
ψ̃(k)

1
√

2Ek1

1
√

2Ek2

|k1 ↑ k2 ↑〉∣∣
∣

,

K=k1+k2

k=(k1−k2)/2

in which EK =
√
K2 +M 2 and M = 2mµ. The various normalization

factors have been chosen such that the normalization agrees with usual

1-particle states (Ex.),

〈B(K′) ↑↑ |B(K) ↑↑〉 = 2EK(2π)
3δ(3) (K′ −K) . (6.105)
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Other possible spin-0 and spin-1 states are obtained by replacing |k1 ↑ k2 ↑〉
by the configuration of interest:

S = 0 1√
2

[

|k1 ↑ k2 ↓〉 − |k1 ↓ k2 ↑〉
]

S = 1 ms = 1 : |k1 ↑ k2 ↑〉

S = 1 ms = 0 : 1√
2

[

|k1 ↑ k2 ↓〉+ |k1 ↓ k2 ↑〉
]

S = 1 ms = −1 : |k1 ↓ k2 ↓〉

(6.106)

We already agreed that
√
s ∼ 2mµ, so K ≈ 0, and the relevant state vector

is thus,

|B ↑↑〉 ≡ |B(0) ↑↑〉 =
√
2M

∫
d3k

(2π)3
ψ̃(k)

1
√
2mµ

1
√
2mµ

|k ↑ −k ↑〉 .

(6.107)

The invariant matrix element for producing a state like this in e+e− collision

is thus,

M (↑↑→ B ↑↑) =
√
2M

∫
d3k

(2π)3
ψ̃∗(k)

1
√

2mµ

1
√

2mµ

M (↑↑→ k1 ↑ k2 ↑)

=
√
2M

∫
d3k

(2π)3
ψ̃∗(k)

1
√

2mµ

1
√

2mµ

2e2 (6.108)

=
√
2M

∫
d3k

(2π)3

∫

d3xe−ik·xψ∗(x)
1

√
2mµ

1
√

2mµ

2e2

=
√
2M

∫

d3xδ(3)(x)ψ∗(x)
1

√
2mµ

1
√

2mµ

2e2

=

√

2

M

[
2e2
]
ψ∗(0) .

The ”spin down“ case give the same result so

M (↑↑→ B ↑↑) =M (↓↓→ B ↓↓) =
√

2

M

[
2e2
]
ψ∗(0) . (6.109)
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Because the radial wave function Rnℓ(r) = 0 if ℓ > 0, the produced state

always has ℓ = 0. The muon pair is thus produced to a state 3S1.

We will now form the cross section for producing the bound state. Let us

assume an unpolarized case so we average over the initial-state spins and

sum over final-state spins (though we know that only 2 combinations are

6= 0),

|M (e+e− → B) |2 = 1

4
×
[
|M (↑↑→ B ↑↑) |2 + |M (↓↓→ B ↓↓) |2

]

=
2

4
× 2

M

[
4e4
]
|ψ∗(0)|2 = 4e4

M
|ψ∗(0)|2 . (6.110)

The flux factor is again just 2s but we now effectively have only one particle

in the final state,

σ
(
e+e− → B

)
=

1

2s

∫
d3K

2EK(2π)3
(2π)4δ(4) (p+ p′ −K)× 4e4

M
|ψ∗(0)|2

=
1

2s

1

2EK

(2π)δ
(
p0 + p′0 −K0

) 4e4

M
|ψ∗(0)|2

=
1

s

e4

M 2
(2π)|ψ∗(0)|2δ

(√
s−M

)

=
32π3α2

M 4
|ψ∗(0)|2δ

(√
s−M

)
. (6.111)

Since δ (
√
s−M) = 2Mδ

(
s−M 2

)
, we have our final form,

σ
(
e+e− → B

)
=

64π3α2

M 4
|ψ∗(0)|2δ

(
s−M 2

)
. (6.112)

Of course, the bound µ+µ− pair is not a stable state and annihilates back to

e+e− pair (3S1) or into two photons (1S0), so the δ-function peak brodens

into a some kind of resonance. In practice, some broadening is also caused

by the spread of the e+e− beam energies which is easily large enough such

that all energy levels with different n quantum numbers, are produced.
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Following the same steps as above, we can also compute the decay width,

Γ
(
B → e+e−

)
=

16πα2

3

|ψ∗(0)|2
M 2

. (6.113)

In more complicated calculations the use of explicit spinors can get tedious.

However, it is possible to reduce the calculation to the usual γ-matrix algebra

when the mutual momentum is almost zero, k ≈ 0 (as it has to be to

produce the bound state). The momenta of the individual muons are then

the same, k1 = k2 ≈ K/2. In this case the matrix element is always of the

form,

M [(p, s); (p′, s′)→ B(K,S)] (6.114)

=

√
2EK

2EK/2
ψ∗(0)M

[

(p, s); (p′, s′)→
(
K

2
,
K

2
, S

)]

,

where the matrix element in the left-hand side corresponds to a free muon

pair in a specific spin state S. In this form, everything related to the bound

state is just a multiplicative factor and the summation/averaging over spins

can be done for the matrix element only,

M [p, p′ → B(K)]2 =
2EK

4E2
K/2

|ψ∗(0)|2M
[

p, p′ →
(
K

2
,
K

2

)]2

.

When computing the righ-hand side, the following identities hold for spin-1

triplet (Ex.),

S = 1

v↑(k)u↑(k) =
−1√
2
/ǫ∗1(K)

(
/K +M

2

)

(6.115)

v↓(k)u↓(k) =
−1√
2
/ǫ∗−1(K)

(
/K +M

2

)

(6.116)

1√
2
[v↑(k)u↓(k) + v↓(k)u↑(k)] =

−1√
2
/ǫ∗0(K)

(
/K +M

2

)

, (6.117)

where the polarization vectors have been defined for K = (EK, 0, 0,K) in
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the form,

ǫµ1(K) =
−1√
2
(0, 1, i, 0) (6.118)

ǫµ−1(K) =
1√
2
(0, 1,−i, 0) (6.119)

ǫµ0(K) =
1

M
(|K|, 0, 0, EK) , (6.120)

and in other cases they are obtained by an appropriate Lorentz-transformation.

The first two correspond to the positive and negative helicities of a spin-1

particle, encountered also in Eqs. (6.76) and (6.78). The last one corresponds

to a ”helicity zero“ state for a massive spin-1 particle. These polarization

vectors fulfill the completeness relation,

∑

λ=−1,0,1
ǫµλ(K)ǫ∗νλ (K) = −gµν + KµKν

M 2
. (6.121)

For the Spin-0 singlet we have,

S = 0
1√
2
[v↑(k)u↓(k)− v↓(k)u↑(k)] =

1√
2
/γ
5

(
/K +M

2

)

, (6.122)

though it cannot be produced in e+e− collisions (at least to first approxima-

tion).

Starting from the matrix element (6.2) for e−e+ → µ−µ+ scattering,

iM =
ie2

q2
[ur(k)γ

µvr′(k
′)] [vs′(p

′)γµus(p)] , (6.123)

it is now straightforward to reproduce (Ex.) e.g. the total cross section

(6.112) without explicit spinor representations. It is also easy to check that

for spin-0 state, the cross section is zero.
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6.4 e−µ− → e−µ− and crossing symmetry

Let us now inspect the elastic e−µ− → e−µ− scattering:

e− e−

µ− µ−

p

p

p ’

p ’
p

−
p

’

1 1

22

2
2

In comparison to the e−e+ → µ−µ+ scattering the diagram is essentially

the same but 90◦ rotated. As we will shortly see, this structural similarity

can be taken advantage of in calculating the matrix-element squared. We

start by writing down the matrix element:

iM = us′(p
′
1)(−ieγµ)us(p1)

−igµν
(p2 − p′2)2

ur′(p
′
2)(−ieγν)ur(p2) (6.124)

=
ie2

(p2 − p′2)2
[us′(p

′
1)γ

µus(p1)] [ur′(p
′
2)γµur(p2)] .

We square this,

|M|2 = e4

(p2 − p′2)4
[us′(p

′
1)γ

µus(p1)] [us(p1)γ
νus′(p

′
1)] (6.125)

× [ur′(p
′
2)γµur(p2)] [ur(p2)γνur′(p

′
2)]

=
e4

(p2 − p′2)4
Tr [us′(p

′
1)us′(p

′
1)γ

µus(p1)us(p1)γ
ν]

× Tr [ur′(p
′
2)ur′(p

′
2)γµur(p2)ur(p2)γν] ,
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and average over the inital-state spins and sum over final-state spins:

|M|2 = 1

4

∑

s,s′,r,r′

|M|2 (6.126)

=
1

4

e4

(p2 − p′2)4
Tr
[

(/p
′
1
+me)γ

µ(/p1 +me)γ
ν
]

× Tr
[

(/p
′
2
+mµ)γµ(/p2 +mµ)γν

]

.

Let’s now compare this to the squared matrix element (6.12) for the process

e−(p)e+(p′) → µ−(k)µ+(k′),

e4

4(k + k′)4
Tr
[
(/k +mµ) γ

µ
(
/k
′ −mµ

)
γν
]
Tr
[(

/p
′ −me

)
γµ
(

/p+me

)
γν
]
.

If we make the following replacements,

p→ p1 , p′ → −p′1 , k → p′2 , k′ → −p2 , (6.127)

the result is formally the same as in Eq. (6.126). We can thus obtain the

result of opening the trace directly from Eq. (6.30) just by making the

replacements indicated above:

|M|2 = 8e4

(p2 − p′2)4
[

(p′2 · p′1)(p2 · p1) + (p′2 · p1)(p2 · p′1)−m2
µ(p1 · p′1)

]

(6.128)

What we have here is a particular example of a more general principle which

we call the crossing symmetry:

initial-state fermion ⇐⇒ final-state antifermion

∣
∣M [f(k), . . .→ . . .]

∣
∣2 = −

∣
∣M

[
. . .→ . . . , f(−k)

] ∣
∣2

initial-state antifermion ⇐⇒ final-state fermion

∣
∣M

[
f(k), . . .→ . . .

] ∣
∣2 = −

∣
∣M [. . .→ . . . , f(−k)]

∣
∣2
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initial-state boson ⇐⇒ final-state boson

∣
∣M [φ(k) , . . .→ . . .]

∣
∣2 =

∣
∣M

[
. . .→ . . . , φ(−k)

] ∣
∣2

The extra minus signs in front of spin-summed matrix elements |M|2 for

fermion-antifermion interchange originate from the spin sums,

∑

s

us(p)us(p) = /p+m
p→−k−−−→ −/k +m

= −(/k −m) = −
∑

s

vs(p)vs(p)

In fact, the crossing symmetry is still a much stronger theorem and, with

proper phase conventions for the spinors (Peskin 5.4),

M
[
φ(k) , . . .→ . . .

]
=M [. . .→ . . . , φ(−k)]

where φ denotes any particle type.
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The kinematics is quite different than in the e−e+ → µ−µ+ case. We

choose here the center-of-mass frame of the incoming particles:

p

p ’

p

p ’

21

1

2

e− µ−

e−

µ−

θ

and choose the momenta as follows:

p1 = (|k|, 0, 0, |k|) (6.129)

p2 = (E, 0, 0,−|k|) (6.130)

p′1 = (|k|, |k| sin θ cosφ, |k| sin θ sinφ, |k| cos θ) (6.131)

p′2 = (E,−|k| sin θ cosφ,−|k| sin θ sinφ,−|k| cos θ) . (6.132)

The needed dot products are easy to calculate:

p1 · p2 = p′1 · p′2 = |k|E + |k|2 = 1

2

(
s−m2

µ

)
(6.133)

p1 · p′1 = |k|2 (1− cos θ) (6.134)

p1 · p′2 = p2 · p′1 = |k|E + |k|2 cos θ . (6.135)

Substitute these into (6.128),

|M|2 = 8e4

4|k|4 (1− cos θ)2

[ (
|k|E + |k|2

)2
+
(
|k|E + |k|2 cos θ

)2

−m2
µ|k|2 (1− cos θ)

]

(6.136)

6-29



=
2e4

|k|2 (1− cos θ)2

[

(E + |k|)2 + (E + |k| cos θ)2 −m2
µ (1− cos θ)

]

The flux facor is now

F = 4
√

(p1 · p2)2 −m2
em

2
µ ≈ 4

√

(p1 · p2)2 = 2(s−m2
µ) , (6.137)

and the two-particle phase-space element in center-of-mass frame we get

from Eq. (3.111),

Γ2 =

∫

dΩ
|k|

16π2
√
s
. (6.138)

Then we just pack these together to form a cross section,
(
dσ

dΩ

)

CM

=
1

F

dΓ2

dΩ
|M|2 = 1

2(s−m2
µ)

|k|
16π2
√
s

(6.139)

× 2e4

|k|2 (1− cos θ)2

[

(E + |k|)2 + (E + |k| cos θ)2 −m2
µ (1− cos θ)

]

=
α2

2s|k|2 (1− cos θ)2

[

s+ (E + |k| cos θ)2 −m2
µ (1− cos θ)

]

(
dσ

dΩ

)

CM

=
α2

2s|k|2 (1− cos θ)2

[

s+ (E + |k| cos θ)2 −m2
µ (1− cos θ)

]

The factor (1− cos θ)2 in the denominator makes the cross section strongly

singular in the limit θ → 0,
(
dσ

dΩ

)

CM

∼ 1

(1− cos θ)2
∼ 1
(
1
2!θ

2 + · · ·
)2 ∼

1

θ4
, as θ → 0 . (6.140)

The total cross section is thus infinite. The singularity originates from the

fact that in the limit θ → 0 the exchanged virtual photon goes on shell,

q2 → 0. The infinite total cross section can be seen as an analogy to the

infinite range of the Coulomb force.
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6.5 Compton scattering

A bit harder process with external photons is the elastic e−γ → e−γ →
scattering:

k p ’

p k ’

p + k

k

k ’p

p ’

p
−

k
’

At least the matrix element is easy to write down:

iM =

[

us′(p
′) [−ieγµ]

i
(

/p+ /k +m
)

(p+ k)2 −m2
[−ieγν] us(p) (6.141)

+ us′(p
′) [−ieγν]

i
(

/p− /k′ +m
)

(p− k′)2 −m2
[−ieγµ] us(p)

]

ǫλ,ν(k)ǫ
∗
λ′,µ(k

′)

= −ie2
[

us′(p
′)/ǫ∗λ′(k

′)

(

/p+ /k +m
)

(p+ k)2 −m2
/ǫλ(k)us(p)

+ us′(p
′)/ǫλ(k)

(

/p− /k′ +m
)

(p− k′)2 −m2
/ǫ∗λ′(k

′)us(p)

]

The denominators can be expressed in a shorter form as,

• (p+ k)2 −m2 = p2
︸︷︷︸

=m2

+ k2︸︷︷︸
=0

+2p · k −m2 = 2p · k (6.142)

• (p− k′)2 −m2 = −2p · k′ , (6.143)

and using the anticommutator {γµ, γν} = 2gµν and the Dirac equation
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(/p−m)us(p) = 0,

(

/p+m
)

/ǫλ(k)us(p) =
[
−/ǫλ(k)/p+ 2ǫλ(k) · p+m/ǫλ(k)

]
us(p)

= 2 [ǫλ(k) · p] us(p) + /ǫλ(k)
[
−/p+m

]
us(p)

︸ ︷︷ ︸
=0

= 2 [ǫλ(k) · p] us(p) .

A significant simplification is obtained if we now choose specific gauge for

the polarization vectors. In the Coulomb gauge the polarization vectors

are explicitly transverse and in the rest frame of the initial-state electron

p = (m,0) we can choose the polarization vectors such that ǫ0 = ǫ′0 = 0.

Then,

p · ǫ = p · ǫ′ = 0 , (6.144)

in any other frame as well. Thus,

(

/p+m
)

/ǫλ(k)us(p) = 2 [ǫλ(k) · p] us(p) = 0 .

Thanks to this, the matrix element simplifies quite significantly:

iM = −ie2
[

us′(p
′)/ǫ∗λ′(k

′)
/k/ǫλ(k)

2p · k us(p) + us′(p
′)/ǫλ(k)

−/k′/ǫ∗λ(k′)
−2p · k′ us(p)

]

.

We still speed up the notation by setting us(p) = u, us′(p
′) = u′, ǫλ(k) = ǫ,

ǫ∗λ′(k′) = ǫ∗
′

, so

iM = −ie2u′
[

/ǫ
′∗/k/ǫ

2p · k +
−/ǫ/k′/ǫ′∗
−2p · k′

]

u .

Doesn’t look so bad. Now we square this to form |M|2:

|M|2 = e4

4(p · k)2u
′
[

/ǫ
′∗/k/ǫ

]

uu
[

/ǫ∗/k/ǫ′
]

u′ +
e4

4(p · k′)2u
′
[

/ǫ/k
′
/ǫ

′∗
]

uu
[

/ǫ′/k
′
/ǫ∗
]

u′

+
e4

4(p · k)(p · k′)

[

u′
[

/ǫ
′∗/k/ǫ

]

uu
[

/ǫ′/k
′
/ǫ∗
]

u′ + u′
[

/ǫ/k
′
/ǫ

′∗
]

uu
[

/ǫ∗/k/ǫ′
]

u′
]

=
e4

4(p · k)2Tr
{

u′u′
[

/ǫ
′∗/k/ǫ

]

uu
[

/ǫ∗/k/ǫ′
]}
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+
e4

4(p · k′)2Tr
{

u′u′
[

/ǫ/k
′
/ǫ

′∗
]

uu
[

/ǫ′/k
′
/ǫ∗
]}

+
e4

4(p · k)(p · k′)Tr
{

u′u′
[

/ǫ
′∗/k/ǫ

]

uu
[

/ǫ′/k
′
/ǫ∗
]}

+
e4

4(p · k)(p · k′)Tr
{

u′u′
[

/ǫ/k
′
/ǫ

′∗
]

uu
[

/ǫ∗/k/ǫ′
]}

We suppose that the e− beams is unpolarized and sum over the spins of the

final-state electron, but leave the photon polarizations open:

|M|2 = 1

2

∑

s,s′

|M|2 = e4

8

[
I

(p · k)2 +
II+ III

(p · k)(p · k′) +
IV

(p · k′)2
]

(6.145)

I = Tr
{

(/p
′ +m)

[

/ǫ
′∗/k/ǫ

]

(/p+m)
[

/ǫ∗/k/ǫ′
]}

II = Tr
{

(/p
′ +m)

[

/ǫ
′∗/k/ǫ

]

(/p+m)
[

/ǫ′/k
′
/ǫ∗
]}

III = Tr
{

(/p
′ +m)

[

/ǫ/k
′
/ǫ

′∗
]

(/p+m)
[

/ǫ∗/k/ǫ′
]}

IV = Tr
{

(/p
′ +m)

[

/ǫ/k
′
/ǫ

′∗
]

(/p+m)
[

/ǫ′/k
′
/ǫ∗
]}

There are traces of 8 γ matrices to evaluate, but they are not so bad at

the end. We will still simplify the treatment by assuming the polarization

vectors to be real (linear polarization). Here we compute explicitly the case

I:

I = Tr
{

/p
′/ǫ′/k/ǫ/p/ǫ/k/ǫ

′}+m2Tr
{

/ǫ′/k/ǫ/ǫ/k/ǫ′
}

(6.146)

We open the traces:

•Tr
[

/p
′/ǫ′/k/ǫ /p/ǫ

︸︷︷︸

2p·ǫ−/ǫ/p

/k/ǫ′
]

= 2 (p · ǫ)
︸ ︷︷ ︸

=0

Tr

[

/p
′/ǫ′/k/ǫ/k/ǫ′

]

− Tr

[

/p
′/ǫ′/k /ǫ/ǫ

︸︷︷︸
−1

/p/k/ǫ
′
]

= +Tr

[

/p
′/ǫ′/k/p/k/ǫ

′
]

= 2(k · p)Tr
[

/p
′/ǫ′/k/ǫ′

]

− Tr

[

/p
′/ǫ′ /k/k
︸︷︷︸

0

/p/ǫ
′
]
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= 2(k · p)2(k · ǫ′)Tr
[

/p
′/ǫ′
]

− 2(k · p)Tr
[

/p
′/k /ǫ′/ǫ′
︸︷︷︸
−1

]

= 2(k · p)2(k · ǫ′)4(p′ · ǫ′) + 2(k · p)4(p′ · k)

= 8(k · p) [2(k · ǫ′)(p′ · ǫ′) + (p′ · k)]

•Tr
[

/ǫ′/k/ǫ/ǫ/k/ǫ′
]

/ǫ/ǫ=−1
= −Tr

[

/ǫ′/k/k/ǫ′
]

/k/k=k2=0
= 0 .

So the trace I is pretty simple,

I = 8(k · p) [2(k · ǫ′)(p′ · ǫ′) + (p′ · k)] . (6.147)

The case IV is no more difficult and in addition II = III. Summing all the

contributions gives (Ex.),

|M(λ, λ′)|2 = e4
[

(k · k′)2
(k · p)(k′ · p) + 4 (ǫ · ǫ′)2

]

. (6.148)

Rather simple result. This is Lorentz invariant but we still have to keep

in mind that the polarization vectors have been chosen such that in the

rest frame of the initial electron ǫ0 = ǫ′0 = 0. If we wish, we can at this

moment also sum over the final-state photon polarizations and average over

the initial-state polarizations. To accomplish this, we can use (Ex.)

1

2

∑

λ,λ′

(ǫ · ǫ′)2 = 1

2

(
1 + cos2 θ

)
, (6.149)

where the angle θ refers to the scattering angle in the electron rest frame

(see the figure below), k̂ · k̂′ = cos θ. With this result (Ex.),

1

2

∑

λ,λ′

|M(λ, λ′)|2 = 2e4
[

(k · k′)2
(k · p)(k′ · p) +

(
1 + cos2 θ

)
]

(6.150)

= 2e4

[

(k · k′)2
(k · p)(k′ · p) + 2− 2m2 k · k′

(k · p)(k′ · p) +m4

[
k · k′

(k · p)(k′ · p)

]2
]

.
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An alternative way to obtain this result is to use the polarization sum (4.20),

∑

λ=1,2

ǫµk,λǫ
∗ν
k,λ = −gµν + kµk

ν
+ kνk

µ

k · k
, k = (k0,−k)

already before opening the traces.

Let us then check the kinematics in the rest frame of the incoming electron.

This is often called as the laboratory frame in this context which probably

is a historical relic as in the original Compton-scattering experiments the

photons (X rays) scattered off fixed target – electrons bound to an atom.

θk

p ’

p

k ’

We may choose the momenta as,

p = (m, 0, 0, 0) (6.151)

k = (ω, 0, 0, ω) (6.152)

k′ = (ω′, ω′ sin θ cosφ, ω′ sin θ sinφ, ω′ cos θ) (6.153)

p′ = p+ k − k′ (6.154)
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The dot products that occur in |M|2 are,

k · k′ = ωω′ (1− cos θ) (6.155)

k · p = mω (6.156)

k′ · p = mω′ (6.157)

so

|M|2 = e4

[

ω2ω′2 (1− cos θ)2

m2ωω′
+ 4 (ǫ · ǫ′)2

]

. (6.158)

On the other hand,

m2 = p′2 = (p+ k − k′)2 = m2 + 2p · (k − k′)− 2k · k′ (6.159)

= m2 + 2m(ω − ω′)− 2ωω′(1− cos θ)

=⇒(1− cos θ) =
m(ω − ω′)

ωω′
= m

[
1

ω′
− 1

ω

]

. (6.160)

Substituting this into Eq. (6.158), we get our final matrix element squared:

|M|2 = e4
[
ω

ω′
+
ω′

ω
− 2 + 4 (ǫ · ǫ′)2

]

. (6.161)

Then we form the cross section. The flux factor F is here,

4
√

(p · k)2 −m2m2
γ = 4

√

(mω)2 = 4mω . (6.162)

Then the phase space:

∫

dΓLAB
2 =

∫ [
d3p′

(2π)32Ep′

] [
d3k′

(2π)32Ek′

]

(2π)4 δ(4) (p+ k − p′ − k′)

=

∫ [
d3k′

(2π)32ω′

] [
1

2Ep′

]

(2π) δ (m+ ω − ω′ − Ep′) .

(6.163)
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To get rid of the remaining δ function we express Ep′ in terms of other

variables,

Ep′ =
√

|p′|2 +m2 =
√

|p+ k− k′|2 +m2 (6.164)

=
√

|k− k′|2 +m2 =
√

ω2 + ω′2 − 2k · k′ +m2

=
√

ω2 + ω′2 − 2ωω′ cos θ +m2 .

The relevant δ function is thus

δ
(

m+ ω − ω′ −
√

ω2 + ω′2 − 2ωω′ cos θ +m2
)

(6.165)

=
Ep′

m+ ω(1− cos θ)
δ

(

ω′ − ω

1 + ω
m(1− cos θ)

)

. (6.166)

In spherical coordinates d3k = dφd cos θω′2dω′, so integrating over ω′ we

have,

∫

dΓLAB
2 =

∫ [
dφd cos θω′2

(2π)22ω′

] [
1

2Ep′

]
Ep′

m+ ω(1− cos θ)
(6.167)

=

∫ [
dφd cos θω′2

(2π)22ω′

]
1

2

ω′

mω
=

1

16π2

∫

dΩ

[
ω′2

mω

]

,

Then we just pack everything together:

dσ(e−γ → e−γ)

dφd cos θ
=

1

F

dΓn

dΩ
|M(e−γ → e−γ)|2 (6.168)

=
1

4mω

1

16π2

[
ω′2

mω

]

e4
[
ω

ω′
+
ω′

ω
− 2 + 4 (ǫ · ǫ′)2

]

=
1

4mω

1

16π2

[
ω′2

mω

]

16π2α2

[
ω

ω′
+
ω′

ω
− 2 + 4 (ǫ · ǫ′)2

]

=
α2

4m

[
ω′2

mω2

] [
ω

ω′
+
ω′

ω
− 2 + 4 (ǫ · ǫ′)2

]

Our final result is the famous Klein-Nishina formula in the laboratory

frame:
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dσ [e−γ(λ)→ e−γ(λ′)]

dφd cos θ
=

α2

4m2

(
ω′

ω

)2 [
ω

ω′
+
ω′

ω
− 2 + 4 (ǫ · ǫ′)2

]

If the initial-state photons are unpolarized, we may use the summation (4.20)

∑

λ=1,2

ǫµk,λǫ
∗ν
k,λ = −gµν + kµk

ν
+ kνk

µ

k · k
, k = (k0,−k) .

such that the spin-averaged cross section becomes,

dσ [e−γ → e−γ(λ′)]

dφd cos θ
=

α2

4m2

(
ω′

ω

)2 [
ω

ω′
+
ω′

ω
− 2

(

k̂ · ǫ′
)2
]

.

We can deduce that the final-state photon’s polarization is preferably per-

pendicular to the plane set by k and k′. Indeed, the Compton scattering can

be used to prepare photon beams of definite polarization by e.g. shooting

high-energy electron beams with a laser.

The fully unpolarized cross section is recovered if we still sum over the

final-state polarization. The result is, in the lab frame,

dσ [e−γ → e−γ]

dφd cos θ
=

α2

2m2

(
ω′

ω

)2 [
ω

ω′
+
ω′

ω
− sin2 θ

]

. (6.169)

Since ω′ is a function of cos θ the calculation of the total cross section is

not completely trivial, though doable. In the low- and high-energy limits

this is gets easier.

Low-energy limit:

In the limit of low energies ω ≪ me. From Eq. (6.160) we see that

ω′

ω
=

1

1 + ω
m(1− cos θ)

ω≪me−−−−→ 1 , (6.170)
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so the cross section simplifies to

dσ [e−γ → e−γ]

dφd cos θ

ω≪me−−−−→ α2

2m2

[
2− sin2 θ

]
=

α2

2m2

[
1 + cos2 θ

]
.

(6.171)

This is easy to integrate,

σ
(
e−γ → e−γ

) ω≪me−−−−→=
8πα2

3m2
(6.172)

This result is known as the Thomson cross section, and it can also

be derived from classical electrodynamics. Although ω ≪ me, still

(easily) ω ≫ Ebonding for outer electrons of an atom (me ∼ 510 keV,

Ebonding ∼ 10 . . . 1000 eV for outer electrons).
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High-energy limit:

When ω ≫ me it is useful to work in center-of-mass coordinates.

θk p

k ’

p ’

p = (E, 0, 0,−|k|) , E =
√

k2 +m2 ≈ |k|+ m2

2|k| (6.173)

k = (|k|, 0, 0, |k|) (6.174)

k′ = (|k|, |k| sin θ cosφ, |k| sin θ sinφ, |k| cos θ) (6.175)

p′ = p+ k − k′ (6.176)

The required dot products are,

k · k′ = |k|2 (1− cos θ) (6.177)

k · p = E|k|+ |k|2 ≈ 2|k|2 +m2/2 (6.178)

k′ · p = E|k|+ |k|2 cos θ ≈ |k|2 (1 + cos θ) +m2/2 (6.179)

In addition
√
s = E + |k| ≈ 2|k|+m2/2|k|. The matrix-element squared
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is obtained from Eq. (6.150),

|M|2 ≈ 2e4

[

(k · k′)2
(k · p)(k′ · p) + 2

]

≈ 2e4

[

|k|4 (1− cos θ)2

(2|k|2 +m2/2)(|k|2 (1 + cos θ) +m2/2)
+ 2

]

≈ 2e4

[
s2

16 (1− cos θ)2

s
2

[
s
4 (1 + cos θ) +m2/2

] + 2

]

≈ 2e4

[
1
2 (1− cos θ)2

1 + cos θ + 2m2

s

+ 2

]

In the hig-energy limit we can directly use the cross-section formula (3.112),

(
dσ

dΩ

)

cm

=
|M|2
64π2s

=
1

64π2s
2e4

[
1
2 (1− cos θ)2

1 + cos θ + 2m2

s

+ 2

]

(6.180)

=
α2

4s

[

(1− cos θ)2

1 + cos θ + 2m2

s

+ 4

]

,

so that

(
dσ

dΩ

)

cm

√
s≫m−−−−→ α2

4s

[

(1− cos θ)2

1 + cos θ + 2m2

s

+ 4

]

The cross section is again peaks when θ ∼ π. However, the mass of the

electron keeps it finite unlike in the e−µ− → e−µ− case.

In the limit m2 ≪ s the integral accumulates mainly from the region θ ∼ π,

and the leading terms is,

σtot =

∫

d cos θdφ

(
dσ

dΩ

)

cm

√
s≫m−−−−→ 2πα2

s
log
[ s

m2

]

(6.181)
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Both the angular and
√
s dependencies are well in line with the measurements,

as the following pictures show [Phys.Lett. B616 (2005) 145-158].

6.6 The e+e− pair annihilation into two photons

As our last QED example we look at e+e− → γγ reaction:

p

p p

pk

k
k

k

1 1 1

1

2 2 2

2

p
−

k

p
−

k
1

21

1

If we compare these to the diagrams corresponding to the Compton scatter-

ing,
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k p ’

p k ’

p + k

k

k ’p

p ’

p
−

k
’

we notice that that we can use the crossing symmetry by making the

replacements

k → −k1 , k′ → k2 , p′ → −p2 , p→ p1 , (6.182)

in the Compton case and multiplying the squared matrix element by −1
(only one fermionic interchange). By making these actions in Eq. (6.150),

we have

|M|2 = (6.183)

− 2e4

[

(−k1 · k2)2
(−k1 · p1)(k2 · p1)

+ 2− 2m2 −k1 · k2
(−k1 · p)(k2 · p1)

+m4

[ −k1 · k2
(k · p1)(k2 · p1)

]2
]

= 2e4

[

(k1 · k2)2
(k1 · p1)(k2 · p1)

− 2 + 2m2 k1 · k2
(k1 · p1)(k2 · p1)

−m4

[
k1 · k2

(k · p1)(k2 · p1)

]2
]

.

We do the kinematics in the ceter-of-mass frame:

θ
p p

k

k

1 2

1

2
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Parametrize the momenta as

p1 = (E, 0, 0, |p|) , E =

√
s

2
=
√

|p|2 +m2 (6.184)

p2 = (E, 0, 0,−|p|) (6.185)

k1 = (E,E sin θ cosφ,E sin θ sinφ,E cos θ) (6.186)

k2 = p1 + p2 − k1 (6.187)

so the dot products are easy to compute,

k1 · k2 = 2E2 (6.188)

k1 · p1 = E2 − E|p| cos θ (6.189)

k1 · p2 = k2 · p1 = E2 + E|p| cos θ (6.190)

p1 · p2 = E2 + |p|2 = 2|p|2 +m2 (6.191)

To build the cross section we need the flux factor,

F = 4
√

(p1 · p2)2 −m4 = 4
√

4|p|4 +m4 + 4m2|p|2 −m4 (6.192)

= 4
√

(p1 · p2)2 −m4 = 4|p|
√
s . (6.193)

In the case of only two final-state particles we can use the result (3.111) for

the phase space,

Γ2 =

∫

dΩ
|k1|

16π2
√
s
=

∫

dΩ
E

16π2
√
s
, (6.194)

so

1

F
Γ2 =

∫

dΩ
E

16π2
√
s

1

4|p|√s =

∫

dΩ
1

64π2s

(
E

|p|

)

. (6.195)

The cross section is obtained by multiplying this with the squared matrix

element (counting both photons) and dividing by 2! since we have two
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identical particles in the final state,

dσ

dφd cos θ
(6.196)

=
1

2!

1

64π2s

(
E

|p|

)[

|M(θ, φ)|2 + |M(π − θ, π + φ)|2
]

=
α2

s

(
E

|p|

)[

E2 + |p|2 cos2 θ
m2 + |p|2 sin2 θ +

2m2

m2 + |p|2 sin2 θ −
2m4

(
m2 + |p|2 sin2 θ

)2

]

.

The cross section is peaked near θ ∼ 0 and θ ∼ π. Outside these regions

and at the high-energy limit
√
s≫ m, this simplifies to

dσ

dφd cos θ
−−−−−→ α2

s

1 + cos2 θ

sin2 θ
. (6.197)

√
s≫m

| cos θ|≪1

The leading term for the total cross section is,

σtot

√
s≫m−−−−→≈ 2πα2

s
log
( s

4m2

)

. (6.198)

The next picture plots the QED prediction for the angular dependence using

(6.197). Clearly, already the leading-order calculation reproduces nicely the

measurements [Phys.Rev. D34 (1986) 3286].
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7 Introduction to radiative corrections and

renormalization

In the previous section we calculated QED cross section at leading order by

so-called tree-level diagarms. The matrix elements are in this case just

algebraic expressions. The higher-order corrections include closed loops, so

that the matrix element contains d4p-type integrals.

Also the renormalization constant
√
Z which the LSZ-theorem entails should

be accounted for, corresponding in essence to closed loops in external legs.

In addition, almost all leading-order calculations receive corrections from

higher-order tree-level diagrams. For example, in e+e− → e+e− process the

final state can contain very low-energy photons which no particle detector

can observe. The extra photons can also carry a higher energy if the are

emitted into places where there are no detectors or where one cannot even

place one (e.g. the beam pipe). For these resons all measurements are to

some extent inclusive meaning e.g. in the case of e+e− → e+e− process

that the final state can contain also other particles than only the e+e− pair.

The difficulty is that nearly all higher-order calculations yield infinities.

Broadly, there are three types of divergences: If the energy of the emitted or
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virtual photon momentum k in the above diagrams go to zero, all particles

go on shell. In this case the denominators of the propagators vanish, e.g.

1

(p− k)2 −m2
=

1

−2k · p+ k2
k→0−−→∞ .

These are so-called infrared divergences. Another class of inifinities

is met in the limit when the momentum of the virtual photon gets large.

These are known as ultraviolet divergences. The third class is formed by

collinear divergences. In this section we explore the structure of these

divergences and how they either disappear or are removed consistently.

7.1 Braking radiation

Let us start by looking at the photon emission from the initial- and final-state

electron:

p p pp ’ p ’ p ’

k k

The lower part of the diagrams is not of our interest here – the electron could

scatter off from whatever target. We thus mark the lower part with a grey

blob. We write the leading-order matrix element (the left-most diagram) in

the form

iM0(p, p′) = [us′(p
′)(−ieγµ)us(p)]×

−igµν
(p− p′)2 + iǫ

Φν(p− p′) , (7.1)

where Φν contains everything that is there in the lower part of the diagram.
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The matrix element for the radiation diagrams are written correspondigly:

iMrad =

[

us′(p
′)
(
− ie/ǫ∗λ(k)

) i(/p′ + /k +m)

(p′ + k)2 −m2
(−ieγµ)us(p) (7.2)

+ us′(p
′)(−ieγµ)

i(/p− /k +m)

(p− k)2 −m2

(
− ie/ǫ∗λ(k)

)
us(p)

]

× −igµν
(p− p′ − k)2 + iǫ

Φν(p− p′ − k) .

As noted already, the electron propagators become singular in the limit

k → 0. Taking this limit in the numerator, our expression simplifies to

iMrad k→0−−→e
[

us′(p
′)/ǫ∗λ(k)

(/p′ +m)

(p′ + k)2 −m2
(−ieγµ)us(p) (7.3)

+ us′(p
′)(−ieγµ)

(/p+m)

(p− k)2 −m2
/ǫ∗λ(k)us(p)

]

× −igµν
(p− p′)2 + iǫ

Φν(p− p′) .

As in the calculation of the Compton scattering, the denominators of the

propagators can be written as,

• (p′ + k)2 −m2 = 2p′ · k (7.4)

• (p− k)2 −m2 = −2p · k , (7.5)

and by using the anticommutator {γµ, γν} = 2gµν and Dirac equation

(/p−m)us(p) = 0,

(

/p+m
)

/ǫ∗λ(k)us(p) =
[
−/ǫ∗λ(k)/p+ 2ǫ∗λ(k) · p+m/ǫ∗λ(k)

]
us(p)

= 2 [ǫ∗λ(k) · p] us(p) + /ǫ∗λ(k)
[
−/p+m

]
us(p)

︸ ︷︷ ︸
=0

= 2 [ǫ∗λ(k) · p] us(p) .

Similarly,

us′(p
′)/ǫ∗λ(k)

(

/p
′ +m

)
= 2 [ǫ∗λ(k) · p′] us′(p′) .
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Thus,

iMrad k→0−−→e
[

us′(p
′)2 [ǫ∗λ(k) · p′]

1

2p′ · k (−ieγ
µ)us(p) (7.6)

+ us′(p
′)(−ieγµ) 1

−2p · k2 [ǫ
∗
λ(k) · p] us(p)

]

× −igµν
(p− p′)2 + iǫ

Φν(p− p′)

= iM0(p, p′)× e
[
ǫ∗λ(k) · p′
p′ · k − ǫ∗λ(k) · p

p · k

]

.

We see that in the limit k → 0 the leading-order matrix elementM0 and

the part associated with the soft radiation factorize. Due to this property,

the contribution of the soft radiation to the cross section is

dσrad(p, p′) = dσ0(p, p′) (7.7)

×
∫

d3k

2|k|(2π)3e
2

[
ǫ∗λ(k) · p′
p′ · k − ǫ∗λ(k) · p

p · k

] [
ǫλ(k) · p′
p′ · k − ǫλ(k) · p

p · k

]

,

where dσ0(p, p′) is the leading-order result (whatever it is). We are not

interested in the photon polarizations here, so we sum over them using

(4.20),

∑

λ=1,2

ǫµk,λǫ
∗ν
k,λ = −gµν + kµk

ν
+ kνk

µ

k · k
, k = (k0,−k) .

It’s easy to see that the second term in the sum gives zero, as it must due

to the Ward identity. Thus it is enough to account for the −gµν part:

∑

λ

[
ǫ∗λ(k) · p′
p′ · k − ǫ∗λ(k) · p

p · k

] [
ǫλ(k) · p′
p′ · k − ǫλ(k) · p

p · k

]

(7.8)

=
2p · p′

(p · k)(p′ · k) −
m2

(p · k)2 −
m2

(p′ · k)2 .

dσrad(p, p′) = dσ0(p, p′) (7.9)

×
∫

d3k

2|k|(2π)3e
2

[
2p · p′

(p · k)(p′ · k) −
m2

(p · k)2 −
m2

(p′ · k)2
]
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The denominators contain terms,

p · k = |k| (Ep − |p| cos θp,k)

p′ · k = |k| (Ep′ − |p′| cos θp′,k) ,

which can go to zero when |k| → 0, or close to zero when cos θp,k ∼ 1.

Thus, most of the photon radiation is soft and is in the direc-

tion of the initial- or final-state electron. Due to the momentum

conservation the speed of the electrons gets reduced but the direction does

not change on the average. Thus, the word braking radiation. The same

result can be derived from classical electromagnetism.

Since there is no lower bound for the photon energy, dσrad(p, p′) = ∞.

However, we provisionally regularize the integral by giving the photon a

small mass µ which translates into a lower bound for the radiated photon

energy. Going to spherical coordinates, we have the following integral to be

done:

1

2(2π)3

∫

µ

d|k||k|
∫

dΩk

[
2p · p′

(p · k)(p′ · k) −
m2

(p · k)2 −
m2

(p′ · k)2
]

.

The angular part gives (Ex.),

∫

dΩk

[
2p · p′

(p · k)(p′ · k) −
m2

(p · k)2 −
m2

(p′ · k)2
]

(7.10)

=
8π

|k|2






(

1 + 2m2

−q2
)

√

1 + 4m2

−q2
log






√

1 + 4m2

−q2 + 1
√

1 + 4m2

−q2 − 1




− 1




 ,

where q2 ≡ (p−p′)2. If the momentum exchange −q2 ≫ m2, this simplifies

to

q2≫m2

−−−−→ 8π

|k|2
[

log

(−q2
m2

)

− 1

]

.

The upper bound for the remaining d|k| integral is not important (as long

as it remains within the physical phase space). For dimensional reasons we
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can take the upper bound to be proportional to
√

−q2:
∫ c
√
−q2

µ

d|k|
|k| = log

(√

−q2
µ

)

+ log(c) , (7.11)

where log(c) is some finite constant. Thus, the IR-divegent part acquires

the form,

dσrad,IR(p, p′) = dσ0(p, p′) (7.12)

× α

π
log

(−q2
µ2

)






(

1 + 2m2

−q2
)

√

1 + 4m2

−q2
log






√

1 + 4m2

−q2 + 1
√

1 + 4m2

−q2 − 1




− 1






q2≫m2

−−−−→ dσ0(p, p′)× α

π
log

(−q2
µ2

)[

log

(−q2
m2

)

− 1

]

In the limit q2 ≫ m2 a product of two logarithms emerges. This is known

as the Sudakov double logarithm. The approximations we have made

in the limit |k| → 0 are all valid, so the found IR divergence is not an

artefact but a true property of the theory – and its difficulty.

The regularizing parameter µ is of course unphysical and our final result

cannot depend on it if the theory is to have any predictive power. However,

as noted in the beginning, also the virtual corrections entail IR divergences

and it turns out, as we will see, that when all relevant contributions are

summed, the IR divergences disappear. Note that the our result for the

braking radiation is also divergent in the m→ 0 limit (collinear divergence).
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7.2 Virtual vertex correction

p pp’ p ’
k

p−k

q q

k + q

We wrote out leading-order matrix element in the form,

iM0(p, p′) = ie [us′(p
′)γµus(p)]×

igµν
(p− p′)2 + iǫ

Φν(p− p′) . (7.13)

In general, since the factors us′(p
′) and us(p) are always the outermost in

any amputated diagram, we can write this type of diagram as

iM(p, p′) = ie [us′(p
′)Γµus(p)]×

igµν
(p− p′)2 + iǫ

Φν(p− p′) , (7.14)

where, to leading order, Γµ = γµ.

The inital and final states in the above leading- and loop-corrected diagrams

are the same. Thus they must be summed before squaring. Thus, we get

three terms:

+

2

=

+

*

2 R e

2

+

2
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The ”cross term“ coming with the factor 2Re is of the same order in coupling

as the real radiation contribution so this one is what we will need.

We now write the matrix element corresponding to the loop-corrected

diagram (in Feynman gauge):

iMloop =

∫
d4k

(2π)4
us′(p

′) [−ieγν]
i(/k + /q +m)

(k + q)2 −m2 + iǫ
[−ieγµ] i(/k +m)

k2 −m2 + iǫ

× [−ieγρ] us(p)×
−igνρ

(p− k)2 + iǫ
× −igµν

(p− p′)2 + iǫ
Φν(p− p′) (7.15)

= ie

[

− ie2
∫

d4k

(2π)4
us′(p

′)γν(/k + /q +m)γµ(/k +m)γνus(p)

[(k + q)2 −m2 + iǫ] [k2 −m2 + iǫ] [(p− k)2 + iǫ]

]

× igµν
(p− p′)2 + iǫ

Φν(p− p′) .

Comparing to (7.14) we can identify,

us′(p
′)Γµ

loopus(p) = (7.16)

− ie2
∫

d4k

(2π)4
us′(p

′)γν(/k + /q +m)γµ(/k +m)γνus(p)

[(k + q)2 −m2 + iǫ] [k2 −m2 + iǫ] [(p− k)2 + iǫ]
.

By using the γ-matrix identities (6.24)-(6.26), we can sum over the free

index ν,

us′(p
′)Γµ

loopus(p) = (7.17)

2ie2
∫

d4k

(2π)4
us′(p

′)
[
/kγµ(/k + /q) +m2γµ − 2m(2k + q)µ

]
us(p)

[(k + q)2 −m2 + iǫ] [k2 −m2 + iǫ] [(p− k)2 + iǫ]
.

This type of integrals are most conveniently computed by the Feynman

parametrizations:
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1

AB
=

∫ 1

0

dxdy δ(1− x− y) 1

[xA+ yB]2
(7.18)

1

ABn
=

∫ 1

0

dxdy δ(1− x− y) nyn−1

[xA+ yB]n+1 (7.19)

1

A1A2 · · ·An
=

∫ 1

0

dx1 . . . dxn δ(1−
∑

xi)
(n− 1)!

[x1A1 + . . .+ xnAn]
n

(7.20)

We use the last one of these to process Eq. (7.17):

1

[(k + q)2 −m2 + iǫ] [k2 −m2 + iǫ] [(p− k)2 + iǫ]
(7.21)

=

∫

dxdydzδ(1− x− y − z) 2

D3
,

where the denominator D reads:

D = x
[
k2 −m2 + iǫ

]
+ y

[
(k + q)2 −m2 + iǫ

]
+ z

[
(p− k)2 + iǫ

]

= x
[
k2 −m2

]
+ y

[
k2 + q2 + 2k · q −m2

]
+ z

[
p2 + k2 − 2p · k

]

+ (x+ y + z)
︸ ︷︷ ︸

=1

iǫ (7.22)

= x
[
−m2

]
+ y

[
q2 + 2k · q −m2

]
+ z

[
p2 − 2p · k

]
+ k2 + iǫ

= k2 + 2k · (yq − zp) + yq2 + zp2 − (x+ y)m2 + iǫ .

The underlined terms are the only ones that depend on the integration

variable k. By completing the square,

k2 + 2k · (yq − zp) (7.23)

=(k + yq − zp)2 − y2q2 − z2p2 + 2yzp · q .
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Denoting ℓ ≡ k + yq − zp, we have

D = (k + yq − zp)2 − y2q2 − z2p2 + 2yzp · q + yq2 + zp2 − (x+ y)m2 + iǫ

= ℓ2 − y2q2 + 2yz (p · q)
︸ ︷︷ ︸

−q2/2

+yq2 − (x+ y
︸ ︷︷ ︸
=1−z

+z2 − z)m2 + iǫ

= ℓ2 + (−y2 − yz + y)
︸ ︷︷ ︸

xy

q2 − (1− z + z2 − z)
︸ ︷︷ ︸

=(1−z)2
m2 + iǫ

= ℓ2 + xyq2 − (1− z)2m2 + iǫ .

So finally,

D = ℓ2 −∆+ iǫ , (7.24)

∆ = −xyq2 + (1− z)2m2 . (7.25)

We want to do a change of variables d4k → d4ℓ, so also in the numerator

all the momenta k should be written in terms of ℓ,

N =/kγµ(/k + /q) +m2γµ − 2m(2k + q)µ (7.26)

= (/ℓ − y/q + z/p)γ
µ(/ℓ − y/q + z/p+ /q) +m2γµ

− 2m [2ℓµ + (1− 2y)qµ + 2zpµ]

We can simplify this using the identities,

∫
d4ℓ

(2π)4
ℓµ

Dn
= 0 , (7.27)

∫
d4ℓ

(2π)4
ℓµℓν

Dn
=

1

4
gµν
∫

d4ℓ

(2π)4
ℓ2

Dn
. (7.28)

The nullity of the first one follows from the fact that the integral is odd

(D depends only on ℓ2). The second one is a symmetric tensor so the

right-hand side should be of the form Cgµν , and the factor C can be found
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by contracting each side of the equation by gµν . One can also prove it more

directly. Anyway, we can use these to simplify our numerator:

N = /ℓγµ/ℓ +
[

− y/q + z/p
]

γµ
[

(1− y)/q + z/p
]

+m2γµ − 2m [(1− 2y)qµ + 2zpµ]

= −1
2
γµℓ2 +

[

− y/q + z/p
]

γµ
[

(1− y)/q + z/p
]

+m2γµ − 2m [(1− 2y)qµ + 2zpµ] .

Thus, at this stage we have massaged the vertex correction into a form,

us′(p
′)Γµ

loopus(p) =

∫

dxdydzδ(1− x− y − z) (7.29)

× 4ie2
∫

d4ℓ

(2π)4
us′(p

′)
[
−1

2γ
µℓ2 + · · ·

]
us(p)

(ℓ2 −∆+ iǫ)3
.

Wick’s rotation

The advantage of the Feynman parametrization is that the 4-D loop integral

becomes relatively simple as the integrand depends only on the scalar ℓ2.

Indeed, integrals like,

∫
d4ℓ

(2π)4
F (ℓ2; . . .)

(ℓ2 −∆+ iǫ)m
(7.30)

can be evaluated by so-callled Wick’s rotation. The idea is to reduce

the integral in the Minkowksi space time to a usual Euklidian integral. The

factor in the denominator is

ℓ2 −∆+ iǫ = ℓ20 −
(

~ℓ
2
+∆

)

+ iǫ (7.31)

For a scattering process q2 < 0, so ∆ is positive, ∆ = −xyq2+(1−z)2m2 >

0. The integrand has poles at

ℓ0 = ±
√

~ℓ
2
+∆∓ iǫ . (7.32)
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ℓ0

−
√

~ℓ
2
+∆+ iǫ

√

~ℓ
2
+∆− iǫ

By integrating along the indicated closed contour, there are no poles inside

so the integral vanishes,

[∫ ∞

−∞
+

∫

arc 1

+

∫ −i∞

i∞
+

∫

arc 2

]
F (ℓ2; . . .)

(ℓ2 −∆+ iǫ)m
dℓ0 = 0 . (7.33)

Assuming that

|ℓ0|
∣
∣
∣
∣

F (ℓ2; . . .)

(ℓ2 −∆+ iǫ)m

∣
∣
∣
∣

|ℓ0|→∞−−−−→ 0 , (7.34)

the arc integrals yield zero and thus

∫ ∞

−∞

F (ℓ2; . . .)

(ℓ2 −∆+ iǫ)m
dℓ0 = −

∫ −i∞

i∞

F (ℓ2; . . .)

(ℓ2 −∆)m
dℓ0 . (7.35)

The latter integral countour is along the imaginary axis so we can parametrize

it as ℓ0 = −it, dℓ0 = −idt. In addition,

ℓ2 = ℓ20 −~ℓ
2
= −t2 −~ℓ2 , (7.36)
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so our integral becomes,

−
∫ −i∞

i∞

F (ℓ2; . . .)

(ℓ2 −∆)m
dℓ0 = i

∫ ∞

−∞

F (−t2 −~ℓ2; . . .)
(

−t2 −~ℓ2 −∆
)mdt (7.37)

= i(−1)m
∫ ∞

−∞

F (−t2 −~ℓ2; . . .)
(

t2 +~ℓ
2
+∆

)mdt

By defining an Euklidian 4-D vector ℓ0E = t and ℓE = ℓ, we finally have

∫ ∞

−∞

d4ℓ

(2π)4
F (ℓ2; . . .)

(ℓ2 −∆+ iǫ)m
= i(−1)m

∫ ∞

−∞

d4ℓE
(2π)4

F (−ℓ2E; . . .)
(ℓ2E +∆)

m . (7.38)

Since the integrand depends only on ℓ2E, we can use the spherical coordinates,
∫

d4ℓE =

∫

dΩ4

∫

|ℓE|3d|ℓE| . (7.39)

We can parametrize this by using, in addition to the usual 3-D coordinates,

an additional angle 0 < ω < π,

ℓE =
(

|ℓE| cosω, ℓ̂|ℓE| sinω
)

, (7.40)

where ℓ̂ is a 3-D unit vector. As a result, the angular part is just (Ex.),
∫

dΩ4 = 2π2 . (7.41)

Computing the radial parts is also straightforward, and we finally have (Ex.),

∫
d4ℓ

(2π)4
1

(ℓ2 −∆+ iǫ)m
=
i(−1)m
(4π)2

1

(m− 1)(m− 2)∆m−2 (7.42)

∫
d4ℓ

(2π)4
ℓ2

(ℓ2 −∆+ iǫ)m
=
i(−1)m+1

(4π)2
2

(m− 1)(m− 2)(m− 3)∆m−3

(7.43)

In the first one we must have m > 2, and in the latter m > 3.
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Unfortunately we cannot directly apply the above identities to evaluate the ℓ2

term in Eq. (7.29) since the the exponent there is exactly 3 and the integral

does not converge at large momenta ←→ UV divergence. We provisionally

regularize the integral by the Pauli-Villars method, in which the original

photon propagator is replaced by the difference,

1

(p− k)2 + iǫ

Pauli−Villars−−−−−−−−→ 1

(p− k)2 + iǫ
− 1

(p− k)2 − Λ2 + iǫ
.

For large values of k, this difference behaves as,

1

(p− k)2 + iǫ
− 1

(p− k)2 − Λ2 + iǫ
∼ Λ2

(k2)2
,

so there is one power of k2 more in the downstairs which improves the

convergence. At the end of the calculations we would like to take Λ→∞
such that the added term in the propagator effectively drops out. By doing

this change in Eq. (7.16), we obtain an extra term which is otherwize

identical with the original ℓ2 term, but in which the ∆ factor becomes,

∆Λ = −xyq2 + (1− z)2m2 + zΛ2 . (7.44)

In effect, the ℓ2 term in Eq. (7.29) is replaced by,

∫
d4ℓ

(2π)4

[
ℓ2

(ℓ2 −∆+ iǫ)3
− ℓ2

(ℓ2 −∆Λ + iǫ)3

]

(7.45)

=i

∫
d4ℓE
(2π)4

[

ℓ2E

(ℓ2E +∆)
3 −

ℓ2E

(ℓ2E +∆Λ)
3

]

=
i

(4π)2
log

(
∆Λ

∆

)

The rest of what is in Eq. (7.29) can be directly integrated by identities

(7.42), and we find,

us′(p
′)Γµ

loopus(p) =
α

2π

∫

dxdydzδ(1− x− y − z) (7.46)

× us′(p′)
{

γµ log

(
∆Λ

∆

)

+
1

∆

[
[

− y/q + z/p
]

γµ
[

(1− y)/q + z/p
]

+m2γµ − 2m
[

(1− 2y)qµ + 2zpµ
]
]}

us(p) .
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For the moment we have managed to regularize the UV infinity but the

above expression is also IR divergent. For example, the m2γµ term is of the

form,
∫ 1

0

dxdydzδ(1− x− y − z) 1
∆

(7.47)

=

∫ 1

0

dz

∫ 1−z

0

dy
1

−(1− y − z)yq2 + (1− z)2m2

∣
∣
∣y = (1− z)ξ

=

∫ 1

0

dz

∫ 1

0

dξ
1

−(1− z)(1− ξ)ξq2 + (1− z)m2

=

∫ 1

0

dz

1− z

∫ 1

0

dξ
1

−(1− ξ)ξq2 +m2
,

where the z integral is logarithmically divergent. We now regularize this

in the same manner as in the case of braking radiation, giving the photon

provisionally a small mass µ. Thus, we make the following replacement in

the photon propagator,

1

(p− k)2 + iǫ
→ 1

(p− k)2 − µ2 + iǫ
.

By doing this in (7.16), we just effectively add an extra term zµ2 into ∆:

∆ = −xyq2 + (1− z)2m2
→ −xyq2 + (1− z)2m2 + zµ2 . (7.48)

This regularizes the IR divergence.

Let’s now isolate the IR-divergent part. As we saw above, the divergence

comes from the corner of the parameter space where z → 1, so x, y → 0.

The relevant integral is thus of the form,
∫ 1

0

dxdydzδ(1− x− y − z)F (x, y, z)
∆

(7.49)

=

∫ 1

0

dz

∫ 1−z

0

dy
F (1− y − z, y, z)

−(1− y − z)yq2 + (1− z)2m2 + zµ2

∣
∣
∣y = (1− z)ξ

=

∫ 1

0

dz

∫ 1

0

dξ
(1− z)F [(1− z)(1− ξ), (1− z)ξ, z]
−(1− z)2(1− ξ)ξq2 + (1− z)2m2 + zµ2

.
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We expand the numerator around z = 1,

F [(1− z)(1− ξ), (1− z)ξ, z] = F [0, 0, 1] +O(1− z) , (7.50)

where the O(1− z) terms will cancel the IR divergence. In addition,

1

−(1− z)2(1− ξ)ξq2 + (1− z)2m2 + zµ2
(7.51)

=
1 +O(1− z)

−(1− z)2(1− ξ)ξq2 + (1− z)2m2 + µ2
, (7.52)

so from the view point of IR divergence we can concentrate on the integral,

∫ 1

0

dz

∫ 1

0

dξ
(1− z)F [0, 0, 1]

−(1− z)2(1− ξ)ξq2 + (1− z)2m2 + µ2
.

We can thus set z = 1 and x, y = 0 in the numerator of the latter half of

Eq. (7.46). Then,

us′(p
′)Γµ

IRus(p) →
α

2π

∫

dxdydzδ(1− x− y − z) (7.53)

× us′(p′)
1

∆

[

/pγ
µ
(

/q + /p
)
+m2γµ − 2m

(
qµ + 2pµ

)

]

us(p) = . . .

=
α

2π

∫

dxdydzδ(1− x− y − z)× us′(p′)
1

∆

[

γµ
(
q2 − 2m2

)

]

us(p) ,

where reaching the latter form requires some Dirac algebra. The numerator

does not contain anything that would depend on the integration variables,

so we only need to integrate ∆−1. The integral is (Ex.),

∫

dxdydzδ(1− x− y − z)× 1

−xyq2 + (1− z)2m2 + zµ2
(7.54)

=
1

2

1

q2
√
1 + 4β

log

(−q2
µ2

)[

−2 log
√
1 + 4β + 1√
1 + 4β − 1

]

+ finite terms ,
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where β = m2

−q2 . All in all, the structure of the vertex correction (7.46) is

us′(p
′)Γµ

loopus(p) =
α

2π

[

us′(p
′)γµus(p)

]

× 1

2

{

log

(
Λ2

−q2
)

(7.55)

+

(

1 + 2m2

−q2
)

√
1 + 4β

log

(−q2
µ2

)[

−2 log
√
1 + 4β + 1√
1 + 4β − 1

]}

.

+ finite terms

The spinor structure is identical with the leading-order calculation so the

contribution to the cross section can be directly obtained from the above

expression recalling the factor of 2 from 2Re:

dσvertex(p, p′) = dσ0(p, p′)× α

2π

{

log

(
Λ2

−q2
)

(7.56)

+
1 + 2β√
1 + 4β

log

(−q2
µ2

)[

−2 log
√
1 + 4β + 1√
1 + 4β − 1

]}

.

+ finite terms

Comparing this to the result we had from the braking radiation (7.12),

dσrad,IR(p, p′) = dσ0(p, p′) (7.57)

× α

π
log

(−q2
µ2

)[
1 + 2β√
1 + 4β

log

(√
1 + 4β + 1√
1 + 4β − 1

)

− 1

]

,

we notice that if the two contributions are added, the vertex correction

almost miraculously cancels a big chunk of the IR divergence that come

from the braking radiation,

dσrad(p, p′) + dσvertex(p, p′) = finite terms (7.58)

+ dσ0(p, p′)× α

2π

{

log

(
Λ2

−q2
)

− 2 log

(−q2
µ2

)}

.
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This still contains part of the IR divergence and the UV infinity from the

vertex loop. In the next section we sort out their destiny.

7.3 The electron self energy

Based on the LSZ theorem the external electron legs are to be multiplied by

the renormalization constant
√
Z defined as the pole of the full propagator.

The first QED contribution is given by the following diagram:

p p

p−k

k

As part of a larger diagram, this piece will correspond to an expression,

∫

d4k

(2π)4
i(/p+m)

p2 −m2
(−ieγµ)

i(/k +m)

k2 −m2 + iǫ
(−ieγν)

i(/p+m)

p2 −m2

−igµν
(p− k)2 + iǫ

=
i(/p+m)

p2 −m2

[

−e2
∫

d4k

(2π)4
γµ

(/k +m)

k2 −m2 + iǫ
γµ

1

(p− k)2 + iǫ

]

i(/p+m)

p2 −m2

=
i(/p+m)

p2 −m2
[−iΣ2(p)]

i(/p+m)

p2 −m2
, (7.59)

when we define

−iΣ2(p) ≡ −e2
∫

d4k

(2π)4
γµ

/k +m

k2 −m2 + iǫ
γµ

1

(p− k)2 + iǫ
. (7.60)

We can process the loop integral with the methods of the previous section.

By using the Feynman parameters,

∫

d4k

(2π)4
1

k2 −m2 + iǫ

1

(p− k)2 + iǫ
(7.61)

=

∫ 1

0

dx

∫

d4k

(2π)4
1

[

k2 − 2x(p · k) + xp2 − (1− x)m2 + iǫ
]2 .
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Completing the square, k2 − 2x(p · k) = (k − xp)2 − x2p2, and defining a

new integration variable ℓ ≡ k − xp,
∫

d4k

(2π)4
1

k2 −m2 + iǫ

1

(p− k)2 + iǫ
=

∫ 1

0

dx

∫

d4ℓ

(2π)4
1

[

ℓ2 −∆+ iǫ
]2 ,

where ∆ = −x(1− x)p2 + (1− x)m2. In the numerator,

γµ(/k +m)γµ = −2/k + 4m→ −2(/ℓ + x/p) + 4m. (7.62)

Dropping the term linear in ℓ (integrates to zero), we get

∫

d4k

(2π)4
γµ(/k +m)γµ

k2 −m2 + iǫ

1

(p− k)2 + iǫ
=

∫ 1

0

dx

∫

d4ℓ

(2π)4
−2x/p+ 4m

[

ℓ2 −∆+ iǫ
]2 .

When k is large, the integral behaves as
∫

d4k/k4 which gives a logarithmic

UV divergence. In addition, in the limit x→ 1 we see that ∆ → 0 which

yields an IR divergence. We regulate these using the same technique as

in the case of vertex correction. The infrared divergence gets regulated by

giving the photon a small mass µ2,

1

(p− k)2 + iǫ
→ 1

(p− k)2 − µ2 + iǫ
, (7.63)

and the Pauli-Villars prescription removes the UV divergence when we include

the subtraction term,

1

(p− k)2 + iǫ
→ 1

(p− k)2 − µ2 + iǫ
− 1

(p− k)2 − Λ2 + iǫ
. (7.64)

Doing this,
∫

d4k

(2π)4
γµ(/k +m)γµ

k2 −m2 + iǫ

1

(p− k)2 + iǫ
−→ (7.65)

∫ 1

0

dx
(

−2x/p+ 4m
)

∫

d4ℓ

(2π)4

[

1
[

ℓ2 −∆+ iǫ
]2 −

1
[

ℓ2 −∆Λ + iǫ
]2

]

,

where now

∆ = −x(1− x)p2 + (1− x)m2 + xµ2 , (7.66)

∆Λ = −x(1− x)p2 + (1− x)m2 + xΛ2 . (7.67)
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By doing the Wick rotation,

∫

d4ℓ

(2π)4

[

1
[

ℓ2 −∆+ iǫ
]2 −

1
[

ℓ2 −∆Λ + iǫ
]2

]

=
i

(4π)2
log

(

∆Λ

∆

)

,

so overall, when Λ2 → ∞, we find

Σ2(p) =
α

2π

∫ 1

0

dx
(

−x/p+ 2m
)

log

(

xΛ2

−x(1− x)p2 + (1− x)m2 + xµ2

)

(7.68)

We now proceed as in Section 5, and sum the contribution of the just-

computed diagram to all orders. At this point we should also remember

that the mass m in the above expression should actually be the unphysical

bare mass m0.

+ + + . . . . .

This diagrammatic sum corresponds to an expression,

i(/p+m0)

p2 −m2
0

+
i(/p+m0)

p2 −m2
0

[−iΣ2(p)]
i(/p+m0)

p2 −m2
0

(7.69)

+
i(/p+m0)

p2 −m2
0

[−iΣ2(p)]
i(/p+m0)

p2 −m2
0

[−iΣ2(p)]
i(/p+m0)

p2 −m2
0

+ · · ·

By using a shorter form,

i(/p+m0)

p2 −m2
0

=
i

/p−m0
, (7.70)

where (/p−m0)
−1 refers to the inverse of (/p−m0) we can write the above
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sum as,

i

/p−m0
+

i

/p−m0
[−iΣ2(p)]

i

/p−m0
(7.71)

+
i

/p−m0
[−iΣ2(p)]

i

/p−m0
[−iΣ2(p)]

i

/p−m0
+ · · ·

=
i

/p−m0
+

i

/p−m0

Σ2(p)

/p−m0
+

i

/p−m0

(

Σ2(p)

/p−m0

)2

+ · · ·

=
i

/p−m0

[

1 +
Σ2(p)

/p−m0
+

(

Σ2(p)

/p−m0

)2

+ · · ·
]

.

where we used the fact that (/p−m0) and its inverse commute with Σ2(p).

Formally this is a geometric series which we can sum:

i

/p−m0

[

1 +
Σ2(p)

/p−m0
+

(

Σ2(p)

/p−m0

)2

+ · · ·
]

=
i

/p−m0

1

1− Σ2(p)

/p−m0

=
i

/p−m0 − Σ2(p)
. (7.72)

More explicitly,

1

/p−m0 − Σ2(p)
=

/p
[

1− Σ′(p2)
]

+m0

[

1 + Σ′′(p2)
]

p2 [1− Σ′(p2)]2 −m2
0 [1 + Σ′′(p2)]2

, (7.73)

where

Σ′(p2) ≡ − α

2π

∫ 1

0

dxx log

(

xΛ2

−x(1− x)p2 + (1− x)m2 + xµ2

)

,

Σ′′(p2) ≡ 2
α

2π

∫ 1

0

dx log

(

xΛ2

−x(1− x)p2 + (1− x)m2 + xµ2

)

.

Based on the general discussion of Section 5 the summed propagator (7.73)

should have a pole at the physical mass, p2 = m2. We find this as a solution

of the equation
[

p2
[

1− Σ′(p2)
]2 −m2

0

[

1 + Σ′′(p2)
]2
]

∣

∣

∣

= 0 . (7.74)

p2=m2
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Near this pole, the summed propagator is of the form,

Z2

i(/p+m)

p2 −m2
, (7.75)

where Z2 is the renormalization factor related to the electron field (the one

that appears in the LSZ theorem). After a bit of tinkering, we find (Ex.),

m2 = m2
0 ×

[[

1 +
α

2π

∫ 1

0

dx (4− 2x) log

[

xΛ2

(1− x)2m2
0 + xµ2

]

]]

Z2 = 1 +
α

2π

∫ 1

0

dx

[[

− x log

[

xΛ2

(1− x)2m2 + xµ2

]

(7.76)

+ (2− x)
2m2x(1− x)

(1− x)2m2 + xµ2

]]

To this order in coupling constant α, we can equally well use m2 or m2
0 in

what is inside the double square brackets.

The results above indicate that the mass parameter m0 that appears in the

Lagrangian and what we call a physical mass m are different by a divergent

factor. The physical mass m is of course finite which indicates that m0 has

to be divergent as well. The equation above implies that we should define,

m2
0 = m2 ×

[[

1− α

2π

∫ 1

0

dx (4− 2x) log

[

xΛ2

(1− x)2m2 + xµ2

]

]]

,

and use this definition in calculations – we recall that the quantity that

appears in the Feynman rules is m0. When doing so, part of the UV infini-

ties coming from the loop diagrams cancel. It is important that the above

definition is made only once – the same definition removes UV infinities

from all kinds of processes, not just the one we have considered here. From

the view point of the process considered now this does not really show

up as the leading-order diagram does not contain an electron propagator.

The procedure outlined here is called the mass renormalization. The
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definition of m0 is, however, not unique and from the viewpoint of removing

divergences we could add or subtract whatever finite terms. Different choices

are called schemes. The definition above is a common one and known as

the on-shell scheme or pole-mass scheme. It is also worth pointing

out that in the massless case the mass renormalization is not need but

m0 = m = 0.

The renormalization constant Z2 contains both UV- and IR divergences.

They are easily isolated from the complete expression (7.76),

UV part:

α

2π

∫ 1

0

dx

[[

− x log

[

xΛ2

(1− x)2m2 + xµ2

]

]]

(7.77)

=
α

2π

∫ 1

0

dx

[[

− x log

(

Λ2

m2

)

]]

+ · · ·

=− 1

2

α

2π
log

(

Λ2

m2

)

+ · · ·

IR part:

α

2π

∫ 1

0

dx

[[

(2− x)
2m2x(1− x)

(1− x)2m2 + xµ2

]]

(7.78)

=2m2 α

2π

∫ 1

0

dx

[[

[1 + (1− x)]
[−(1− x) + 1] (1− x)

(1− x)2m2 + xµ2

]]

=2m2 α

2π

∫ 1

0

dx
(1− x)

(1− x)2m2 + µ2

[

1 +O(1− x)

]

=
α

2π
log

(

m2

µ2

)

The renormalization factor Z2 is thus,

Z2 = 1 +
α

2π

[

−1

2
log

(

Λ2

m2

)

+ log

(

m2

µ2

)]

+ finite terms
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According to the LSZ theorem each external electron enters the scattering

amplitude with a factor of
√
Z2, so in total we have a factor Z2

2 multiplying

the cross section. To order α,

Z2
2 = 1 +

α

2π

[

− log

(

Λ2

m2

)

+ 2 log

(

m2

µ2

)]

+ finite terms .

The contribution of the external-leg corrections to the cross section is thus,

dσexternal leg(p, p′) = dσ0(p, p′)×
(

Z2
2 − 1

)

(7.79)

= dσ0(p, p′)× α

2π

[

− log

(

Λ2

m2

)

+ 2 log

(

m2

µ2

)]

+ finite terms

To close this section, we compare the obtained result with Eq. (7.58), the

sum of braking radiation and vertex correction,

dσrad(p, p′) + dσvertex(p, p′) = finite terms (7.80)

+ dσ0(p, p′)× α

2π

{

log

(

Λ2

−q2
)

− 2 log

(−q2
µ2

)

}

.

Remarkably, the divergence structure is exactly the same but the signs are

the opposite! Thus the sum of all three contributions is finite

dσrad(p, p′) + dσvertex(p, p′) + dσexternal leg(p, p′) (7.81)

= dσ0(p, p′)× α

2π

{

log

(

m2

−q2
)

− 2 log

(−q2
m2

)

}

+ · · ·

= a finite number .
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We have now seen how different radiation/loop diagrams can yield infini-

ties but when appropriately combined, it is possible to find a finite result.

The cancellation of infrared divegences is known as the Kinoshita-Lee-

Nauenberg theorem, and in the case of UV divergences what we have

seen is part of the renormalization which we will discuss more in the

following section.

p p’

k

p pp’ p ’

k

+

+ 2 R e

p p’ p p’*

2 2

+Z2
2

= finite!!!
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7.4 Photon self energy

A diagram which yields a contribution of the same order in the QED coupling

as the previous diagrams is the one in which we draw an electron loop on

the photon line:

q

k + q k

p p ’

This is also a virtual correction so it does not change the kinematics. In the

Feynman gauge this corresponds to a matrix element,

iMγ(p, p′) = −ie [us′(p′)γµus(p)]×
−igµα
q2 + iǫ

[

iΠαβ(q)
] −igβν
q2 + iǫ

Φν(q) ,

where

iΠαβ(q) = −(−ie)2
∫

d4k

(2π)4
Tr

[

γβ
i(/k +m)

k2 −m2 + iǫ
γα

i(/k + /q +m)

(k + q)2 −m2 + iǫ

]

= −e2
∫

d4k

(2π)4
Tr

[

γβ
(/k +m)

k2 −m2 + iǫ
γα

(/k + /q +m)

(k + q)2 −m2 + iǫ

]

(7.82)

= −4e2
∫

d4k

(2π)4
kα(k + q)β + kβ(k + q)α − gαβ

(

k2 + k · q −m2
)

[k2 −m2 + iǫ] [(k + q)2 −m2 + iǫ]
.

The overall minus sign comes from the factor (−1) in the context of closed

fermion loop. We proceed as in the previous loop calculations and use the
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Feynman parametrization:

1

[k2 −m2 + iǫ] [(k + q)2 −m2 + iǫ]
(7.83)

=

∫ 1

0

dxdyδ (1− x− y)
1

[

y [k2 −m2 + iǫ] + x [(k + q)2 −m2 + iǫ]
]2

=

∫ 1

0

dxdyδ (1− x− y)
1

[

(k2 −m2 + iǫ)(x+ y) + x [2k · q + q2]
]2

=

∫ 1

0

dx
1

[

k2 + 2xk · q −m2 + xq2 + iǫ
]2 .

We complete the square, k2 + 2xk · q = (k + xq)2 − x2q2, so that

1

[k2 −m2 + iǫ] [(k + q)2 −m2 + iǫ]
=

∫ 1

0

dx
1

[

ℓ2 −∆+ iǫ
]2 , (7.84)

with

ℓ = k + xq , (7.85)

∆ = m2 − x(1− x)q2 > 0 . (7.86)

In the numerator of (7.82),

kα(k + q)β + kβ(k + q)α − gαβ
(

k2 + k · q −m2
)

(7.87)

= (ℓ− xq)α((ℓ− xq) + q)β + (ℓ− xq)β((ℓ− xq) + q)α

− gαβ
(

(ℓ− xq)2 + (ℓ− xq) · q −m2
)

=̂2ℓαℓβ − gαβℓ2 − 2x(1− x)qαqβ + gαβ
(

m2 + x(1− x)q2
)

,

where we discarded the terms linear in ℓ. Thus, at this point,

iΠαβ(q) = −4e2
∫ 1

0

dx

∫

d4ℓ

(2π)4
1

[

ℓ2 −∆+ iǫ
]2 (7.88)

[

2ℓαℓβ − gαβℓ2 − 2x(1− x)qαqβ + gαβ
(

m2 + x(1− x)q2
)

]

.
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This is again UV divergent but this time there’s no IR divergence since ∆ > 0

due to the electron mass. We could use the Pauli-Villars regularization but

for fermion loops it’s not as convenient as with photon loops. At this point

we well shift to the modern dimensional regularization.

Dimensional regularization

The idea is super simple: A typical loop integral is of the form,

∫

d4ℓ

(2π)4
1

[ℓ2 −∆+ iǫ]2
. (7.89)

by Wick’s rotation,

∫

d4ℓ

(2π)4
1

[ℓ2 −∆+ iǫ]2
= i

∫

d4ℓE
(2π)4

1

[ℓ2E +∆]
2 . (7.90)

This is clearly infinite,

∫

d4ℓE
(2π)4

1

(ℓ2E +∆)
2 =

∫

dΩ4

(2π)4

∫ ∞

0

d|ℓE||ℓE|3

(ℓ2E +∆)
2 ∼ log(∞) . (7.91)

If, instead of 4 space-time dimensions, we have d dimensions,

∫

ddℓ

(2π)d
1

[ℓ2 −∆+ iǫ]2
, (7.92)

performing the Wick rotation,

∫

ddℓ

(2π)d
1

[ℓ2 −∆+ iǫ]2
= i

∫

ddℓE
(2π)d

1

[ℓ2E +∆]
2 , (7.93)

we find a finite result:
∫

ddℓE
(2π)d

1

(ℓ2E +∆)
2 =

∫

dΩd

(2π)d

∫ ∞

0

d|ℓE||ℓE|d−1

(ℓ2E +∆)
2 <∞ , if d < 4.

(7.94)

Thus, we can regularize the UV divergence by reducing the number of

space-time dimensions. Also the IR divergence can be regularized by this

method but in this case we need to increase the number of dimensions.

7-27



Sometimes – or actually very often – both are regularized at once by dim.reg.

which is bit of a tricky business.

The angular integral in d dimensions goes with a Gaussian integral,

(√
π
)d

=

(
∫

dxe−x2

)d

=

∫

ddx exp

[

−
d

∑

i=1

x2i

]

(7.95)

=

∫

dΩd

∫ ∞

0

dxxd−1e−x2

,

and making a change of variables y = x2, dy = 2xdx,

(√
π
)d

=

(
∫

dΩd

)

1

2

∫ ∞

0

dyy(d/2−1)e−y .

We can identify here the integral representation of the Γ function,

Γ(z) =

∫ ∞

0

dxxz−1e−x , Re (z) > 0 (7.96)

so

(√
π
)d

=

(
∫

dΩd

)

1

2
Γ

(

d

2

)

.

Thus,

∫

dΩd =
2πd/2

Γ (d/2)
. (7.97)

Also the radial part of (7.94) can be turned into Γ functions:

∫ ∞

0

d|ℓE||ℓE|d−1

(|ℓE|2 +∆)2
=

1

2

∫ ∞

0

d|ℓE|2(|ℓE|2)d/2−1

(|ℓE|2 +∆)2
(7.98)

We do a change of variables, x = ∆/(|ℓE|2+∆), dx = −d|ℓE|2∆/(|ℓE|2+
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and thus Γ(2 − d/2) is singular when d = 4. It is customary to write

d = 4− ǫ, where ǫ > 0, and by using the definition of the Γ function,

Γ

(

2− d

2

)

= Γ
( ǫ

2

)

=
2

ǫ
− γE +O(ǫ), (7.102)

where γE is the Euler-Mascheroni constant,

γE ≡ −
∫ ∞

0

e−x log x ≈ 0.5772 . (7.103)

By using this expansion, we can finally write the singularity structure of the

integral (7.101) explicitly,

∫

ddℓE
(2π)d

1

(ℓ2E +∆)
2 =

1

(4π)d/2

(

1

∆

)2−d

2

Γ(2− d/2) (7.104)

ǫ→0
=

1

(4π)2

[

2

ǫ
− γE − log∆ + log(4π)

]

.

We see that the logarithmic UV divergence corresponds in dimensional

regulariztion to 1/ǫ pole. It should be born in mind that the parameter

ǫ appearing here has nothing to do with the ǫ that appears in

the propagators!

With a bit of tinkering, one can verify the following general identities,

∫

dNℓ

(2π)N
1

[

ℓ2 −∆+ iǫ
]m =

i(−1)m

(4π)N/2

Γ (m−N/2)

Γ (m)

(

1

∆

)m−N/2

(7.105)

∫

dNℓ

(2π)N
ℓ2

[

ℓ2 −∆+ iǫ
]m =

−i(−1)m

(4π)N/2

N

2

Γ (m−N/2− 1)

Γ (m)

(

1

∆

)m−N/2−1

When the dimension of the space time is N , the energy-momentum vectors

are of the form,

pµ = (p0, p1, p2, . . . , pN−1), (7.106)

and thus also the indices of the metric tensor gµν run from 0 to N − 1,

gµνgµν = N . (7.107)
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For this reason also the γ-matrix algebra slightly changes. This is not unique,

but usually the following identities are retained intact,

{γµ, γν} = 2gµν , Tr (I) = 4 , (7.108)

and it follows that

γµγνγµ = −(N − 2)γν (7.109)

γµγνγργµ = 4gρν + (N − 4)γνγρ (7.110)

γµγνγργσγµ = −2γσγργν + (4−N)γνγργσ (7.111)

∫

dNℓ

(2π)N
ℓµℓν

D(ℓ2)
=

1

N
gµν

∫

dNℓ

(2π)N
ℓ2

D(ℓ2)
. (7.112)

Lastly, the QED coupling becomes dimensionful quantity. Since the action,

S =

∫

d4xLQED (7.113)

is dimensionless, in 4 dimensions we have dim[LQED] = 4 (in dimensions of

mass). The QED Lagrangian density was,

LQED = −1

4
FµνF

µν + ψ
(

i/∂ −m
)

ψ − eψγµψAµ , (7.114)

so we can infer,

dim[ψ] = 3/2 , (7.115)

dim[A] = 1 , (7.116)

dim[e] = 0 . (7.117)

When the space-time dimension is N , we have dim[LN
QED] = N , and

dim[ψ] = (N − 1)/2 , (7.118)

dim[A] = N/2− 1 , (7.119)

dim[e] = 2−N/2 . (7.120)
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When N = 4−ǫ, then dim[e] = ǫ/2. Often, the dimension of the spacetime

is written explicitly using an arbitrary mass scale µD as,

e→ eµ
2−N/2
D . (7.121)

Let’s now continue with the photon self-energy diagram from Eq. (7.88),

but now in N dimensions,

iΠαβ(q) = −4e2µ4−N
D

∫ 1

0

dx

∫

dNℓ

(2π)N
1

[

ℓ2 −∆+ iǫ
]2 (7.122)

[

2ℓαℓβ − gαβℓ2 − 2x(1− x)qαqβ + gαβ
(

m2 + x(1− x)q2
)

]

= −4e2µ4−N
D

∫ 1

0

dx

∫

dNℓ

(2π)N
1

[

ℓ2 −∆+ iǫ
]2

[

(2/N − 1)gαβℓ2 − 2x(1− x)qαqβ + gαβ
(

m2 + x(1− x)q2
)

]

.

The required ℓ integrals are,

•
∫

dNℓ

(2π)N
1

[

ℓ2 −∆+ iǫ
]2 =

i

(4π)N/2
Γ (2−N/2)

(

1

∆

)2−N/2

(7.123)

•
∫

dNℓ

(2π)N
(2/N − 1)ℓ2
[

ℓ2 −∆+ iǫ
]2 =

−i
(4π)N/2

N

2
(2/N − 1)Γ (1−N/2)

(

1

∆

)2−N/2−1

=
−i

(4π)N/2
(1− N

2
)Γ (1−N/2)

(

1

∆

)2−N/2−1

=
−i

(4π)N/2
Γ (2−N/2)

(

1

∆

)2−N/2−1

.
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Using these, we get,

iΠαβ(q) = (7.124)

= −4e2µ4−N
D

∫ 1

0

dx

[

i

(4π)N/2

(

1

∆

)2−N/2

Γ (2−N/2)

]

[

(−m2 + x(1− x)q2)gαβ − 2x(1− x)qαqβ + gαβ
(

m2 + x(1− x)q2
)

]

.

The lowest line simplifies to

2x(1− x)
[

q2gαβ − qαqβ
]

, (7.125)

so finally,

iΠαβ(q) =
[

q2gαβ − qαqβ
]

× iΠ(q2) (7.126)

iΠ(q2) =
−8ie2µ4−N

D

(4π)N/2

∫ 1

0

dxx(1− x)

[

(

1

∆

)2−N/2

Γ (2−N/2)

]

ǫ→0
=

−2iα

π

∫ 1

0

dxx(1− x)

[

2

ǫ
− γE + log

µ2D
∆

+ log(4π)

]

We note that Παβ(q) fulfills the Ward identity,

qαΠ
αβ(q) = qβΠ

αβ(q) = 0 , (7.127)

as we might have expected. We proceed as in the electron self-energy

calculation and sum the obtained result to all orders,

+ + + . . .

This corresponds to,

−igµν
q2

+
−igµα
q2

iΠαβ(q)
−igβν
q2

+
−igµα
q2

iΠαβ(q)
−igβρ
q2

iΠρσ(q)
−igσν
q2

+ · · ·
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and after some small tinkering,

−i
q2 [1− Π(q)]

(

gµν −
qµqν
q2

)

− i

(

qµqν
q4

)

. (7.128)

Those terms which are proportional to qµqν will, according to the Ward

identity, yield zero in scattering amplitudes so only the gµν term is relevant.

The full propagator thus reads,

−igµν
q2 [1− Π(q)]

. (7.129)

The summed propagator clearly has a pole at q2 = 0 so the photon

remains massless. Close to the pole the propagator behaves, obviously,

as

−igµνZ3

q2
, (7.130)

where Z3 is the renormalization constant related to the photon field,

Z3 =
1

[1− Π(0)]
= 1− α

3π

[

2

ǫ
− γE + log

µ2D
m2

+ log(4π)

]

. (7.131)

This is what we would use (according to the LSZ theorem) if our scattering

amplitude contains external photons.

Now we don’t have external photons in the game, but the virtual electron

loop yields a multiplicative factor Z3(q
2) ≡ 1/

[

1− Π(q2)
]

:

+ + . . .  =
q

q

q ×Z3(q
2)

So where should we stuff the UV-divergence that Z3(q
2) entails? In analogy

to the mass renormalization, this infinity is absorbed into a redefinition

of the electric charge — charge renormalization. We now denote the
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charge that appears in the original Lagrangian by e0 and call it the bare

charge. Since an internal photon propagator always starts and ends to a

vertex factor −ie0γµ, it is natural to share the contribution of Z3(q
2) evenly

with both. In addition, as Z3(q
2) depends on the scale q2, we define an

effective charge/coupling or running charge/coupling,

eeff(q
2) ≡ e0

√

Z3(q2) , (7.132)

or in terms of the fine-structure constant α = e2/4π,

αeff(q
2) ≡ α0 Z3(q

2) . (7.133)

This would indicate that the measured charge will depend on a scale (momen-

tum transfer). The charge that an experimentalist will measure is definitely

a finite number, so because Z3(q
2) is infinite, also the bare charge α0 has

to be infinite as well.

The effective coupling αeff(q
2) thus depends on the scale. How? According

to the definition,

αeff(q
2) =

α0

1− Π(q2)
, (7.134)

so
1

αeff(q2)
=

1

α0
− Π(q2)

α0
. (7.135)

The low-energy measurement give α ≡ αeff(0) ≈ 1/137, so we use this as

a reference value,

1

αeff(q2)
=

1

α0
− Π(0)

α0
+

Π(0)

α0
− Π(q2)

α0
(7.136)

=
1

α
− 1

α0

[

Π(q2)− Π(0)
]

According to Eq. (7.126),

Π(q2)− Π(0) =
−2α0

π

∫ 1

0

dxx(1− x) log
m2

m2 − x(1− x)q2
(7.137)

−q2≫m2

−−−−−→ α0

3π

[

log

(−q2
m2

)

− 5

3

]

,
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so

1

αeff(q2)
=

1

α
− 1

3π

[

log

(−q2
m2

)

− 5

3

]

. (7.138)

This gives the final form of the scale-dependent coupling (to first order),

αeff(q
2) =

α

1− α
3π log

(

−q2

m2

) , −q2 ≫ m2 . (7.139)

When −q2 grows, the denominator of the equation above diminishes, so the

coupling becomes stronger. The change is relatively slow (logarithmic) but it

has been verified experimentally. Below we show some result from the LEP

collider for the angular dependence in e+e− → e+e− process [Phys.Lett.

B623 (2005) 26-36].

Without a scale-dependent coupling the shape of the theoretical curve

deviates from the measurements. Accounting for the scale dependence in
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coupling even visually improves the correspondence. Below still the extracted

αeff(q
2).

The measurements thus clearly prefer the scale dependence of the coupling

constant.

One can, of course, always express the physical cross sections also in terms

of scale-independent coupling e.g. α = αeff(q
2 = 0) ≈ 1/137 which also

removes the 1/ǫ poles and dependence of the unphysical parameter µ2D per-

fectly fine. However, in this case our expression for the cross section would

explicitly involve powers of logarithms of the form α log(−q2/m2) which

can be large if −q2 ≫ m2 and thereby worsen the convergence of the pertur-

bative series. By expressing the cross sections in terms of running coupling

αeff(q
2) effectively resums these logarithms into the definition of the coupling

stabilizing the perturbative series. The fact that αeff(q
2) resums such loga-

rithms to all orders can be seen also by expanding Eq. (7.139) in powers of α.
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The scale dependence or running of the coupling is often expressed in

terms of the so-called β function,

β(Q2) ≡ Q2 dαeff(Q
2)

dQ2
, Q2 ≡ −q2 . (7.140)

From Eq. (7.139) we can easily check that for QED (to lowest order),

β(Q2) =
α2
eff(Q

2)

3π
, Q2 ≫ m2 . (7.141)

This also clearly shows that the coupling constant monotonically increases

as the scale Q2 grows.

The fact that the behaviour of QED coupling αeff(Q
2) is completely dictated

by the photons self energy diagram is not general but is specific to QED.

Let us denote the UV-divergent part of the loop-corrected vertex by 1/Z̃1,

= = −ieγµ × Z̃−1
1 (q2)

According to Eq. (7.56), with Pauli-Villars regularization,

Z̃−1
1 (q2) = 1 +

α0

2π

[

1

2
log

(

Λ2

−q2
)

+ · · ·
]

.

or the same in dimensional regularization (Ex.),

Z̃−1
1 (q2) = 1 +

α0

2π

1

2

[

2

ǫ
− γE + log(4π) + log

(

µ2D
−q2

)

+ · · ·
]

. (7.142)

We then denote the UV-divergent part of the electron self-energy (after

mass renormalization) by Z̃2. According to Eq. (7.76), with Pauli-Villars
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regularization,

Z̃2(q
2) = 1− α

2π

[

1

2
log

(

Λ2

−q2
)

+ · · ·
]

which in dimensional regularization corresponds to (Ex.),

Z̃2(q
2) = 1− α0

2π

1

2

[

2

ǫ
− γE + log(4π) + log

(

µ2D
−q2

)

+ · · ·
]

. (7.143)

Both external electrons contribute by
√

Z̃2. Finally, we denote by Z̃3(q
2)

the UV-divergent part of the photon self-energy correction,

Z̃3(q
2) = 1− α0

3π

[

2

ǫ
+ log

(

µ2D
−q2

)

− γE + log(4π) · · ·
]

In general we should define the scale-dependent coupling by

eeff(q
2) ≡ e0

Z̃2(q
2)
√

Z̃3(q2)

Z̃1(q2)
, (7.144)

but in QED it so happens that Z̃2(q
2)/Z̃1(q

2) is not UV divergent so only

the photon self-energy correction is enough to renormalize the QED coupling.

In other theories (e.g. QCD), this may not be the case and all the legs i

connecting to a given vertex will give one
√

Z̃i and the vertex-correction

itself one Z̃−1
1 .

Schemes and scales

What terms to include into the renormalizaton factors Z̃i(q
2) when defining

the running coupling constant by Eq. (7.144) is not unique. Different choices

are called renormalization schemes. In dimensional regularization by

far the most common is the so-called modified minimal subtraction
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scheme or just MS scheme in short. In this scheme one defines,

Z̃3(q
2)

MS
= 1− α0

3π

[

2

ǫ
− γE + log(4π) + log

(

µ2D
−q2

)]

, (7.145)

Z̃2(q
2)

MS
= 1− α0

2π

1

2

[

2

ǫ
− γE + log(4π) + log

(

µ2D
−q2

)]

, (7.146)

Z̃−1
1 (q2)

MS
= 1 +

α0

2π

1

2

[

2

ǫ
− γE + log(4π) + log

(

µ2D
−q2

)]

. (7.147)

so the definition absorbs not only the 1/ǫ pole but also factors γE ja log(4π)

typical to the dimensional regularization. In the so-called minimal sub-

traction scheme or MS scheme in short, these terms are left out from

the definition.

To some extent, the choice of scheme affects e.g. what kind of β function

we get. At least the first five terms of the QED β function have been

calculated. In the MS scheme the first three terms are,

β(Q2) =
α2
eff(Q

2)

3π
+
α3
eff(Q

2)

4π2
− 31α4

eff(Q
2)

288π3
. (7.148)

Another ambiguity is related to the scale q2. As we see from the definition

(7.144), we can express e0 in terms of whatever scale q2. It is natural to

tie this scale to some invariant scale that appears in the process but there

is no single correct way to choose this. The chosen scale is called the

renormalization scale.

In a physical observable, two different renormalization schemes or scale

choices formally differ by a factor that is higher order in coupling than the

precision of the calculation. In this sense all schemes and scales are equally

good. Numerically they are not exactly equal, though. By performing the

calculation in more than one scheme and with several scale choices serves

as a tool to test the perturbative reliability of the result.
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