Optimal designs to select individuals for genotyping conditional on observed binary or survival outcomes and non-genetic covariates
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Abstract

In gene-disease association studies, the cost of genotyping makes it economical to use a two-stage design where only a subset of the cohort is genotyped. At the first-stage, the follow-up data along with some risk factors or non-genetic covariates are collected for the cohort and a subset of the cohort is then selected for genotyping at the second-stage. Intuitively the selection of the subset for the second-stage could be carried out efficiently if the data collected at the first-stage are utilized. The information contained in the conditional probability of the genotype given the first-stage data and the initial estimates of the parameters of interest is being maximized for efficient selection of the subset. The proposed selection method is illustrated using the logistic regression and Cox’s proportional hazards model and algorithms that can find optimal or nearly optimal designs in discrete design space are presented. Simulation comparisons between D-optimal design, extreme selection and case-cohort design suggest that D-optimal design is the most efficient in terms of variance of estimated parameters but extreme selection may be a good alternative for practical study design.
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Multi-stage designs are commonly used in epidemiology especially when the collection of data on some covariates is expensive. In a typical gene-disease association study, baseline and event follow-up data are collected for the study cohort at the first-stage and then a subset of the cohort is selected for genotyping at the second-stage of the study. The well-known examples include case-cohort (Prentice, 1986), case-control and nested case-control designs (Clayton and Hills, 1993). An alternative approach considered in this paper is to select the subgroup for genotyping so that the information on the parameters of interest is maximized in the conditional distribution of the genotype given the first-stage data. A smaller sized subgroup may then provide better information on the gene-disease association.

Let us assume that at the first-stage we have already measured the covariates $x(i)$ and the response $y(i)$ for the whole cohort $i \in C = \{1, 2, \ldots, N\}$. At the second-stage, the genetic covariate of interest $g(i)$ is either not measured yet for anybody or is measured only for a (small) subset of the cohort. Our goal is to choose $n \ll N$ individuals for genotyping at the second-stage in a way that is optimal according to some well defined optimality criterion. The classical criteria of optimality are based on the expected Fisher information matrix

$$I_{X,Y,G}(\theta) = -E_{\theta}\left( \frac{\partial^2 \log p_{\theta,\psi}(X, Y, G)}{\partial \theta^2} \right),$$

where $\theta$ is the vector of the parameters of interest, $\psi$ is the vector of nuisance parameters and the observations $x(i), y(i)$ and $g(i)$ are understood to be realizations of the random variables $X, Y$ and $G$, respectively. We choose to use the D-optimality, which maximizes the determinant of the information matrix. Using the property $p(X, Y, G \mid \theta, \psi) = p(X, Y \mid \theta, \psi) p(G \mid X, Y, \theta, \psi)$ in (1) we obtain

$$I_{X,Y,G}(\theta) = E_{\theta}\left( -\frac{\partial^2 \log p_{\theta,\psi}(X, Y)}{\partial \theta^2} \right) + E_{\theta}\left( E_{\theta}\left(-\frac{\partial^2 \log p_{\theta,\psi}(G \mid X, Y)}{\partial \theta^2} \biggm| X, Y \right)\right)$$

$$= I_{X,Y}(\theta) + E_{\theta}\left(I_G(X,Y)\right),$$

where the inner expectation in the second term is with respect to the conditional distribution of $G$ given $(X, Y)$ and the outer expectation is with respect to the joint distribution of $(X, Y)$. The first term is fixed in the sense that the data on $(X, Y)$ are already collected. The overall information about $\theta$ can still
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be maximized by collecting $g(i)$ for given $(x(i), y(i))$ such that $I_{G(x(i), y(i))}(\theta)$ is maximum.

The general theory of optimal design (Atkinson and Donev, 1992; Pukelsheim, 1993) is frequently applied to dose-response experiments, see e.g. (Myers et al., 1996), but less often in other fields of biometry. Optimal sample size allocation between the stages in epidemiological two-stage studies is considered by McNemee (2002) and Reilly (1996). Recently, Wright and Bailer (2006) applied D-optimal design to start-stop experiments in environmental toxicology. Their approach is similar to ours but the models considered are different. In genetics, extreme selection (Lander and Botstein, 1989; Carey and Williamson, 1991; Darvasi and Soller, 1992; Allison et al., 1998; Van Gestel et al., 2000; Tenesa et al., 2005; Macgregor et al., 2006) is a well-known selection strategy where individuals with highest and lowest phenotype values are selected for genotyping. Extreme selection may be motivated by the fact that in linear regression the optimal design is comprised of extreme covariate values (Elfving, 1952) but the design can be also applied as an ad-hoc design when the model is non-linear. In nested case-control studies, a somewhat similar concept is counter matching (Langholz and Borgan, 1995; Langholz, 2007) where the controls are selected in such a way that they differ maximally from the cases. It is to be noted that the above-mentioned genetics literature address an issue of selecting individuals already phenotyped for a quantitative trait where this quantitative trait is of the main interest. Further, the tails of the distribution of the main trait is then used for selection of individuals to enable more efficient mapping of loci. This is slightly different from analyzing a binary or survival trait as the main outcome for given non-genetic covariates and then selecting individuals based on the distributions of the covariates among cases and controls.

In this article, we develop methods for optimally selecting individuals for collecting data on the genetic covariate $g$. In section 2, Fisher information matrices are derived for situations where the response is modeled by logistic regression or Cox’s proportional hazards model. In section 3, we present algorithms that can find optimal or nearly optimal designs in discrete design space. Statistical analysis of data collected according to the D-optimal design is considered in Section 4. Simulation studies comparing D-optimal design, extreme selection, case-cohort design and simple random sampling are presented in Section 5. Section 6 concludes the paper.
2 D-optimal designs for nonlinear models

2.1 General model

The likelihood of the models we consider can be written in general form as $L(\theta; x, y, g)$, where the likelihood is a function of the parameters of interest $\theta$ but not the nuisance parameters $\psi$. The interpretation of the likelihood depends on the stage that is considered: at the first-stage, we have observed the covariates $x$ and the response $y$ but the genetic covariate $g$ is unknown; at the second-stage, $g$ is available for some individuals but missing for the majority of the cohort. Typically, the genetic covariate $g$ may be a genotype variable with three possible values or a binary variable indicating presence or absence of certain allele. Our objective is to find the explicit form of information matrices $I_{x,y}(\theta)$ and $E_\theta(I_{G|x,y}(\theta))$ given in (2). We denote

$$L_g = p_\theta(G = g, X, Y),$$

where the notation $p_\theta$ includes only the parameters of interest and write the conditional probability of $G$ given $(x, y)$ as

$$p_\theta(G = g | x, y) = \frac{L_g}{\sum_k L_k},$$

where the summation goes over all possible values of $g$. Making the simplifying but realistic assumption that $g$ has possible values 0 and 1 (i.e. dominant allele effect) we obtain for the marginal distribution of $(X, Y)$

$$p_\theta(X, Y) = \sum_g p_\theta(G = g, X, Y) = L_1 + L_0,$$

where $L_0$ and $L_1$ are defined as in (3). Using this result, we may write the elements of the information matrix $I_{x,y}(\theta)$ as

$$E_\theta \left( \frac{\partial}{\partial \theta_i} \log (L_1 + L_0) \frac{\partial}{\partial \theta_j} \log (L_1 + L_0) \right) =$$

$$E_\theta \left( \frac{1}{(L_1 + L_0)^2} \left( L_1 \frac{\partial \log L_1}{\partial \theta_i} + L_0 \frac{\partial \log L_0}{\partial \theta_i} \right) \left( L_1 \frac{\partial \log L_1}{\partial \theta_j} + L_0 \frac{\partial \log L_0}{\partial \theta_j} \right) \right),$$

where $\theta_i$ and $\theta_j$ are some model parameters.

For the conditional log-likelihood we obtain the following form

$$\log p_\theta(G = g | x, y) = g \log \left( \frac{L_1}{L_1 + L_0} \right) + (1 - g) \log \left( \frac{L_0}{L_1 + L_0} \right)$$

$$= g \log L_1 + (1 - g) \log L_0 - \log(L_1 + L_0).$$
The elements of the information matrix $E_\theta \left( I_{G|X,Y}(\theta) \right)$ are obtained from the products of the partial derivatives of (7) by taking the expectation with respect to the conditional distribution of $G$ given $(x, y)$

$$E_\theta \left( E_\theta \left( \frac{\partial}{\partial \theta_i} \log p_\theta(G|X,Y) \frac{\partial}{\partial \theta_j} \log p_\theta(G|X,Y) \bigg| X,Y \right) \right) =$$

$$E_\theta \left( \sum_{g=0,1} p_\theta(G = g|X,Y) \frac{\partial}{\partial \theta_i} \log p_\theta(G = g|X,Y) \frac{\partial}{\partial \theta_j} \log p_\theta(G = g|X,Y) \bigg| X,Y \right) =$$

$$E_\theta \left( \frac{L_0}{L_0 + L_1} \frac{\partial}{\partial \theta_i} \log \left( \frac{L_0}{L_0 + L_1} \right) \frac{\partial}{\partial \theta_j} \log \left( \frac{L_0}{L_0 + L_1} \right) + \frac{L_1}{L_0 + L_1} \frac{\partial}{\partial \theta_i} \log \left( \frac{L_1}{L_0 + L_1} \right) \frac{\partial}{\partial \theta_j} \log \left( \frac{L_1}{L_0 + L_1} \right) \bigg| X,Y \right) =$$

$$E_\theta \left( \frac{L_1 L_0}{(L_1 + L_0)^2} \left( \frac{\partial}{\partial \theta_i} \log L_0 - \frac{\partial}{\partial \theta_i} \log L_1 \right) \left( \frac{\partial}{\partial \theta_j} \log L_0 - \frac{\partial}{\partial \theta_j} \log L_1 \right) \right). \quad (8)$$

The two terms of equation (2), which are further derived in equations (6) and (8), require taking expectation over the joint distribution of $(X, Y)$. This expectation may be difficult to calculate analytically but fortunately we may replace the expected information by observed information $J_{x,y,G}(\theta)$, whose elements can be calculated as a sum over the observations

$$\sum_{k=1}^N \left( \frac{\partial}{\partial \theta_i} \log p_\theta(X,Y) \frac{\partial}{\partial \theta_j} \log p_\theta(X,Y) \bigg| X = x(k), Y = y(k) \right) +$$

$$\sum_{k=1}^n \left( E_\theta \left( \frac{\partial}{\partial \theta_i} \log p_\theta(G|X,Y) \frac{\partial}{\partial \theta_j} \log p_\theta(G|X,Y) \bigg| X = x(k), Y = y(k) \right) \right). \quad (9)$$

In the equation above, the first term is a sum over all first-stage observations $k = 1, 2, \ldots, N$ whereas the second term is a sum over the second-stage observations $k = 1, 2, \ldots, n$ only. In other words, the values of $J_{x,y,G}(\theta)$ can be calculated using equations (6) and (8) where the expectations are replaced by summations. The D-criterion to be maximized is defined as

$$D = \det(J_{x,y,G}(\theta)). \quad (10)$$

It is often practical to handle the standardized version of the D-criterion

$$D^* = \sqrt{m \det(J_{x,y,G}(\theta))}, \quad (11)$$

where $m$ is the number of parameters in $\theta$.

We consider two models, logistic regression and proportional hazards models, which are of interest in genetic epidemiology for assessing gene-disease association. For simplicity, we consider only a single non-genetic covariate $x$. The possible dependence between $g$ and $x$ is modeled assuming that conditional
distribution of $X$ given $G = g$ is normal with mean $\mu + \gamma g$ and variance $\sigma^2$ but the corresponding parameters $\mu$, $\sigma^2$ and $\gamma$ are considered as to be part of the nuisance parameters $\psi$. The D-optimal design is derived only with respect to the parameters of interest $\theta$.

2.2 Logistic regression

Let the response $Y$ to be a dichotomous variable that follows the logistic regression model

$$p(Y = 1 \mid a, b, c, x, g) = F(ax + bg + c),$$

where

$$F(z) = \frac{\exp(z)}{1 + \exp(z)},$$

which satisfies

$$\frac{d}{dz} \log F(z) = 1 - F(z) \quad \text{and} \quad \frac{d}{dz} \log(1 - F(z)) = -F(z).$$

The likelihood has form

$$L(a, b, c, \pi; x, y, g) = \pi^y(1-\pi)^{1-y}\phi((x-\mu-\gamma g)/\sigma)F(ax+bg+c)^y(1-F(ax+bg+c))^{1-y},$$

where $P(G = 1) = \pi$ and $\phi()$ is the probability density function of the standard normal distribution.

The model parameters of interest are $\theta = (a, b, c, \pi)$ and the nuisance parameters are $\psi = (\mu, \sigma^2, \gamma)$. In order to apply the results (6) and (8) we calculate the partial derivatives (score functions) of

$$\log L_1 = \log \pi + \log \phi((x - \mu - \gamma)/\sigma) + y \log F(ax + bg + c) + (1 - y) \log(1 - F(ax + bg + c)) \quad \text{and}$$

$$\log L_0 = \log(1 - \pi) + \log \phi((x - \mu)/\sigma) + y \log F(ax + c) + (1 - y) \log(1 - F(ax + c)).$$

Noting that

$$\frac{d}{da} \left( y \log F(z(a)) + (1 - y) \log(1 - F(z(a))) \right) = (y - F(z)) \frac{dz(a)}{da},$$
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we obtain

\[
\frac{\partial \log L_0}{\partial a} = (y - F(ax + c))x, \tag{20}
\]
\[
\frac{\partial \log L_0}{\partial b} = 0 \tag{21}
\]
\[
\frac{\partial \log L_0}{\partial c} = (y - F(ax + c)), \tag{22}
\]
\[
\frac{\partial \log L_0}{\partial \pi} = -\frac{1}{1 - \pi}. \tag{23}
\]
\[
\frac{\partial \log L_1}{\partial a} = (y - F(ax + b + c))x, \tag{24}
\]
\[
\frac{\partial \log L_1}{\partial b} = \frac{\partial \log L_1}{\partial c} = (y - F(ax + b + c)) \text{ and} \tag{25}
\]
\[
\frac{\partial \log L_1}{\partial \pi} = \frac{1}{\pi}. \tag{26}
\]

Note that the derivatives above depend on the parameters of interest \( \theta \) but not on the nuisance parameters \( \psi \). The D-optimal design, however, depends also on \( \psi \) through the terms \( L_0 \) and \( L_1 \).

### 2.3 Proportional hazards model

Let \( t \) be the time of the disease event and \( \delta \) status indicator that obtains \( \delta = 1 \) for the event and \( \delta = 0 \) for censoring. The likelihood has form

\[
L(a, b, \pi; t, \delta, g) = \pi^g(1-\pi)^{1-g}\phi((x-\mu-\gamma g)/\sigma)(1-F(t; x, g, a, b))^{1-\delta} f(t; x, g, a, b)^\delta, \tag{27}
\]

where \( P(G = 1) = \pi \) and \( \phi() \) is the probability density function of the standard normal distribution. Under Cox’s proportional hazards model we have

\[
F(t; x, g, a, b) = 1 - (1 - F_0(t))^{\exp(ax+bg)} \text{ and} \tag{28}
\]
\[
f(t; x, g, a, b) = f_0(t) \exp(ax + bg)(1 - F_0(t))^{\exp(ax+bg)-1} = \lambda_0(t) \exp(ax + bg)(1 - F_0(t))^{\exp(ax+bg)}, \tag{29}
\]

where \( F_0(t) \) is a cumulative distribution function (cdf) and \( \lambda_0(t) = f_0(t)/(1 - F_0(t)) \) is the corresponding hazard rate. The baseline hazard \( \lambda_0(t) \) is considered as a nuisance parameter.

The model parameters of interest are \( \theta = (a, b, \pi) \) and the nuisance parameters are \( \psi = (\mu, \sigma^2, \gamma, \lambda_0(t)) \). In order to apply the results (6) and (8) we calculate
the partial derivatives

\[
\begin{align*}
\frac{\partial \log L_0}{\partial a} &= h(ax)x, \\
\frac{\partial \log L_0}{\partial b} &= 0, \\
\frac{\partial \log L_0}{\partial \pi} &= \frac{-1}{1 - \pi}, \\
\frac{\partial \log L_1}{\partial a} &= h(ax + b)x, \\
\frac{\partial \log L_1}{\partial b} &= h(ax + b) \quad \text{and} \\
\frac{\partial \log L_1}{\partial \pi} &= \frac{1}{\pi}
\end{align*}
\]

where

\[
h(z) = \delta + \exp(z) \log(1 - F_0(t)).
\]

3 Finding optimal designs in discrete design space

In order to find the optimal subset of individuals for the second-stage, we need initial estimates of the model parameters and a computational method that maximizes the D-criterion at these estimates when the sample size of the second-stage is specified. The initial estimates can be obtained from literature or from a previous study. If these are not available a sophisticated guess may be used. It is also possible to use case-control or case-cohort design first and apply D-optimal design when the follow-up has been extended and more individuals are needed for genotyping.

In general, it is not computationally possible to explore all possible subsets of individuals and therefore heuristic search methods are needed. The search strategies applied in this paper are the greedy method and the iterative replacement method. The sample size of the second-stage is usually determined by the genotyping budget. In the greedy method (Dykstra, 1971), the individuals are selected sequentially one by one so that the D-criterion \( D_n \) for \( n \) individuals is maximized on the condition that \( n - 1 \) individuals have been already selected. Let \( S \) be the set of the \( n - 1 \) individuals already selected and let \( J_{x(j),y(j),G}(\hat{\theta}) \) be the observed Fisher information for individual \( j \) calculated on the condition \( \theta = \hat{\theta} \) where \( \hat{\theta} \) represents the initial parameter estimates. The new individual \( j \notin S \) is selected so that

\[
D_n = \det \left( \sum_{i \in S} J_{x(i),y(i),G}(\hat{\theta}) + J_{x(j),y(j),G}(\hat{\theta}) \right)
\]
is maximized. Note that this is different from

\[
\max_{j \notin S} \det(J_{x(j),y(j),G(\hat{\theta})})
\]

because of nonlinearity of determinant. If there are more than one individual that maximizes (37), the choice between them may be done randomly. The individual \( j \) is added to set \( S \) and the selection continues sequentially so that on the next round \( D_{n+1} \) is maximized on the condition that \( n \) individuals have been already selected.

In the iterative replacement method, which is also known as modified Fedorov method (Cook and Nachtsheim, 1980), the search starts with an initial selection which is often obtained by the greedy method. Then the selected individuals are considered one by one and replaced by another individual if that increases the value of \( D \). The same procedure is iterated until no more changes that increase \( D \) can be done. The greedy method and the iterative replacement method are presented in algorithmic level e.g. by Wright and Bailer (2006). More complicated search strategies have also been proposed in literature (Lejeune, 2003; Montepiedra et al., 1998).

4 Statistical analysis

The analysis of the data collected using D-optimal designs can be carried out using the likelihood-based approach for incomplete data (Rubin, 1976). Let \( \mathcal{F}_0 \) denote the data collected on \((x,t,\delta)\) at the first-stage for the entire study cohort. Now the selection of the individuals for collecting data on \( G \) is carried out using D-optimal design described earlier. Let \((i_1, \ldots, i_n)\) denote the order in which \( n \) individuals are selected sequentially for genotyping. According to the study design, individual \( i_k \) is selected conditional on all the information available at the time of selection and we denote this by \( \mathcal{F}_{k-1} = (x,t,\delta,i_1,G(i_1),\ldots,i_{k-1},G(i_{k-1})) = \mathcal{F}_0 \cup (i_1,G(i_1),\ldots,i_{k-1},G(i_{k-1})). \) Further, the true value of \( G(i_k) \) depends only on \( \mathcal{F}_0 \) and does not depend on \( i_k \) given \( \mathcal{F}_{k-1} \). These characteristics of the design allows us to write the
likelihood function in the product form as given below.

\[
L(\psi, \theta) = p_{\psi, \theta}(G = g, X, Y) = p_{\psi, \theta}(X, Y) \prod_{k=1}^{n} p(i_k \mid F_{k-1}) p_{\psi, \theta}(G(i_k) \mid F_{k-1}, i_k)
\]

\[
= p_{\psi, \theta}(X, Y) \prod_{k=1}^{n} p(i_k \mid F_{k-1}) p_{\psi, \theta}(G(i_k) \mid F_0)
\]

\[
\propto \prod_{j=1}^{n} p_{\psi, \theta}(x(j), t(j), \delta(j)) \prod_{k=1}^{n} p_{\psi, \theta}(G(i_k) \mid F_0)
\]

\[
\propto \prod_{j=1}^{n} p_{\psi, \theta}(x(i_j), t(i_j), \delta(i_j)) p_{\psi, \theta}(G(i_j) \mid x(i_j), t(i_j), \delta(i_j)) \prod_{j=n+1}^{N} p_{\psi, \theta}(x(i_j), t(i_j), \delta(i_j))
\]

\[
\propto \prod_{j=1}^{n} p_{\theta}(G(i_j)) p_{\psi}(x(i_j) \mid G(i_j)) p_{\theta}(t(i_j), \delta(i_j) \mid G(i_j), x(i_j))
\]

\[
\prod_{j=n+1}^{N} \sum_{g} p_{\theta}(G(i_j) = g) p_{\psi}(x(i_j) \mid g) p_{\theta}(t(i_j), \delta(i_j) \mid g, x(i_j)), \quad (39)
\]

where \(Y = (t, \delta)\) and \(G\) is not observed for individuals \(\{i_{n+1}, \ldots, i_N\}\).

Because the missing genetic information can be handled with summation over the possible values of the genetic variables, it is often possible to maximize the above likelihood function by direct numerical maximization. In complicated situations, the methods such as expectation-maximization (EM) algorithm (Scheike and Martinussen, 2004) or Bayesian data augmentation (Kulathinal and Arjas, 2006) can be applied to the above likelihood function to estimate the parameters \(\theta\) and \(\psi\). An alternative approach for analysis is post-stratification (Samuelsen et al., 2007) where the observations are weighted by the inverse of inclusion probabilities that are calculated by stratifying the selected individuals according to the non-genetic covariate \(x\).

5 Examples

The simulation examples compare the D-optimal design with extreme selection, (generalized) case-cohort design and simple random sampling. D-optimal designs were found using the greedy method. Iterative replacement method was also tried using the result of the greedy method as the initial design but typically only one individual was changed. In extreme selection, the individuals for the second-stage are selected starting from the individuals with smallest and largest values of covariate \(x\). The selection is made separately for cases and non-cases and the number of cases equals to the number of non-cases (presuming that there are enough cases). In the other words, there are
four categories each containing one fourth of the second-stage sample: cases with high \( x \), cases with low \( x \), non-cases with high \( x \) and non-cases with low \( x \). In the standard case-cohort design (Prentice, 1986) all cases and a random subset of the cohort are selected. The generalization applied here has the additional restriction that the number of cases cannot be greater than the number of non-cases. In simple random sampling, a random sample of the cohort is selected.

In the first simulation example, follow-up data for 2000 individuals are generated. The event times of a rare disease follow the Weibull regression model where the covariates are a normally distributed phenotype \( x \) (regression coefficient \( a = 1 \)) and a genetic indicator variable \( g \) (regression coefficient \( b = 0.5 \), allele frequency \( \pi = 0.4 \)). Phenotype \( x \) is generated from the distribution \( N(\mu + \gamma g, \sigma^2) \), where \( \mu = 0 \), \( \sigma^2 = 1 \) and \( \gamma = 0.3 \). Covariate \( x \) is known for everyone but covariate \( g \) is unknown. During the follow-up of ten years, 138 disease events occurred. Our goal is to optimally select the individuals for the genotyping stage where the value of \( g \) is determined. We consider two types of response: the disease status (case/non-case) at the end of study and right censored event times and model the data by logistic model (12) or by proportional hazards model (27), respectively. The parameters of the Weibull distribution are known for all designs because the focus is on the estimation of the parameters \( a \), \( b \) and \( \pi \). In the calculation of the D-optimal designs \( \mu \) and \( \sigma^2 \) are estimated from the data and it is taken \( \gamma = 0 \), which corresponds to assuming independence of \( x \) and \( g \).

In the second simulation example we study common disease and non-normally distributed phenotype. The example also demonstrates the effect of model misspecification because the models (16) and (27) assume that \( x \) follows normal distribution. Note that the model misspecification affects all designs considered, including simple random sampling, because the parameters are estimated using the full likelihood approach. Event times follow the Weibull regression model where phenotype \( x \) is generated from heavy-tailed normal-polynomial quantile mixture (Karvanen, 2006) with mean 0, L-scale 0.56, L-skewness 0.10 and L-kurtosis 0.35. The other simulation parameters except the Weibull parameters and covariate \( x \) are set as in the first simulation example. During the follow-up of ten years, 1398 disease events occurred.

The D-optimal designs for the simulation examples are illustrated in Figures 1 and 2. It can be seen that the number of cases selected is smaller in the common disease scenario than in the rare disease scenario under both logistic and proportional hazards model. The figures also show the selection order in the greedy method. It can be seen that there are some patterns but it is not easy to give a universally applicable explanation for the observed selection order. A reader interested in interpreting the selection order should compare these results with the theoretical results arising from Carathéodory’s theorem.
In both rare disease and common disease scenarios, 100 datasets were generated and estimates of $a$, $b$, $c$ and $\pi$ were compared when the second-stage sample was selected according to different designs. The second-stage sample size had values $n = 100$, $n = 200$ and $n = 500$. The point estimates and their standard errors are reported in Tables 1 and 2 for the logistic model, and in Tables 3 and 4 for the proportional hazards model. Because the data were generated as time-to-event data, we cannot specify the true values of parameters $a$, $b$ and $c$ in the logistic model. However, we can see in the rare disease scenario that the point estimates of $a$ and $b$ in Table 1 are close to the point estimates of $a$ and $b$ from the proportional hazards model in Table 3. In the common disease scenario, covariate $x$ was generated from normal-polynomial quantile mixture but modeled with normal distribution. This causes a bias that can be seen especially in the estimates of $b$ in Tables 2 and 4. The bias seems to be a more serious problem in the logistic model. The results also suggests that the full likelihood inference based on extreme selection or D-optimal designs might be more sensitive to model misspecification than the inference based

Fig. 1. Sequential selection of observations to be included in the second-stage when the response is dichotomous. The greedy method is used. In the upper panels of (a) and (b), sample size on the x-axis indicates the order in which the observations should be included. Non-cases are marked by circles and cases are marked by squares. The y-axis on the left presents the covariate values of the selected observations. The tick-marks on the y-axis on the right present the distribution of the covariate values in the whole cohort. The longer tick-marks correspond to cases and the shorter tick-marks correspond to non-cases. The second-stage observations are selected from these 2000 observations. In the lower panels, the number of cases selected is shown as a function of the second-stage sample size.
Fig. 2. Sequential selection of observations to be included in the second-stage when the response is time-to-event. The greedy method is used. In the upper panels of (a) and (b), sample size on the x-axis indicates the order in which the observations should be included. Non-cases are marked by circles and cases are marked by squares. The y-axis on the left presents the covariate values of the selected observations. The tick-marks on the y-axis on the right present the distribution of the covariate values in the whole cohort. The longer tick-marks correspond to cases and the shorter tick-marks correspond to non-cases. The second-stage observations are selected from these 2000 observations. In the lower panels, the number of cases selected is shown as a function of the second-stage sample size.

on simple random sampling. On the other hand, by looking at the standard errors of the estimates, the designs may be ranked as D-optimal design (best), extreme selection, case-cohort design, simple random sampling (worst). This order is what one might expect. The D-optimal design uses information on the observed phenotype and case status whereas the simple random sampling does not utilize the information available. It is worth of noting that extreme selection works very well taking into account the simplicity of the selection procedure.

In addition to the examples presented here, we also varied the simulation parameters to see what are their effects on the results. Different cohort sizes and different follow-up times provided essentially similar results. The effect of misspecification of the initial parameters need to be always considered when likelihood-based designs are used for non-linear models. In both examples, it was wrongly assumed in the calculation of D-optimal design that $x$ and $g$ are independent but this did not have a major effect on the results. According to our experiences, D-optimal designs are useful even if initial parameters are misspecified but the advantage compared to extreme selection and case-cohort design may be lost if the initial parameters are far from the correct values.
Table 1

Comparison different designs: rare disease, logistic model. The designs are simple random sampling (SRS), (generalized) case-cohort design (CC), extreme selection and D-optimal design. The reported point estimates and their standard errors are medians from 100 simulation runs.

<table>
<thead>
<tr>
<th>parameter</th>
<th>design</th>
<th>n=100</th>
<th>n=200</th>
<th>n=500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>estim.</td>
<td>SE</td>
<td>estim.</td>
</tr>
<tr>
<td>a</td>
<td>SRS</td>
<td>1.08</td>
<td>0.11</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>1.08</td>
<td>0.11</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>1.08</td>
<td>0.11</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>1.08</td>
<td>0.10</td>
<td>1.07</td>
</tr>
<tr>
<td>b</td>
<td>SRS</td>
<td>0.63</td>
<td>0.85</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.52</td>
<td>0.40</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.58</td>
<td>0.37</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.57</td>
<td>0.30</td>
<td>0.57</td>
</tr>
<tr>
<td>c</td>
<td>SRS</td>
<td>-3.54</td>
<td>0.46</td>
<td>-3.53</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>-3.46</td>
<td>0.23</td>
<td>-3.48</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>-3.52</td>
<td>0.23</td>
<td>-3.52</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>-3.49</td>
<td>0.20</td>
<td>-3.50</td>
</tr>
<tr>
<td>(\pi = 0.4)</td>
<td>SRS</td>
<td>0.40</td>
<td>0.041</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.40</td>
<td>0.049</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.40</td>
<td>0.046</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.40</td>
<td>0.046</td>
<td>0.40</td>
</tr>
</tbody>
</table>

6 Discussion

In many practical situations, the second-stage sample size must be rather small compared to the first-stage sample size due to the cost consideration. Hence, the study has to be designed very carefully so that we can draw inferences about the questions of interest with the limited resources. The presented approach offers an alternative to the case-control and case-cohort designs when we already have some initial estimates of the parameters of interest and can therefore calculate the value of the D-criterion for candidate designs. The first-stage of multi-stage epidemiological studies is observational but the second-stage is almost experimental. We are of course restricted to the covariate values that have been observed at the first-stage but if the sample size of the first-stage is large and the sample size of the second-stage is comparatively small,
Table 2
Comparison different designs: common disease, logistic model with misspecified distribution of covariate $x$. The designs are simple random sampling (SRS), (generalized) case-cohort design (CC), extreme selection and D-optimal design. The reported point estimates and their standard errors are medians from 100 simulation runs.

<table>
<thead>
<tr>
<th>parameter</th>
<th>design</th>
<th>$n=100$ estim.</th>
<th>SE</th>
<th>$n=200$ estim.</th>
<th>SE</th>
<th>$n=500$ estim.</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>SRS</td>
<td>1.80</td>
<td>0.13</td>
<td>1.73</td>
<td>0.11</td>
<td>1.70</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>1.77</td>
<td>0.12</td>
<td>1.73</td>
<td>0.11</td>
<td>1.70</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>1.75</td>
<td>0.11</td>
<td>1.72</td>
<td>0.11</td>
<td>1.70</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>1.71</td>
<td>0.11</td>
<td>1.70</td>
<td>0.11</td>
<td>1.70</td>
<td>0.11</td>
</tr>
<tr>
<td>$b$</td>
<td>SRS</td>
<td>1.29</td>
<td>0.69</td>
<td>1.02</td>
<td>0.42</td>
<td>0.89</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>1.14</td>
<td>0.60</td>
<td>1.01</td>
<td>0.38</td>
<td>1.00</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>1.09</td>
<td>0.40</td>
<td>0.71</td>
<td>0.28</td>
<td>0.24</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.69</td>
<td>0.27</td>
<td>0.37</td>
<td>0.20</td>
<td>0.44</td>
<td>0.16</td>
</tr>
<tr>
<td>$c$</td>
<td>SRS</td>
<td>0.52</td>
<td>0.19</td>
<td>0.61</td>
<td>0.14</td>
<td>0.64</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.54</td>
<td>0.18</td>
<td>0.61</td>
<td>0.14</td>
<td>0.60</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.61</td>
<td>0.12</td>
<td>0.69</td>
<td>0.11</td>
<td>0.84</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.68</td>
<td>0.11</td>
<td>0.78</td>
<td>0.099</td>
<td>0.81</td>
<td>0.075</td>
</tr>
<tr>
<td>$\pi = 0.4$</td>
<td>SRS</td>
<td>0.40</td>
<td>0.039</td>
<td>0.40</td>
<td>0.031</td>
<td>0.40</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.40</td>
<td>0.041</td>
<td>0.40</td>
<td>0.032</td>
<td>0.39</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.37</td>
<td>0.042</td>
<td>0.39</td>
<td>0.032</td>
<td>0.39</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.42</td>
<td>0.040</td>
<td>0.43</td>
<td>0.032</td>
<td>0.33</td>
<td>0.021</td>
</tr>
</tbody>
</table>

we have a lot of freedom in the choice of the design.

The statistical model can be more complicated than the simplified model considered in the examples and instead of the D-criterion any other design criterion can be used. For instance, we could minimize the variance of the genetic effect. The functional form of the design criterion (that is the score functions required in (6) and (8)) for a particular model can be derived similarly to what was done with the D-criterion and logistic or Cox’s regression model. The same optimization algorithms can be used for any design criterion.

The D-optimality approach proposed here is model-based because the Fisher information is model-based and this raises a question on the generality of the results. There are two types of misspecification that need to be taken into account: wrong distributional assumptions and misspecification of the initial
Table 3
Comparison different designs: rare disease, proportional hazard model. The designs are simple random sampling (SRS), (generalized) case-cohort design (CC), extreme selection and D-optimal design. The reported point estimates and their standard errors are medians from 100 simulation runs.

<table>
<thead>
<tr>
<th>parameter</th>
<th>design</th>
<th>n=100 estim.</th>
<th>n=100 SE</th>
<th>n=200 estim.</th>
<th>n=200 SE</th>
<th>n=500 estim.</th>
<th>n=500 SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a = 1$</td>
<td>SRS</td>
<td>0.99</td>
<td>0.095</td>
<td>0.99</td>
<td>0.093</td>
<td>0.98</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>1.00</td>
<td>0.088</td>
<td>0.99</td>
<td>0.082</td>
<td>0.99</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.99</td>
<td>0.087</td>
<td>0.98</td>
<td>0.082</td>
<td>0.99</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>1.00</td>
<td>0.085</td>
<td>0.99</td>
<td>0.080</td>
<td>0.99</td>
<td>0.076</td>
</tr>
<tr>
<td>$b = 0.5$</td>
<td>SRS</td>
<td>0.50</td>
<td>0.24</td>
<td>0.52</td>
<td>0.23</td>
<td>0.53</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.50</td>
<td>0.22</td>
<td>0.54</td>
<td>0.19</td>
<td>0.52</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.50</td>
<td>0.21</td>
<td>0.52</td>
<td>0.18</td>
<td>0.52</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.51</td>
<td>0.20</td>
<td>0.50</td>
<td>0.17</td>
<td>0.52</td>
<td>0.15</td>
</tr>
<tr>
<td>$\pi = 0.4$</td>
<td>SRS</td>
<td>0.40</td>
<td>0.041</td>
<td>0.40</td>
<td>0.032</td>
<td>0.40</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.40</td>
<td>0.045</td>
<td>0.40</td>
<td>0.037</td>
<td>0.40</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.41</td>
<td>0.045</td>
<td>0.40</td>
<td>0.035</td>
<td>0.40</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.41</td>
<td>0.045</td>
<td>0.40</td>
<td>0.035</td>
<td>0.40</td>
<td>0.021</td>
</tr>
</tbody>
</table>

estimates. The former problem is not specific to D-optimality or the models considered but concerns the full likelihood analysis in general. The latter problem is relevant for design based on Fisher information and we recommend the sensitivity to the choice of the initial estimates to be studied when D-optimal designs are applied. If the misspecification of initial estimates is a major concern, one might consider applying minimax (King and Wong, 2000; Sitter, 1992) or Bayesian approach (Zhou et al., 2003; Chaloner and Verdinelli, 1995).

On the basis of the simulation results, we recommend extreme selection as a practical study design. Extreme selection does not require initial estimates, is easy to implement and gives relatively good results compared to D-optimal design. It is probably possible improve the results of extreme selection further by specifying the ratio of cases and non-cases according to some suitable criterion. D-optimality and other criteria based on Fisher information provide the theoretical background for efficient study design and serve as benchmarks for the ad-hoc designs. One should be aware that if the data are analyzed using the full likelihood, also extreme selection may be sensitive to wrong distributional assumptions. This was seen in the second simulation example where the covariate $x$ was generated from a non-normal distribution but modeled by nor-
Table 4
Comparison different designs: common disease, proportional hazard model with mis-specified distribution of covariate \(x\). The designs are simple random sampling (SRS), (generalized) case-cohort design (CC), extreme selection and D-optimal design. The reported point estimates and their standard errors are medians from 100 simulation runs.

<table>
<thead>
<tr>
<th>parameter</th>
<th>design</th>
<th>n=100</th>
<th>n=200</th>
<th>n=500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>estim.</td>
<td>SE</td>
<td>estim.</td>
<td>SE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a = 1)</td>
<td>SRS</td>
<td>0.99</td>
<td>0.026</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.99</td>
<td>0.026</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>1.00</td>
<td>0.026</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>1.00</td>
<td>0.025</td>
<td>1.01</td>
</tr>
<tr>
<td>(b = 0.5)</td>
<td>SRS</td>
<td>0.50</td>
<td>0.078</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.50</td>
<td>0.075</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.48</td>
<td>0.070</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.46</td>
<td>0.055</td>
<td>0.43</td>
</tr>
<tr>
<td>(\pi = 0.4)</td>
<td>SRS</td>
<td>0.41</td>
<td>0.038</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.40</td>
<td>0.037</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>extreme</td>
<td>0.41</td>
<td>0.039</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>D-optimal</td>
<td>0.43</td>
<td>0.035</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Normal distribution and as result, especially the estimates of the genotype effect were clearly biased. Fortunately, the empirical distribution of \(x\) is observed and we have a possibility to check our distributional assumptions. The normality assumption is often justified, for instance, in the cardiovascular epidemiology, the risk factors or their log-transformations typically have a distribution close to normal distribution.

D-optimal design and extreme selection may be applied also in situations where the number of genetic or non-genetic covariates is greater than one. For a vector \(x\) of non-genetic covariates we may consider the linear combination \(z = ax\), where \(a\) is a vector of initial parameter estimates, and proceed as in the case of a single non-genetic covariate. When there are several genetic covariates of interest, extreme selection can be applied without modifications and for D-optimal design we may compute the optimal design for a typical genetic covariate or alternatively define the selected subset as a union of the optimal designs computed separately for each genetic covariate.
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