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Abstract. We consider an inverse problem for a finite graph (X,E)
where we are given a subset of vertices B ⊂ X and the distances
d(X,E)(b1, b2) of all vertices b1, b2 ∈ B. The distance of points x1, x2 ∈ X
is defined as the minimal number of edges needed to connect two ver-
tices, so all edges have length 1. The inverse problem is a discrete
version of the boundary rigidity problem in Riemannian geometry or
the inverse travel time problem in geophysics. We will show that this
problem has unique solution under certain conditions and develop quan-
tum computing methods to solve it. We prove the following uniqueness
result: when (X,E) is a tree and B is the set of leaves of the tree,
the graph (X,E) can be uniquely determined in the class of all graphs
having a fixed number of vertices. We present a quantum computing
algorithm which produces a graph (X,E), or one of those, which has
a given number of vertices and the required distances between vertices
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in B. To this end we develop an algorithm that takes in a qubit rep-
resentation of a graph and combine it with Grover’s search algorithm.
The algorithm can be implemented using only O(|X|2) qubits, the same
order as the number of elements in the adjacency matrix of (X,E).
It also has a quadratic improvement in computational cost compared
to standard classical algorithms. Finally, we consider applications in
theory of computation, and show that a slight modification of the above
inverse problem is NP-complete: all NP-problems can be reduced to a
discrete inverse problem we consider.

1. Introduction

We consider inverse travel time problems for graphs that are anal-
ogous to the boundary rigidity problems studied in Riemannian ge-
ometry or the inverse travel time problems studied in seismic imag-
ing. The boundary rigidity problem asks if a Riemannian manifold
with boundary can be determined by the knowledge of the distances
between boundary points. The problem was conjectured [35] to be
uniquely solvable for simple manifolds (i.e., with convex boundary and
no conjugate points), and proved in two dimensions in [41]. In higher
dimensions, boundary rigidity is known for simple conformal metrics
[36, 17], generic simple manifolds including all analytic ones [44], met-
rics close to Euclidean or hyperbolic [25, 18, 33, 12, 11], and for man-
ifolds foliated by strictly convex hypersurfaces [45, 46]. See also the
surveys [31, 48, 47, 40].

The boundary rigidity problem originally arose from geophysics as
the inverse travel time problem or the inverse kinematic problem [28,
49], where the goal is to reconstruct the interior structure of the body
from the travel time measurements of waves on its boundary. In seismic
imaging, the speeds of seismic waves define a metric structure, and the
distance between points is the travel time of the waves between the
points.

We are interested in a discrete version of the inverse travel time
problem. This type of problem has applications in the determination of
phylogenetic tree of species in biology [42, 22, 19] (a branching diagram
or a tree showing the evolutionary relationships among various species
based upon similarities in their physical or genetic characteristics), in
chemistry [50, 20, 4, 54] (notably the Wiener index), and in tomography
of networks such as internet tomography [15, 13, 14]. See also the
surveys [2, 52]. The problem is also related to inverse problems for
random walks [51, 34, 5, 6] and a discrete version of a Calderón type
problem [24]. In particular, the random walk measurements used in
[6] contain more data than the distance data considered in the present
paper. Related to these applications, we prove a uniqueness result
showing that a tree with n vertices can be uniquely reconstructed from
the leaf-to-leaf distances in the class of all connected graphs with n
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vertices. Furthermore, in this paper we demonstrate how quantum
computing algorithms can be used to solve discrete inverse problems.
We will also show that a certain generalized inverse travel time problem
for graphs is an NP-complete problem.

1.1. Formulation of the inverse problems for graphs. Let (X,E)
be a finite undirected simple graph with B ⊂ X being the set of “ob-
servation nodes”, where X is the set of vertices and E is the set of
edges. We denote this by (X,E,B). Recall that a graph is said to be
simple if there is at most one edge between any pair of vertices and
there is no edge that connects a vertex to itself. For undirected simple
graphs, edges are two-element subsets of X . Two vertices x, y ∈ X
are called adjacent if {x, y} ∈ E, i.e., there is an edge between x and
y. Two graphs are said to be isomorphic if there is an edge-preserving
bijection, i.e., graph isomorphism, between the sets of vertices of the
graphs. The graph distance function on a graph (X,E), denoted by
d(X,E) or dE for short, is defined to be the minimal number of edges
in paths that connect two vertices. In particular, any pair of adjacent
vertices has distance 1. If there is no path connecting vertices x and y,
then we set dE(x, y) =∞. Then a graph can be considered as a metric
space equipped with the graph distance. Two graphs are isomorphic if
and only if they are isometric as metric spaces.

Problem 1 (Inverse travel time problem for graphs). Given an integer
n ∈ N = {0, 1, 2, . . .}, a finite set B and a function d0 : B×B → N, find
a graph (X,E) such that |X| = n (that is, the graph has n vertices),
B ⊂ X and that the graph distance dE|B×B : B×B → N is the function
d0.

In particular, we are interested in whether a solution to the problem,
if it exists, is unique up to a graph isomorphism. Note that we consider
this problem within the class of graphs with fixed total number of
vertices. This is because without fixing the number of vertices the
solution to the problem is never unique, as one can add isolated vertices
to the graph without changing the graph distance at all. If all solutions
(X,E) to the above inverse problem are isometric, we say that the
graph (X,E,B) is B-observation rigid in the class of graphs with n
vertices.

We also consider a generalized version of the above problem. In the
generalization we may specify that certain edges must appear in the
solution, and that certain edges must not appear in the solution; we
also allow the boundary distance function to be only partially defined
on the boundary nodes:

Problem 2 (Restricted inverse travel time problem for graphs). Given
a finite set X , sets V ⊂ X×X and E0 ⊂ E1 ⊂ {{x1, x2} : x1, x2 ∈ X},
and a function d0,V : V → N, find a set of edges E such that E0 ⊂
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E ⊂ E1 and that the restriction dE|V : V → N of the graph distance
function of (X,E) coincides with d0,V .

2. Rigidity results for trees

In general, one cannot expect a solution to the inverse travel time
problem for graphs, if it exists, to be unique even up to a graph iso-
morphism. A simple counterexample would be a triangle and a path
of three vertices, with B being a pair of adjacent vertices. Strong as-
sumptions on B or d0 are likely necessary to make the solution unique.

As a first step in solving this uniqueness, or rigidity, problem, we
consider the case where d0 is induced by a tree metric on the set B of
vertices of degree 1 (that is, B and d0 : B×B → N are such that there
exists a tree (X0, E0) containing n vertices, B ⊂ X0 is the set of leaves
of X0 and d0(b1, b2) = d(X0,E0)(b1, b2) for all b1, b2 ∈ B). Recall that a
tree is a connected graph without cycles, and a vertex of degree 1 in a
tree is called a leaf. The degree of a vertex v in a graph (X,E) is the
number of edges incident to v, denoted by deg(X,E)(v) or degE(v) for
short. In this case, we will prove that the inverse travel time problem
with such B, d0 is uniquely solvable in the class of graphs with fixed
total number of vertices. We emphasize that we do not a priori assume
that the unknown graph (X,E) is a tree. We formulate this rigidity
result as follows.

Form ≤ n, consider the following class of finite connected undirected
simple graphs (X,E,B) with a subset B ⊂ X :

G(n,m) = {(X,E,B) : |X| = n, |B| = m, and

degE(b) = 1 for all b ∈ B}.(2.1)

Here | · | denotes the cardinality. Note that also vertices in X \B may
have degree 1.

Theorem 1 (Boundary rigidity for trees). Let T = (X̄, Ē, B̄) ∈ G(n,m)
be a tree, where B̄ is the set of all leaves of the tree. For any G =
(X,E,B) ∈ G(n,m), if there exists an identification of B and B̄ such
that d|B×B = d̄|B̄×B̄ where d, d̄ denote the graph distance functions on
G, T , then G is isomorphic to T .

The proof of Theorem 1 is given in Section 5.1. We remark that in
the literature, the set of leaves is often chosen to act as the ”boundary”
for a tree for various purposes, and Theorem 1 can be formulated in
short that trees are boundary rigid in G(n,m) for fixed n,m. The key
point is that we do not a priori assume G is a tree: we allow G to be
in the class of all connected simple graphs. If one a priori knows G is
also a tree, the result reduces to (the uniqueness part of) the classical
Tree-metric Theorem (e.g. [9, 8, 27, 43, 53]).

Trees can be seen as the combinatorial analogue to simple manifolds,
in the sense that the shortest path between any pair of vertices in trees
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is unique. Note that the meaning of ”simple” is different for graphs
and manifolds. In fact, trees have even stronger property that any pair
of vertices in a tree can be connected by a unique path that does not
repeat vertices.

3. Quantum algorithm for the inverse travel time

problem

The basic unit of information in quantum computing is the qubit—
a two-level quantum mechanical system. The two levels of the qubit
are mathematically represented by two orthonormal vectors denoted
by |0〉, |1〉 ∈ C

2; a general state of the qubit is a unit vector in C
2.

A quantum register is a system comprising multiple qubits; the state
of a quantum register consisting of N qubits is described by a unit
vector in the N -fold tensor product (C2)⊗N . To every classical bit
string x ∈ {0, 1}N there corresponds the quantum state

(3.1) |x〉 = |x1x2 · · ·xN〉 = |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xN 〉 ∈ (C2)⊗N ;

states of the form (3.1) form the computational basis of (C2)⊗N .
Quantum computation consists of a sequence of elementary opera-

tions applied to a quantum register, accompanied by a measurement in
the end. The elementary operations are represented by quantum gates,
which are unitary operators on (C2)⊗N that act on a small number of
qubits. The result of the measurement is a classical bit string; if the
state of the quantum register immediately before the measurement is
|ψ〉, then a bit string x ∈ {0, 1}N is observed in the measurement with
probability |〈x|ψ〉|2.

A fixed sequence of quantum gates (optionally followed by a mea-
surement) that is used as a part of an algorithm describing quantum
computation is called a quantum subroutine. A sequence of quantum
gates and a measurement together constitute a quantum circuit. For
basic concepts related to quantum algorithms, we refer to the paper
[37]. For a treatise, see [38].

3.1. Grover’s algorithm. Grover’s algorithm [26] is an algorithm
that solves a quantum version of following unstructured search prob-
lem: Let N be a positive integer and {T, F} be a partition of the set
{0, 1}N . This means that {0, 1}N = T ∪ F and T ∩ F = ∅, not exclud-
ing the possibility that T = ∅ or F = ∅. The elements of T are called
solutions to the search problem. For each x ∈ {0, 1}N it is possible to
query a function for whether x ∈ T or x /∈ T . The function is viewed as
a black box and it is called an oracle. The problem is to find a solution
x ∈ T (if there are any) by querying the oracle as few times as possible.
In the worst case finding a solution requires querying all possibilities,
so the classical query complexity (the minimum number of queries to
find a solution in the worst case) of the problem is 2N .



6 ILMAVIRTA, LASSAS, LU, OKSANEN, YLINEN

In the quantum version of the problem the oracle is replaced by
a quantum oracle which may be queried by arguments that are in a
superposition. More precisely, a quantum oracle (corresponding to a
set T ) is a quantum subroutine that maps a computational basis state
of the form |x〉 ⊗ |r〉 ⊗ |0〉k (where x ∈ {0, 1}N , r ∈ {0, 1} and |0〉k =
|0〉 ⊗ · · · ⊗ |0〉 ∈ (C2)⊗k are k extra qubits) as

(3.2) |x〉 ⊗ |r〉 ⊗ |0〉k 7→ |x〉 ⊗ |r + f(x)mod 2〉 ⊗ |0〉k,
where f(x) = 1 if x ∈ T , f(x) = 0 otherwise. In other words, the
quantum oracle uses the qubit |r〉 to mark whether x ∈ T or x /∈ T .
Here the extra qubits |0〉k are called ancillae and they are used as a
working memory. Grover’s algorithm is a method that finds a solution
(if such exists) in this quantum setting with high probability with only
O(2N/2) queries to the quantum oracle.

In Section 3.2 below we will construct a quantum oracle for the
inverse travel time problem for graphs (Problem 1). After that, in
Section 3.3 we will explain how Grover’s algorithm together with the
oracle constructed in Section 3.2 can be used to find a solution to
Problem 1. The standard version of Grover’s algorithm assumes that
the number of solutions, |T |, is known; this is not true in the case of
Problem 1. For the convenience of the reader, in Appendix A we recall
(with proof) how Grover’s algorithm can be applied in the case of an
unknown number of solutions.

3.2. Quantum oracle for the inverse travel time problem. We
will consider a quantum algorithm where the adjacency matrix of the
graph (X,E) is represented by a sequence of qubits. Our algorithm
computes if the distances between the vertices in the subset B ⊂ X
satisfy the required conditions given by the data d0 in Problem 1.

To transform the inverse travel time problem for graphs to a com-
putational problem, we enumerate the elements of X as {1, 2, . . . , n}
and the elements of B as {1, 2, . . . , m}. Let us consider a binary-
valued function e : {1, 2, . . . , n}2 → {0, 1} that satisfies e(j, j) = 0 and
e(j, k) = e(k, j). Such a function specifies a graph (X,E), defined by

{xj , xk} ∈ E ⇐⇒ e(j, k) = 1.

Our aim is to find values of e(j, k) for which the corresponding graphs
(X,E) with a subset B ⊂ X satisfy dE|B×B = d0.

Without loss of generality, we assume that the data d0 and n given
in Problem 1 satisfy d0(j, j) = 0 for all j ∈ B, d0(j, k) = d0(k, j) and
d0(j, k) ≥ 1 for all j, k ∈ B, j 6= k, and also maxj,k∈B d0(j, k) ≤ n− 1.
This is possible without loss of generality, as these conditions can easily
be checked by a fast classical algorithm, and they clearly are necessary
for the existence of a solution. In our implementation of the algorithm,
we assume that |B| = m ≥ 4.
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Before introducing the quantum algorithm, we consider two classical
algorithms, Algorithm 1 and Algorithm 2 below, which test if a given
graph is a solution to the inverse travel time problem for graphs, and
then consider the analogous quantum algorithms. In the classical algo-
rithms we consider variables having values in {0, 1} (i.e., classical bits),
or equivalently, TRUE/FALSE.

Algorithm 1 takes in as an input the vector ~e = (e(i, j))1≤i<j≤n,
where e(i, j) ∈ {0, 1} (in fact, in the algorithm we consider the extended
variable e(i, j), defined for all i 6= j, that satisfy e(j, i) = e(i, j)),
and computes distances from a specific node o ∈ B. The distances
are computed using a graph (X,E) that corresponds to the adjacency
matrix ~e.

Algorithm 2 tests if the distances in the graph (X,E) corresponding
to the adjacency matrix ~e satisfy the conditions given in the data d0 for
the inverse problem, that is, whether dE(i, j) = d0(i, j), for all i, j ∈ B.

In Algorithm 1, we compute, for a fixed node o ∈ B, the truth values
p(d, j), d = 1, . . . , |X| − 1, j ∈ X \ {o}, such that

p(d, j) = 1 if and only if there is a path of length ≤ d

between o and j.
(P)
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Algorithm 1 Compute shortest paths from o ∈ B
Require: adjacency matrix e(j, k), j, k ∈ X and o ∈ B
Ensure: p(d, j) ∈ {0, 1}, d = 1, . . . , n− 1, j ∈ X \ {o}, satisfies (P)
for all j ∈ X \ {o} do

if e(o, j) = 1 then
p(1, j)← 1

else
p(1, j)← 0

end if
end for
for d = 2, . . . , n− 1 do

for all j ∈ X \ {o} do
for all k ∈ X \ {o, j} do

if p(d− 1, k) = 1 and e(k, j) = 1 then
a(k)← 1

else
a(k)← 0

end if
end for
if p(d− 1, j) = 1 or a(k) = 1 for some k ∈ X \ {o, j} then

p(d, j)← 1
else

p(d, j)← 0
end if

end for
end for
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Algorithm 2 Test if a graph (X,E) has the correct B-distances

Require: adjacency matrix e(j, k), j, k ∈ X , and numbers d0(j, k),
j, k ∈ B

Ensure: dE(j, k) = d0(j, k) for j, k ∈ B
for all o ∈ B do

Call Algorithm 1 with
Input: e(j, k), j, k ∈ X and o ∈ B
Output: p(d, j), d = 1, . . . , n− 1, j ∈ X \ {o}

for all j ∈ B \ {o} do
d← d0(o, j)
if d = 1 and p(1, j) = 1 then

s(j)← 1
else if d ≥ 2 and p(d− 1, j) = 0 and p(d, j) = 1 then

s(j)← 1
else

s(j)← 0
end if

end for
t(o)← s(1)& s(2)& · · · & s(o− 1)& s(o+ 1)& · · · & s(m)

end for
r ← t(1)& t(2)& · · · & t(m)
output r

Let us next introduce some tools that will allow writing quantum
versions of our algorithms. We will denote quantum gates and quan-
tum subroutines by boxes containing the name of the quantum gate
or subroutine and the qubits on which it operates. The qubits are
listed in three categories: “Controls”, “Targets”, and “Ancillae”. If
the quantum register is in a computational basis state before the quan-
tum gate/subroutine is applied, then the values of the control qubits
are not changed, whereas the values of the target qubits may change.
The ancilla qubits are assumed to be in the state |0〉 at the beginning
of the subroutine, during the execution of the subroutine their values
may change, but their values are returned to the original value |0〉 by
uncomputation at the end of the subroutine. The controls, targets,
and ancillae correspond to input, output, and working memory of a
classical algorithm, respectively.

Below, we denote the classical {0, 1}-valued bit by lower case letter,
such as c1 and qubits by capital letter, such as C1.

A basic example of a gate is the double controlled NOT gate, CC-
NOT, also called the Toffoli gate. We write this gate as

CCNOT
Controls: C1 and C2

Target: T
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The CCNOT gate has two control qubits C1 and C2, one target qubit
T and no ancillae. When viewed as a Boolean function the CCNOT
gate is given by

(c1, c2, t) 7→ (c1, c2, (t+ c1 · c2)mod 2), c1, c2, t ∈ {0, 1}.
As a quantum gate, CCNOT maps a computational basis state |C1C2T 〉
to the computational basis state |C1〉 ⊗ |C2〉 ⊗ |(T + C1 · C2)mod 2〉.

The NOT gate acts on a single qubit as the unitary operator

X|0〉 = |1〉, X|1〉 = |0〉.
For the NOT gate, there is no reason to label the qubit and we write
simply

NOT T

for the NOT gate operating on the qubit T .
The Hadamard gate H also acts on a single qubit, its action is spec-

ified by

H|0〉 = 1√
2
(|0〉+ |1〉), H|1〉 = 1√

2
(|0〉 − |1〉).

The operation performed by an arbitrary quantum gate G is in-
vertible, we denote the gate that performs the inverse operation by
REV ERSE − G, and we use similar notation for quantum subrou-
tines. Even though CCNOT gate is its own inverse, we sometimes
write REV ERSE − CCNOT = CCNOT to emphasize that we do
uncomputing steps.

As simple examples, we describe in Appendix B how the OR gate
with two qubits can be implemented in terms of the AND and NOT
gates, and how to implement the quantum iterated AND operator and
OR operator that correspond to the classical operators

AND(m)(c1, c2, . . . , cm) = c1AND c2AND · · · AND cm,

OR(m)(c1, c2, . . . , cm) = c1 OR c2OR · · · OR cm.

3.2.1. Pseudocodes of quantum algorithms. Next, we consider quantum
versions of Algorithms 1 and 2 above. Let (X,E) be a graph, and
B ⊂ X be a subset where distances are observed. As before, we identify
the set X of n vertices by {1, 2, . . . , n}, and the set B ⊂ X ofm vertices
by {1, 2, . . . , m}. We consider qubits E(j, k), j, k ∈ X , that have the
state |1〉 if j, k are adjacent (i.e., {j, k} ∈ E) in the graph (X,E), and
have the state |0〉 if j, k are not adjacent (i.e., {j, k} /∈ E). We always
assume that j 6= k, and when the set X is identified with {1, 2, . . . , n},
these qubits are indexed as E(j, k), where 1 ≤ j < k ≤ n. When we
refer in the algorithms below to a qubit E(j, k) where j > k, we mean
the qubit E(k, j).

We start with procedures that our main algorithm ORACLE uses.
Later, Grover’s algorithm calls the ORACLE as a subroutine.

The subroutine ORACLE operates on the following qubits:
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E(j, k) for 1 ≤ j < k ≤ n that encodes an adjacency matrix in
X ×X ;

R is the target qubit.

Moreover, ORACLE uses the following ancilla qubits having initial
state |0〉:
P (d, j) for d = 1, . . . , n− 1, j = 1, . . . , n;

A(k) for k = 1, . . . , n;

F (k) for k = 1, . . . , n;

T (o) for o = 1, . . . , m.

Next, we give pseudocodes of the subroutines for the ORACLE. We
give these in very precise form to show how ancilla qubits are used so
that the total number of qubits used is O(n2).

The following subroutine UPDATE takes in the current value of the
distance parameter d and the number o ∈ B of the starting vertex from
which we consider the distances to the other vertices x ∈ X \ {o}. The
subroutine UPDATE operates on the qubits E(j, k) corresponding to
the adjacency matrix and the qubits P (d − 1, j) and P (d, j), where
j ∈ X \ {o}. Assuming that the qubits P (d − 1, j) satisfy a quantum
version of Condition (P) for the distances computed from the node o,
UPDATE changes the values of the qubits P (d, j), j ∈ X \ {o}, so
that also they satisfy the same condition. As the operator OR(n) can
be realized by O(n) CCNOT gates, the subroutine UPDATE can be
implemented using O(n2) CCNOT gates.
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Algorithm 3 UPDATE subroutine

Require: Parameters: n, d ∈ {2, 3, . . . , n− 1}, o ∈ B
Operates on qubits
Control 1: E(j, k), j, k ∈ X \ {o} ⊲ adjacency matrix
Control 2: P (d− 1, j), j ∈ X \ {o} ⊲ Is d(o, j) ≤ d− 1?
Targets: P (d, j), j ∈ X \ {o} ⊲ “Output”
Ancillae: A(k), F (k), k ∈ X \ {o}

for all j ∈ X \ {o} do
for all k ∈ X \ {o, j} do

CCNOT
Controls: P (d− 1, k) and E(k, j)
Target: A(k)

end for
⊲ We view X \ {o, j} as being synonymous to {1, . . . , n− 2} ⊳

OR(n−1)

Controls: A(k), for k ∈ X \ {o, j}, and
P (d− 1, j)

Target: P (d, j)
Ancillae: F (k), k = 1, . . . , n− 3

for all k ∈ X \ {o, j} do ⊲ Uncompute ancillae

REVERSE-CCNOT
Controls: P (d− 1, k) and E(k, j)
Target: A(k)

end for
end for
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The following subroutine PATHS takes in the number o ∈ B of
the starting vertex from which we consider the distances to the other
vertices x ∈ X \ {o}. The subroutine PATHS iterates the subroutine
UPDATE and it operates on the qubits E(j, k) corresponding to the
adjacency matrix and the qubits P (d, j), where j ∈ X \ {o} and d =
1, 2, . . . , n− 1. The subroutine PATHS changes the values of all qubits
P (d, j) so that they satisfy the quantum version of Condition (P) for
the distances computed from the node o. As UPDATE consists ofO(n2)
CCNOT gates, the subroutine PATHS can be implemented using O(n3)
CCNOT gates.

Algorithm 4 PATHS subroutine

Require: Parameters: n, o
Operates on qubits
Controls: E(j, k) for j, k ∈ X \ {o} ⊲ adjacency matrix
Targets: P (d, j) for d = 1, . . . , n− 1, j ∈ X \ {o}
Ancillae: A(k), F (k) for k ∈ X \ {o}

⊲ UPDATE cannot be used to initialize P (1, j), therefore this case
is treated separately: ⊳

for all j ∈ X \ {o} do

CNOT
Control: E(j, o)
Target: P (1, j)

end for
⊲ UPDATE computes P (d, j) for d ≥ 2: ⊳
for d = 2, . . . , n− 1 do

UPDATE

Parameters: n, d, o
Controls 1: E(j, k) for k ∈ X \ {o}, j ∈ X \ {o}
Controls 2: P (d− 1, j) for j ∈ X \ {o}
Targets: P (d, j) for j ∈ X \ {o}
Ancillae: A(k), F (k) for k ∈ X \ {o}

end for

In the following subroutine TEST, we consider the distances from all
vertices o ∈ B to the other vertices b ∈ B \ {o}. The subroutine TEST
iterates the subroutine PATHS, and it operates on the qubits E(j, k)
corresponding to the adjacency matrix and the qubits T (o), where o
runs over all vertices in B. The qubits T (o) tell if the distances from
the vertex o to the other vertices b ∈ B \ {o} have the correct values.
We point out that the uncomputing of the qubits P (d, j) inside the
subroutine TEST is the reason why the ORACLE uses only O(n2)
qubits. As PATHS consists of O(n3) CCNOT gates, the subroutine
TEST can be implemented using O(mn3) CCNOT gates.
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Algorithm 5 TEST subroutine

Require: Parameters: d0(j, k) for j, k ∈ B
Operates on qubits
Controls: E(j, k) for j, k ∈ X ⊲ adjacency matrix
Targets: T (o) for o ∈ B ⊲ “Output”
Ancillae: A(k), F (k) for k ∈ X
Ancillae: P (d, j) for d = 1, . . . , n− 1, j ∈ X

for o ∈ B do

PATHS

Parameters: n, o
Controls: E(j, k) for j, k ∈ X \ {o}
Targets: P (d, j) for d = 1, . . . , n− 1, j ∈ X \ {o}
Ancillae: A(k), F (k) for k ∈ X \ {o}

⊲ Since PATHS uncomputes A(k) and F (k), they can be reused
as ancillae below. ⊳

for j ∈ B \ {o} do
d← d0(j, o)
⊲ Determine if dE(j, o) = d0(j, o): ⊳
if d = 1 then

CNOT
Control: P (d, j)
Target: A(j)

else

NOT P (d− 1, j)

CCNOT
Controls: P (d, j) and P (d− 1, j)
Target: A(j)

end if
end for

AND(m−1)

Controls: A(j), j ∈ B \ {o}
Target: T (o)
Ancillae: F (k), k = 1, . . . , m− 3

⊲ Uncompute A(j) and restore P (d− 1, j) to its original value: ⊳
for j ∈ B \ {o} do

d← d0(j, o)
if d = 1 then

CNOT
Control: P (d, j)
Target: A(j)

else

REVERSE-CCNOT
Controls: P (d, j) and P (d− 1, j)
Target: A(j)

NOT P (d− 1, j)

end if
end for
⊲ Uncompute P (d, j): ⊳

REVERSE-PATHS

Parameters: n, o
Controls: E(j, k) for j, k ∈ X \ {o}
Targets: P (d, j), d = 1, . . . , n− 1, j∈X\{o}
Ancillae: A(k), F (k) for k ∈ X \ {o}

end for
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The following subroutine ORACLE operates on the qubits E(j, k)
corresponding to the adjacency matrix and the ‘output’ qubit R. The
value of R is changed according to whether the graph corresponding
to the adjacency matrix E(j, k) is such that the distances between all
vertices in B have the correct values. We point out that the subroutine
ORACLE uses O(n2) qubits. As TEST consists of O(mn3) CCNOT
gates, ORACLE can be implemented using O(mn3) CCNOT gates.

Algorithm 6 ORACLE subroutine

Require: Parameters: n = |X|, m = |B|, and d0(j, k) for j, k ∈ B
Operates on qubits
Controls: E(j, k) for j, k ∈ X ⊲ adjacency matrix
Target: R ⊲ “output”
Ancillae: P (d, j) for d = 1, . . . , n− 1, j ∈ X
Ancillae: A(k), F (k) for k ∈ X
Ancillae: T (o) for o ∈ B

TEST

Parameters: d0(j, k) for j, k ∈ B
Controls: E(j, k) for j, k ∈ X
Targets: T (o) for o ∈ B
Ancillae: A(k), F (k) for k ∈ X
Ancillae: P (d, j) for d = 1, . . . , n− 1, j ∈ X

AND(m)

Controls: T (o), o ∈ B
Target: R
Ancillae: F (k), k = 1, . . . , m− 2

REVERSE-TEST

Parameters: d0(j, k) for j, k ∈ B
Controls: E(j, k) for j, k ∈ X
Targets: T (o) for o ∈ B
Ancillae: A(k), F (k) for k ∈ X
Ancillae: P (d, j) for d = 1, . . . , n− 1, j ∈ X

3.3. Quantum algorithm for Problem 1. In order to apply Grover’s
algorithm to the inverse travel time problem for graphs we identify
the search space {0, 1}N , N = n(n − 1)/2, with the set of all graphs
(X,E) that have |X| = n vertices. In this identification a vector
~e = e(j, k)1≤j<k≤n specifies an adjacency matrix, which in turn speci-
fies a graph. The set T of solutions to the search problem consists of
those vectors ~e for which the corresponding graph (X,E) is a solution
to Problem 1. The quantum oracle corresponding to the set T is the
ORACLE subroutine (Algorithm 6).

Grover’s algorithm consist of a repeated application of ORACLE
subroutine together with another subroutine called DIFFUSION. The
target qubits for DIFFUSION are the N qubits E(j, k) that describe
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the adjacency matrix, and on these qubits it acts as the operator

(3.3) DN := 2|γN〉〈γN | − id⊗N ,

where id is the identity operator and |γN〉 is the uniform superposition

(3.4) |γN〉 :=
1√
2N

∑

x∈{0,1}N
|x〉.

See Appendix A for more details. DIFFUSION subroutine can be
realized with O(N) gates and O(N) ancillae; see [32].

Both ORACLE and DIFFUSION subroutines expect the ancillae to
be initialized to the state |0〉 in the beginning, and in the end they
uncompute the ancillae back to the state |0〉. As these subroutines
are run sequentially, they may use the same ancillae. Both subrou-
tines require O(N) ancillae; we will label the set of the ancillae for the
subroutines by S(k), k = 1, 2, . . . , O(N). In addition, the quantum
register contains the target qubit R for the ORACLE.

Subroutine GROVER-L below describes Grover’s algorithm with L
iterations. The main part of the algorithm consists of a repeated ap-
plication of ORACLE and DIFFUSION subroutines. A key question
is to decide the number L of applications performed. If the number of
solutions of the search problem, |T |, is a priori known, then it is well
known that an optimal value of L can be calculated; see Appendix A.
In our case the number of solutions, i.e., the number of graphs (X,E)
for which the graph distance function coincides with the given data d0
on the set B ⊂ X , is a priori unknown. In GROVER-L we choose to
take L as one of the input parameters to the algorithm; in Algorithm 8
below we will show how GROVER-L can be used as a subroutine in an
algorithm that solves the search problem with an unknown number of
solutions.

The HADAMARD subroutine below consists of N + 1 Hadamard
gates; the subroutine applies a Hadamard gate to each of the N + 1
target qubits individually.
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Algorithm 7 GROVER-L

Require: Parameters: L, n, m, d0(j, k) for j, k ∈ B

initialize all qubits to |0〉
NOT R

HADAMARD Target: R and E(j, k) for j, k ∈ X
for ℓ = 1, 2, . . . , L do

ORACLE

Parameters: n, m, d0(j, k) for j, k ∈ B
Controls: E(j, k) for j, k ∈ X
Target: R
Ancillae: S(k), k = 1, . . . , O(N)

DIFFUSION
Target: E(j, k) for j, k ∈ X
Ancillae: S(k), k = 1, . . . , O(N)

end for
~e← measurement of E(j, k) for j, k ∈ X ⊲ ~e = e(j, k)1≤j<k≤n

output ~e

Algorithm 8 below consists of a repeated application of GROVER-L
as a subroutine, where the value of L is varied between the applications.
After each application of GROVER-L it is tested if the obtained value
~e is a solution to Problem 1. This test can be computed classically by
Algorithm 2. If ~e is a solution, then the algorithm outputs ~e and halts.

The function L(θ) appearing in the algorithm is defined by

(3.5) L(θ) :=





⌈
π
4θ
− 1

2

⌉
, if 0 < θ < π

8
,

1, if π
8
≤ θ < π

4
,

0, if π
4
≤ θ < π

2
.
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Algorithm 8 Quantum algorithm for inverse travel time problem for
graphs

Require: Parameters: n, m, d0(j, k) for j, k ∈ B
N ← n(n− 1)/2
for L = 0, 1, 2 do

~e← GROVER-L with parameter L
if ~e is a solution then

output ~e and halt
end if

end for
for K = 2N−4, 2N−5, . . . , 2, 1 do

find θ ∈ (0, π/2) such that sin θ =
√
K/2N

L← L(θ)
~e← GROVER-L with parameter L
if ~e is a solution then

output ~e and halt
end if

end for
output “no solution found”

Properties of Grover’s algorithm are discussed in Appendix A; see
Propositions A.1 and A.3. Combining these results with the ORACLE
algorithm, we obtain our main result:

Theorem 2. Let there be given n = |X|, m = |B| and the target
distance function d0 : B × B → N for the inverse travel time problem
for graphs (Problem 1). Then the following holds:

(1) If Algorithm 8 outputs a solution ~e, then the solution is correct.
This means that the graph (X,E), where the set of edges E is
specified by ~e, is such that the graph distance function on the
set B ⊂ X coincides with the given data d0, that is, dE(x, y) =
d0(x, y) for all x, y ∈ B.

Let N = n(n − 1)/2, choose δ ∈ (0, 1), and let M > log2(δ
−1) be

an integer. If the data n, m and d0 are such that Problem 1 admits a
solution, then also the following hold:

(2) With probability greater than or equal to 1/2, Algorithm 8 finds
a solution ~e with

O
(
2N/2

(1
e
(N

1

2 −m)
)−(N

1
2−m)/2)

queries to the quantum subroutine ORACLE (Algorithm 6) and
to the classical Algorithm 2.

(3) If Algorithm 8 is applied M times, then at least one solution is
found with probability greater than 1− δ.



QUANTUM COMPUTING ALGORITHMS FOR INVERSE PROBLEMS 19

The quantum subroutine ORACLE can be implemented with O(N) =
O(n2) qubits and O(mn3) gates from the set {NOT, CNOT, CCNOT}.

Proof. (1) Algorithm 8 outputs a solution only after having verified
it is correct.

(2) We note that even in the case when the inverse problem of
finding a graph (X,E) that satisfies dE|B×B = d0 is uniquely
solvable, that is, the graph is uniquely determined up to an
isomorphism, the number of solutions ~e is (n −m)! as we can
change the numbering of the vertices X \ B. By Robbins esti-
mates similar to Stirling’s formula, p! ≥ cpp+1/2e−p > c(p/e)p,

where c > 0 is a universal constant. As n ≥ N
1

2 , the number of
solutions, |T |, satisfies

|T | ≥ (n−m)! ≥ c((N
1

2 −m)/e)N
1
2 −m.

The claim then follows from Proposition A.3.
(3) In a single application of Algorithm 8 a solution is found with

probability at least 1/2 by Proposition A.3. As any two appli-
cations of Algorithm 8 are statistically independent, the prob-
ability of not finding a solution M times in a row is less than
1/2M ≤ δ.

The number of qubits and gates in subroutine ORACLE is apparent
from its description; see Algorithm 6. �

4. NP-completeness of the restricted inverse travel time

problem

We will now consider the computational complexity of the restricted
inverse travel time problem for graphs (Problem 2). As is customary
in computational complexity theory, we will consider a decision version
of the problem. The decision problem asks that given an instance of
Problem 2 specified by data (X, V, E0, E1, d0,V ), does there exist at
least one solution to the problem.

A procedure that solves the original formulation of the restricted
inverse travel time problem, i.e., a procedure that finds a solution
E if such exists, trivially also solves the decision version. On the
other hand, a procedure that solves the decision version can be turned
into an algorithm that produces a solution. Namely, suppose that
SOLUTION EXISTS is a procedure that with input (X, V, E0, E1, d0,V )
returns either true or false according to whether the instance of Prob-
lem 2 specified by this input has at least one solution. Then Algo-
rithm 9 below produces a solution—provided one exists—by calling
SOLUTION EXISTS at most |E1| − |E0|+ 1 times.
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Algorithm 9 Find a solution by solving decision problems

if ¬SOLUTION EXISTS(X, V, E0, E1, d0,V ) then
output “there are no solutions” and halt

end if
while E0 6= E1 do

pick arbitrary {x, y} ∈ E1 \ E0

E ′
0 ← E0 ∪ {x, y}

if SOLUTION EXISTS(X, V, E ′
0, E1, d0,V ) then

E0 ← E ′
0

else
E1 ← E1 \ {x, y}

end if
end while
output E0

For the purpose of this section, the following three notions from
computational complexity theory are relevant: the complexity class
P, the complexity class NP, and the class of NP-complete problems.
These classes measure computational complexity in terms of classical
algorithms (as opposed to quantum algorithms). We informally review
these notions below; for formal definitions we refer the reader to [3,
39].

The complexity class P consists of those problems whose solutions
can be computed in time that is polynomial in the length of the input
to the problem. Here ‘time’ refers to the number of steps required by
a Turing machine to produce a solution. Usually this class of problems
is equated with the class of problems that are efficiently solvable in
practice.

The complexity class NP consists of decision problems for which
a “yes” answer has a short (polynomial length) “certificate” (or a
“proof”) that can be verified in polynomial time. The decision ver-
sion of Problem 2 is in NP, because the certificate can be taken to
be a set E that solves the problem. Verifying that E is a solution to
the problem can be done by checking that E0 ⊂ E ⊂ E1 and that
dE|V = d0,V , and these verifications can be done in polynomial time.

A problem in NP is NP-complete if any other problem in NP is
reducible (in polynomial time) to the problem. This means that a
procedure that solves an NP-complete problem can be used to solve
any other problem in NP. In this sense, NP-complete problems are the
hardest problems in NP. Well-known NP-complete problems include the
Boolean satisfiability problem and the decision version of the travelling
salesman problem [23].

There is no known polynomial time algorithm for any NP-complete
problem, and therefore NP-complete problems are often thought to
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be intractable in practice [23] (although sometimes efficient methods
to find good enough approximate solutions exist [29]). It is generally
thought that no polynomial time algorithm for an NP-complete prob-
lem exists, but there is no proof (this is the P vs. NP problem, one of
the major open problems in theoretical computer science).

We emphasize the difference between computational complexity of
a problem and time complexity of an algorithm: Computational com-
plexity is an intrinsic property of a problem; it provides a lower bound
for the run time of any algorithm that solves the problem. Time com-
plexity of an algorithm, on the other hand, is only a property of that
specific algorithm.

Following theorem implies that there is a polynomial time classical
algorithm for Problem 2, if and only if P=NP:

Theorem 3. The decision version of the restricted inverse travel time
problem for graphs (Problem 2) is NP-complete.

We prove Theorem 3 in section 5.2.

5. Proofs of main results

5.1. Proof of Theorem 1. The proof of Theorem 1 relies on the
following key Proposition 5.1. This proposition can be seen as a com-
binatorial analogue to the minimal filling problem for manifolds; see
e.g. [25, 30, 12, 31].

Proposition 5.1. Let T1 = (X1, E1, B1) and T2 = (X2, E2, B2) be two
trees with |B1| = |B2|, where B1, B2 are the sets of all leaves of T1, T2.
Denote by d1, d2 the graph distance function on T1, T2. If there is a
bijection σ : B1 → B2 such that

d1(p, q) ≥ d2(σ(p), σ(q)), for all p, q ∈ B1,

then |X1| ≥ |X2|. Moreover, the equality |X1| = |X2| holds if and only
if T1 is isomorphic to T2 via an isomorphism extending σ.

Proof. The proof is done by induction on |B1|(= |B2|). The case with
|B1| = 2 is trivial. When |B1| = 3, there can only be one vertex with
degree larger than 2. Then the total number of edges of the tree is
simply half of the sum of all leaf-to-leaf distances. Hence the condition
that d1 ≥ d2 on leaves implies that |E1| ≥ |E2|, which for trees shows
|X1| ≥ |X2|. Furthermore, the equality case |X1| = |X2| implies that
d1 = d2 on all pair of leaves, which determines a unique tree structure
due to the Tree-metric Theorem (Lemma 5.2).

By induction, assume that the proposition is true for |B1| ≤ m− 1,
and consider the case when |B1| = m. Let us use a simpler notation
p̄ = σ(p) for p ∈ B1. Given a leaf p of a tree T , we denote by T (p) the
maximal (in length) simple path px1 · · ·xNy such that degT (xi) = 2
for all i = 1, · · · , N . Intuitively, this means that y is the first vertex
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where the path from the leaf p starts to branch. (Recall that a path is
simple if the vertices in the path do not repeat.) Denote by |T (p)| the
length of the path T (p). First we prove the following claim:

Claim (∗). There exists a leaf p ∈ B1 such that |T (p)| ≥ |T (p̄)|.
The claim can be proved as follows. Consider the following quantity

(5.1) (p, q)z := d1(p, z) + d1(q, z)− d1(p, q).
We remark that this quantity, sometimes called the Gromov product,
was considered in e.g. [8, 21], [10, Chapter 8.4].

We search for p, q, z ∈ B1 such that

(5.2) (p, q)z is maximal among all choices of p, q, z ∈ B1.

Then by maximality, one can show that the paths T (p) and T (q) join
at the non-leaf end vertex, so that

(5.3) d1(p, q) = |T (p)|+ |T (q)|.
(This fact can be seen as follows. Consider the unique shortest path
[pz], meaning from p to z, and the shortest path [qz]. The two paths
must coincide already before reaching z, since z has degree 1 and the
simple path between any pair of vertices in a tree is unique. Denote by
v the vertex where the two paths first join. Then the quantity (p, q)z
above is equal to 2d(v, z). We claim that all vertices on the paths [pv]
and [qv] have degree 2 except p, q, v, in which case (5.3) is satisfied.
Otherwise, if there exists a vertex v′ 6= v of degree at least 3 on [pv],
then the tree branches out from [pv] at v′, and one can take any leaf b′

on this branched subtree. Then the quantity (p, b′)z is equal to 2d(z, v
′)

which is larger than 2d(z, v), contradicting maximality.)
Then one can see that one of the following situations must happen:

either |T (p)| ≥ |T (p̄)|, or |T (q)| ≥ |T (q̄)|.
Indeed, if none of the above happens, then

d1(p, q) = |T (p)|+ |T (q)| < |T (p̄)|+ |T (q̄)| ≤ d2(p̄, q̄),

which is a contradiction. The claim (∗) is proved.
Using the claim (∗), we remove the path T (p), T (p̄) from T1, T2 re-

spectively. The resulting graphs are still trees, with one less leaf. We
denote by T1 − T (p) and T2 − T (p̄) the remaining subtrees. The dis-
tance relation d1 ≥ d2 on the remaining leaves is still preserved, since
the shortest path between the remaining leaves does not go through
T (p) and T (p̄). Hence by the induction assumption,

number of vertices of T1 − T (p) ≥ number of vertices of T2 − T (p̄).
Now this yields |X1| ≥ |X2|, using the claim (∗) that |T (p)| ≥ |T (p̄)|.
This proves the inequality part of the proposition.

For the equality case, we need a little modification of the argument
above. If d1 = d2 on all pair of leaves, then X1 is isomorphic to X2 by
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the Tree-metric Theorem (Lemma 5.2). Otherwise, there exist some
p0, q0 ∈ B1 such that

(5.4) d1(p0, q0) > d2(p̄0, q̄0).

We need to show that in this case |X1| > |X2|. The point is to repeat
the induction process above until one finds a strict inequality.

Following the argument above, we search for p, q ∈ B1 such that
d1(p, q) = |T (p)|+ |T (q)|. The following three cases may happen.

(1) If {p, q} = {p0, q0}, then one of the following situations, similar
as above but in the strict sense, must happen:

either |T (p0)| > |T (p̄0)|, or |T (q0)| > |T (q̄0)|.
Indeed, if none of the above happens, then

d1(p0, q0) = |T (p0)|+ |T (q0)| ≤ |T (p̄0)|+ |T (q̄0)| ≤ d2(p̄0, q̄0),

which is a contradiction to (5.4). Now suppose |T (p0)| > |T (p̄0)| hap-
pens. Then we remove the paths T (p0), T (p̄0) from the graphs, and
this strictly inequality leads to |X1| > |X2| after using the induction
assumption.

(2) Consider the case when only one of p0, q0 is in {p, q}, say, we have
picked out p0, q for some other q 6= q0. If it turns out |T (p0)| > |T (p̄0)|,
then we simply remove T (p0), T (p̄0) and get a strict inequality. If not,
i.e., |T (p0)| ≤ |T (p̄0)|, the distance relation d1 ≥ d2 on leaves and
(5.3) imply |T (q)| ≥ |T (q̄)|. Then we remove T (q), T (q̄). Although the
latter situation does not give a strict inequality, one can still proceed
the induction further.

(3) If p0, q0 /∈ {p, q}, then proceed the induction further as in the
original argument.

One sees that this procedure ends when case (1) or the first situation
in case (2) happens, where one gets a strict inequality. This proves
|X1| > |X2| under (5.4).

Now for the equality case of the proposition, if |X1| = |X2|, then
d1 = d2 on all pair of leaves (the bijection σ is fixed); indeed, if there
exists a pair p0, q0 ∈ B1 such that d1(p0, q0) > d2(p̄0, q̄0), the argument
above yields |X1| > |X2|. Then the Tree-metric Theorem (Lemma 5.2)
implies that T1 is isomorphic to T2 via an isomorphism extending σ.
The proof of Proposition 5.1 is concluded. �

Now we apply Proposition 5.1 to prove Theorem 1.

Proof of Theorem 1. Let TG denote a spanning tree of G, i.e., a tree
subgraph of G containing all vertices of G. Recall that TG exists since
G is connected. Denote by dTG

the distance function on TG. Since TG
is a subgraph of G, then d ≤ dTG

. This gives

(5.5) dTG
|B×B ≥ d̄|B̄×B̄.

Vertices in B still have degree 1 in TG since they have degree 1 in G.
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Note that it may seem that the vertices in X \ B could also have
degree 1 in TG. However, this cannot happen in the class with fixed
total number of vertices due to Proposition 5.1. Indeed, consider the
subtree of TG only having vertices B as leaves, and then (5.5) and
Proposition 5.1 already determine that the subtree has at least |X̄| = n
number of vertices. Thus, any additional leaf in TG will make the
number of vertices in X larger than n, which is a contradiction to
|X| = n.

Now we have shown that TG is a tree with the set of all leaves B.
Since |X| = |X̄| = n, then (5.5) and the equality case of Proposition
5.1 show that TG = T via an isomorphism extending the identification
between B and B̄.

At last, we show that G can only be a tree, i.e., G = TG. This is
because adding any edge to a tree (while keeping the graph simple)
decreases at least one leaf-to-leaf distance. Indeed, suppose the edge is
added to a tree between vertices v1, v2. Then one can take the shortest
path between v1, v2 in TG, and extend it to a shortest path between
a pair of leaves. Clearly, the length of this path between the leaves
strictly decreases when the edge is added. Assume that G is not a tree.
Since we have shown that TG = T via an isomorphism extending the
identification between B, B̄, then there would exist b1, b2 ∈ B such that
d(b1, b2) < dTG

(b1, b2) = d̄(b̄1, b̄2), a contradiction. �

The following is the uniqueness part of the classical Tree-metric The-
orem (e.g. [9, 8, 27, 43, 53]) which we have used in the proofs.

Lemma 5.2 (Uniqueness part of the classical Tree-metric Theorem).
Let T1 = (X1, E1, B1) and T2 = (X2, E2, B2) be two trees with |B1| =
|B2|, where B1, B2 are the sets of all leaves of T1, T2. If there is a
bijection σ : B1 → B2 such that d1|B1×B1

= d2 ◦ σ|B1×B1
, then T1 is

isomorphic to T2 via an isomorphism extending σ.

5.2. Proof of Theorem 3. We will begin by describing a polynomial
time algorithm that takes an instance of a Boolean satisfiability prob-
lem (SAT), i.e., a Boolean formula F in conjunctive normal form, to an
instance of the restricted inverse travel time problem for graphs, i.e.,
to the data

(5.6) D = (X, V, E0, E1, d0,V )

in Problem 2. After that, in Proposition 5.3 below, we will show that
the map F 7→ D(F ) is in fact a reduction, i.e., formula F is satisfiable,
if and only if the instance of Problem 2 specified by D(F ) admits a
solution. The NP-completeness of the restricted inverse travel time
problem for graphs then readily follows from the reduction.

Recall that a Boolean formula F in conjunctive normal form over
variables uj, j = 1, 2, . . . , N , with M clauses denoted by Ci, i =
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1, 2, . . . ,M , is an expression of the form

(5.7a) F = C1 ∧ C2 ∧ · · · ∧ CM ,

where

(5.7b) Ci = ℓ1,i ∨ ℓ2,i ∨ · · · ℓki,i,
and for each i and j either ℓj,i = uk or ℓj,i = ūk for some k (here
ūk is shorthand for the negation ¬uk of uk). The Boolean satisfiability
problem is to decide whether there exists an assignment of truth values
to the variables uj that makes formula F evaluate to true.

TRUE

u1 ū1

a1 ā1

u2 ū2

a2 ā2

u3 ū3

a3 ā3

C1 C2 C3 C4

Figure 1. From F = (u1∨u2)∧(ū1∨ ū3)∧(u2∨ ū3)∧u3
we construct an instance of the restricted inverse travel
time problem (Problem 2). The set E0 of edges that
must be present in the solution is taken to be the empty
set; the set E1 of edges that are allowed to appear in the
solution consists of the solid and the dotted lines. The
distance from uj to ūj and from TRUE to Ci is required
to be 3 for all i and j. A solution for this instance is the
subgraph drawn with solid lines; in the corresponding
assignment that satisfies F the literals connected with a
solid line to TRUE are true.

Given a Boolean formula F in conjuctive normal form, we construct
an instance D = D(F ) of Problem 2, where D is as in (5.6), as follows
(see figure 1):

The set X = X(F ) of vertices consists of following 1 + 4N + M
elements:

X := {TRUE,u1, a1, ā1, ū1, u2, a2, ā2, ū2, . . . , uN , aN , āN , ūN ,
C1, C2, . . . , CM}.
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Here TRUE, aj , āj , and Ci are arbitrary symbols, and uj and ūj are
the variables and their negations from formula F .

The set V = V (F ) is

V := {(uj, ūj) : j = 1, 2, . . . , N} ∪ {(TRUE, Ci) : i = 1, 2, . . . ,M}.
The set E0 of edges that are required to be part of the solution is

defined to be empty: E0(F ) := ∅. The set E1 = E1(F ) of edges that
are allowed to be present in the solution is the union of the following
four sets (5.8a)–(5.8d):

(5.8a)
N⋃

j=1

{{TRUE, uj}, {TRUE, ūj}},

(5.8b)
N⋃

j=1

{{uj, aj}, {aj, āj}, {āj, ūj}},

and (below uj ∈ Ci (resp. ūj ∈ Ci) means that uj (ūj) appears as a
literal in the i:th clause Ci of F )

(5.8c)

M⋃

i=1

{{aj, Ci} : j is such that uj ∈ Ci},

and

(5.8d)
M⋃

i=1

{{āj, Ci} : j is such that ūj ∈ Ci}.

The distance data on V , d0,V = d0,V (F ), is defined to be

(5.9) d0,V (x, y) = 3 for all (x, y) ∈ V.
Proposition 5.3. Consider a Boolean formula F in conjunctive nor-
mal form, and let D(F ) = (X, V, E0, E1, d0,V ) be the instance of the re-
stricted inverse travel time problem for graphs (Problem 2) constructed
from F as described above. Then there exists a solution to the instance
D(F ) of Problem 2, if and only if formula F is satisfiable.

Proof. Below we will identify a path with its vertex sequence, i.e., P =
x1x2 · · ·xn+1 with xi ∈ X is a path of length n if there is an edge
between xi and xi+1 for all i = 1, 2, . . . , n. Also, we will denote the
graph distance function on the graph (X,E1) by dE1

.
Note that dE1

(TRUE, Ci) = 3, and that if P is a path in (X,E1) that
connects TRUE to Ci and if P is of length three, then there exists an
index j such that either

(5.10) uj ∈ Ci and P = TRUEuj aj Ci,

or

(5.11) ūj ∈ Ci and P = TRUE ūj āj Ci.
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Suppose first that formula F is satisfiable. Consider an assignment
satisfying the formula, and let T be the set of true literals in the as-
signment (i.e., if uj is true (resp. false) in the assignment, then uj ∈ T
(ūj ∈ T )). Let E = E(T ) consist of the union of the sets (5.8b), (5.8c),
(5.8d), and the set

{{TRUE, ℓ} : ℓ ∈ T }.

Then E ⊂ E1, and the following hold:

• dE(uj, ūj) = 3 for every j. Namely, the path ujaj āj ūj connects
uj to ūj in (X,E), and there are no shorter paths connecting
those points in (X,E), because in (X,E) the vertex TRUE is
connected to only one of uj and ūj.
• dE(TRUE, Ci) = 3 for every i. Namely, for every i there is a
literal ℓ ∈ Ci such that ℓ ∈ T . Therefore, one of the paths
in (5.10) or (5.11) is a path in (X,E), also.

Consequently, E is a solution to the instance D(F ) of Problem 2.
Suppose then that the instance D(F ) of Problem 2 has a solution E.

Define an assignment of truth values by setting the variable uj to be
true, if and only if there is no edge between TRUE and ūj in (X,E).

Fix i. Since dE(TRUE, Ci) = 3, there exists a path P in (X,E) for
which either (5.10) or (5.11) holds. Let us consider the former case
first. In this case there is no edge between ūj and TRUE (because this
would imply dE(uj, ūj) = 2 6= 3 = d0,V (uj, ūj)), so uj was assigned to
be true in the assignment. Therefore, Ci evaluates to true. In the latter
case uj was assigned to be false in the assignment, and consequently
Ci evaluates to true also in this case. It follows that formula F is
satisfiable. �

Proof of Theorem 3. The decision version of Problem 2 is in NP, be-
cause for a certificate for a ‘yes’ answer (meaning that there exists a
solution) we can take any solution E itself. Namely, given an instance
(X, V, E0, E1, d0,V ) of Problem 2 and a certificate E, we first check that
E0 ⊂ E ⊂ E1, and then that dE(x, y) = d0,V (x, y) for all (x, y) ∈ V .
The latter check can be done in polynomial time by algorithms that
are analogous to Algorithms 1 and 2. If both of these checks pass, we
accept, otherwise we reject.

The decision version of Problem 2 is NP-hard, because the NP-
complete problem SAT [16] is polynomial-time reducible to the prob-
lem. Namely, given a Boolean formula F in conjunctive normal form,
we can in polynomial time construct the instance D(F ) of Problem 2
as described above. By Proposition 5.3 this construction is a reduc-
tion. �
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Appendix A. Grover’s algorithm

We give a review of Grover’s algorithm with main focus on the case
where the number of solutions is unknown. The approach here fol-
lows the outline explained in [1], for other approaches, see [7] or [38,
Section 6.3]. Grover’s original analysis [26] is for the case of a unique
solution.

As in Section 3.1, let N be a positive integer, T ⊂ {0, 1}N a subset
of solutions and F = {0, 1}N \ T its complement, and OT a quantum
oracle for the set T . Assume that OT uses k ancillae and recall that
the action of OT is given by (3.2).

Note that if the target qubit |r〉 in (3.2) is prepared at the superpo-
sition (|0〉 − |1〉)/

√
2 instead of |0〉 or |1〉, then OT acts as

OT

(
|x〉 ⊗ |0〉 − |1〉√

2
⊗ |0〉k

)
=
(
ÕT |x〉

)
⊗ |0〉 − |1〉√

2
⊗ |0〉k,

where the operator ÕT acts on a computational basis state |x〉 ∈
(C2)⊗N as

ÕT |x〉 =
{
−|x〉, x ∈ T,
|x〉, x ∈ F.

The operator ÕT is called a phase oracle.
If necessary, by increasing the number k of ancillae for the oracle OT ,

the diffusion subroutine can be assumed to operate with the same k
ancillae as OT . The diffusion subroutine acts on a computational basis
state of the form |x〉 ⊗ |r〉 ⊗ |0〉k as

|x〉 ⊗ |r〉 ⊗ |0〉k 7→
(
DN |x〉

)
⊗ |r〉 ⊗ |0〉k,

where

DN = 2|γN〉〈γN | − id⊗N ,

and γN is as in (3.4).
The composition of the oracle and the diffusion subroutine is called

Grover iteration and it is denoted by GN ; it acts as

(A.1) GN

(
|ψ〉 ⊗ |0〉 − |1〉√

2
⊗ |0〉k

)
=
(
DNÕT |ψ〉

)
⊗ |0〉 − |1〉√

2
⊗ |0〉k,

where |ψ〉 ∈ (C2)⊗N is arbitrary.
Below is a description of Grover’s algorithm. An essential question

is how many times the Grover iteration should be applied in the algo-
rithm, and this in turn depends on whether the number of solutions |T |
is a priori known. In Algorithm 10 below we choose to take the number
L of Grover iterations to be applied as an input to the algorithm; in
Proposition A.2 we will show how to choose L if |T | is known, and in
Algorithm 11 and Proposition A.3 we will address the case where |T |
is unknown. In Algorithm 10 below the |ξ〉’s in the comments describe
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the state of the quantum register at various points during the execution
of the algorithm, they will be needed in Proposition A.1.

Algorithm 10 Grover’s algorithm with L iterations

Require: Parameter: L ∈ N

initialize all qubits to |0〉
⊲ |ξ(init)〉 := |0〉N ⊗ |0〉 ⊗ |0〉k ⊳
apply the NOT gate X to the (N + 1):th qubit
apply the Hadamard gate H to the first N + 1 qubits
⊲ |ξ(0)〉 = (H⊗N ⊗HX ⊗ id⊗k) |ξ(init)〉 ⊳
for ℓ = 1, 2, . . . , L do

apply the Grover iteration to the register
⊲ |ξ(ℓ)〉 = GN |ξ(ℓ−1)〉, ℓ = 1, . . . , L ⊳

end for
output measurement of the N first qubits

Following proposition describes the evolution of the state of the quan-
tum register during Grover’s algorithm:

Proposition A.1. Assume that the number |T | of solutions satisfies
0 < |T | < 2N . Define

|α〉 := 1√
|F |

∑

x∈F
|x〉 and |β〉 := 1√

|T |
∑

x∈T
|x〉,

and let θ = θ(|T |, N) ∈ (0, π/2) be the number defined by

(A.2) sin θ =

√
|T |√
2N

.

Let (|ξ(ℓ)〉)Lℓ=0 be the sequence of states of the quantum register during
the execution of Algorithm 10.

(1) For ℓ ≥ 0 it holds that

(A.3) |ξ(ℓ)〉 =
(
cos ((2ℓ+1) θ) |α〉+sin ((2ℓ+1) θ) |β〉

)
⊗|0〉 − |1〉√

2
⊗|0〉k.

(2) The probability that Grover’s algorithm with L iterations out-
puts a correct solution is sin2((2L+ 1)θ).

Proof. A calculation shows that

|ξ(0)〉 = (H⊗N ⊗HX ⊗ id⊗k)|0〉N+1+k

=

( |0〉+ |1〉√
2

)
⊗ · · · ⊗

( |0〉+ |1〉√
2

)

︸ ︷︷ ︸
N times

⊗|0〉 − |1〉√
2
⊗ |0〉k

= |γN〉 ⊗
|0〉 − |1〉√

2
⊗ |0〉k,
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and by (A.1) for ℓ = 1, 2, . . . , L,

|ξ(ℓ)〉 = (GN)
ℓ

(
|γN〉 ⊗

|0〉 − |1〉√
2
⊗ |0〉k

)

=
(
(DNÕT )

ℓ|γN〉
)
⊗ |0〉 − |1〉√

2
⊗ |0〉k.

Therefore, in order to prove (A.3), it suffices to prove that

(A.4) (DNÕT )
ℓ|γN〉 = cos ((2ℓ+ 1) θ) |α〉+ sin ((2ℓ+ 1) θ) |β〉

for all ℓ ≥ 0.
Since |F |+ |T | = 2N and 0 < θ < π/2, it follows that

cos θ =
√
1− sin2 θ =

√
|F |√
2N

.

Therefore,

(A.5) |γN〉 =
1√
2N

∑

x∈F
|x〉+ 1√

2N

∑

x∈T
|x〉 = cos θ |α〉+ sin θ |β〉,

and (A.4) holds if ℓ = 0.
Let us consider the case ℓ ≥ 1. Observe that the plane spanned by

the orthonormal vectors |α〉 and |β〉 is an invariant subspace under the

mapping ÕT (since ÕT |α〉 = |α〉 and ÕT |β〉 = −|β〉), and it is also
an invariant subspace under the mapping |γN〉〈γN | (because of (A.5)).

Therefore, it is an invariant subspace under the mapping DNÕT , too.
In fact, as we will next prove, with respect to the basis (|α〉, |β〉) the
operator DNÕT acts as a rotation by 2θ:

DNÕT (a|α〉+ b|β〉) = a′|α〉+ b′|β〉,
where the coefficients a, b ∈ C and a′, b′ ∈ C are related by

(A.6)

[
a′

b′

]
=

[
cos(2θ) − sin(2θ)
sin(2θ) cos(2θ)

] [
a
b

]
.

Note that 〈γN |α〉 = cos θ. Consequently, with (A.5) and the double
angle formulas for the trigonometric functions we obtain

DNÕT |α〉 = 2 cos θ |γN〉 − |α〉
= (2 cos2 θ − 1) |α〉+ 2 cos θ sin θ |β〉
= cos(2θ) |α〉+ sin(2θ) |β〉.

This determines the first column of the matrix in (A.6), and an analo-

gous calculation for DNÕT |β〉 determines the second column.
Now (A.4) for ℓ = 1, 2, . . . can be proved by induction on ℓ us-

ing (A.6) and the angle sum formulas for the trigonometric functions.
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Finally, for x ∈ T ⊂ {0, 1}N , y ∈ {0, 1} and z ∈ {0, 1}k we have

〈xyz|ξ(L)〉 =
{
0, if z 6= 0k,
(−1)y√

2
sin((2L+ 1)θ)/

√
|T |, if z = 0k,

where 0k ∈ {0, 1}k is the zero vector and xyz ∈ {0, 1}N+1+k is the
concatenation of x, y and z. Therefore, the probability that the result
x of the measurement of the first N qubits belongs to T is

∑

(x,y,z)∈T×{0,1}k+1

|〈xyz|ξ(L)〉|2 = |T | sin
2((2L+ 1)θ)

|T | = sin2((2L+ 1)θ).

�

Following well-known proposition shows that if |T | is known, then
with an appropriate choice of L Algorithm 10 finds a solution with
probability at least 1/2.

Proposition A.2. Suppose that the number of solutions |T | is known
and that 0 < |T | < 2N . Let θ be defined by (A.2) and L = L(θ)
by (3.5).

With probability at least 1/2 Grover’s algorithm with L iterations
(Algorithm 10) outputs a solution x ∈ T . Furthermore, the algorithm

queries the oracle at most
√

2N/|T | times.

Proof. Grover’s algorithm with L iterations produces a correct solution
with probability sin2((2L+1)θ) by Proposition A.1, and the choice (3.5)
implies that

π

4
≤ (2L+ 1)θ <

3π

4
.

This implies sin2((2L+ 1)θ) ≥ 1/2.
The number of queries the algorithm makes is L, which implies the

desired bound. �

The search problem is most interesting when |T | ≪ 2N . In this case
the angle θ defined by (A.2) is small and the choice (3.5) implies that
(2L+ 1)θ ≈ π/2. Therefore, if 0 < |T | ≪ 2N and L is as in (3.5), then
Grover’s algorithm with L iterations finds a solution with probability
close to one.

Following variation of Grover’s algorithm applies to the case where
the number of solutions to the search problem is unknown. The algo-
rithm consists of a repeated application of Grover’s algorithm with L
iterations as a subroutine, where the value of L is varied. After each
subroutine the obtained value x is tested for membership in T , and if
x ∈ T , then x is returned and the algorithm is terminated. The test
for membership is thought of as a query to a classical oracle, and the
query complexity of the algorithm is the total number of queries to the
quantum and classical oracles.
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Algorithm 11 Grover’s algorithm for the search problem with an un-
known number of solutions

for L = 0, 1, 2 do
apply Algorithm 10 with parameter L to obtain x ∈ {0, 1}N
if x ∈ T then

output x and halt
end if

end for
for K = 2N−4, 2N−5, . . . , 2, 1 do

find θK ∈ (0, π/2) such that sin θK =
√
K/2N

L← L(θK) ⊲ L(θ) is defined in (3.5)
apply Algorithm 10 with parameter L to obtain x ∈ {0, 1}N
if x ∈ T then

output x and halt
end if

end for
output “no solution found”

Following proposition shows that if there are solutions, then Algo-
rithm 11 finds a solution with probability at least 1/2:

Proposition A.3. Consider Grover’s algorithm for the search problem
with an unknown number of solutions (Algorithm 11).

(1) The algorithm queries the quantum and classical oracles in total
O(2N/2) times.

(2) If |T | > 0, then with probability at least 1/2 the algorithm
outputs a solution x ∈ T after querying the oracles at most
C
√

2N/|T | times (where C > 0 is a universal constant).

Proof. The first for-loop in Algorithm 11 involves in total six queries
to the classical or quantum oracles, and in the second for-loop for each
K the oracles are queried L(θK) + 1 ≤ 2N/2/

√
K +1 times. Therefore,

the total number of queries is O(2N/2), and (1) of the proposition is
proved.

To prove (2), we may assume that 0 < |T | < 2N . Let θ ∈ (0, π/2)

be such that sin θ =
√
|T |/2N . Recall that by Proposition A.1 Algo-

rithm 10 with input L yields a solution with probability sin2((2L+1)θ).
Let ℓ0 be the integer for which 2ℓ0−1 ≤ |T | < 2ℓ0. A calculation

shows that if ℓ0 ≥ N − 3, then either θ, 3θ, or 5θ is contained in the
interval [π/4, 3π/4]. Consequently, if ℓ0 ≥ N − 3, then the algorithm
outputs a solution and halts with probability at least 1/2 during the
execution of the first for-loop.

Assume that ℓ0 ≤ N − 4 and consider K = 2ℓ0 . Then 0 < θK < π/8,
and

sin θ

sin θK
=

√
|T |√
2ℓ0
∈
[ 1√

2
, 1
)
,
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so we can estimate (using θK > θ, sin θ ≤ θ, and sin θK ≥ θK/
√
2)

1

2
≤ θ

θK
< 1.

Choice (3.5) guarantees that with LK = L(θK) it holds that π/2 ≤
(2LK + 1)θK < 3π/4, so

(2LK + 1)θ = (2LK + 1)θK ·
θ

θK
∈
[
π

4
,
3π

4

]
.

Therefore, with probability at least 1/2 the algorithm outputs a solu-
tion and halts at the latest when the second for-loop is executed with
K = 2ℓ0 .

The total number of queries executed up to and including the loop
corresponding to K = 2ℓ0 is bounded from the above by

6 +

N−ℓ0∑

j=4

(√
2N

2N−j
+ 1

)
≤ C

√
2N

2ℓ0
≤ C

√
2N

|T | . �
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Appendix B. The OR gate and the iterated AND and OR

operators

Algorithm 12 OR operator

Require: Controls: C1 and C2

Target: T

NOT C1

NOT C2

NOT T

CCNOT
Controls: C1 and C2

Target: T

NOT C1

NOT C2

Algorithm 13 AND(m) operator

Require: Parameter: m ≥ 3 ⊲ “Number of input variables”
Operates on qubits
Controls: C1, C2, . . . , Cm

Target: T ⊲ “Output”
Ancillae: F (k), k = 1, . . . , m− 2

CCNOT
Controls: C1 and C2

Target: F (1)

if m ≥ 4 then
for j = 2, . . . , m− 2 do

CCNOT
Controls: F (j − 1) and Cj+1

Target: F (j)

end for
end if

CCNOT
Controls: F (m− 2) and Cm

Target: T

if m ≥ 4 then ⊲ “Next we uncompute ancillae”
for j = m− 2, . . . , 2 do

REVERSE-CCNOT
Controls: F (j − 1) and Cj+1

Target: F (j)

end for
end if

REVERSE-CCNOT
Controls: C1 and C2

Target: F (1)
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Algorithm 14 OR(m) operator

Require: Parameter: m ≥ 3 ⊲ “Number of input variables”
Operates on qubits
Controls: C1, C2, . . . , Cm

Target: T ⊲ “Output”
Ancillae: F (k), k = 1, . . . , m− 2

for j = 1, . . . , m do

NOT Cj

end for

AND(m)

Controls: C1, C2, . . . , Cm

Target: T
Ancillae: F (k), k = 1, . . . , m− 2

NOT T

for j = 1, . . . , m do

NOT Cj

end for
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