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Notation: (Ω,F ,P, (Ft)t≥0) is a stochastic basis satisfying the usual condi-
tions, and B = (Bt)t≥0 is a standard (Ft)t≥0- Brownian motion.

Complete the proof of Proposition 5.9: Assume L ∈ L2.

1. Uniqueness (of the limit; independence from the approximating sequence):
If there are two sequences K(n) and L(n) with

d(K(n), L)→ 0 and d(L(n), L)→ 0

as n→∞, and for each t ≥ 0,

It(K
(n))→

L2

Xt, It(L
(n))→

L2

Yt,

then P (Xt = Yt) = 1 for all t ≥ 0.

Hint: Compute ‖Xt − Yt‖L2
.

2. Linearity: for a, b ∈ R and K,L ∈ L2,

P (Jt(aK + bL) = aJt(K) + bJt(L) for all t ≥ 0) = 1.

3. Itô isometry: for L ∈ L2,

‖Jt(L)‖L2 = ‖
(∫ t

0

L2
udu

) 1
2

‖L2 for all t ≥ 0.

4. Continuity (of the mapping J : L2 → Mc,0
2 ): if L(n), L ∈ L2 with

d(L(n), L)→ 0, then

E sup
t∈[0,T ]

[Jt(L)− Jt(L
(n))]2 → 0 for all T ≥ 0.

5. Uniqueness (of the mapping J : L2 → Mc,0
2 ): if J ′ : L2 → Mc,0

2 is
another mapping extending I : L0 → Mc,0

2 to L2 and satisfying the
above conditions (1.-4.), then

P (Jt(L) = J ′t(L) for all t ≥ 0) = 1 for all L ∈ L2.



[From last week:]

6. Let X1, X2, . . . : Ω → R be Gaussian random variables. Assume that
Xn →

L2

X as n → ∞ for some random variable X : Ω → R. Show that

X is Gaussian.

7. Let f : [0,∞[→ R be a continuous function. For t ≥ 0, define

Xt :=

∫ t

0

f(u)dBu.

Show that X = (Xt)t≥0 is a Gaussian process with mean zero and
covariance

E(XsXt) :=

∫ min(s,t)

0

[f(u)]2du.

8. Check that the geometric Brownian motion S defined by

St := eBt− t
2 for all t ≥ 0

satisfies the following stochastic differential equation:

dSt = StdBt,

that is,

St − S0 =

∫ t

0

SudBu

for all t ≥ 0.

Hint: Itô’s formula

9*. Prove Lemma 6.6: Let Yn, Zn, Z : Ω → R be random variables such
that Yn →

a.s.
0 and Zn →

P

Z as n→∞. Show that YnZn →
P

0.

10*. Collect the steps to define the Itô integral.


