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1. Let X and Y be two Gaussian processes. Show that they have the same
finite-dimensional distributions if and only if they have the same mean
and covariance functions.

2. Let W = (Wt)t≥0 be a Gaussian process with

EWt = 0 and EWsWt = min(s, t).

Show that Wb−Wa =
d
Wb−a for all 0 ≤ a ≤ b. What is this distribution?

3. Let W = (Wt)t≥0 be a Gaussian process with

EWt = 0 and EWsWt = min(s, t).

Define Y0 := 0 and Yt = tW 1
t

for t > 0. Show that Y = (Yt)t≥0 is a
Gaussian process and compute EYsYt. What do you notice?

4. (Brownian bridge) Let W = (Wt)t≥0 be a Gaussian process with

EWt = 0 and EWsWt = min(s, t).

For t ∈ [0, 1], define Xt := Wt − tW1. Show that X = (Xt)t∈[0,1] is a
Gaussian process with EXt = 0 and EXtXs = Γ(t, s), where

Γ(t, s) =

{
s(1− t) if 0 ≤ s ≤ t ≤ 1,
t(1− s) if 0 ≤ t ≤ s ≤ 1.

Is there a modification of X that has continuous paths?

5. Check that the family of measures (µ(t1,...,tn))(t1,...,tn)∈∆ defined in the
proof of Proposition 3.7 is consistent.

6. Let X = (X1, X2) : Ω → R
2 be a Gaussian random vector with mean

vector m = (m1,m2) and covariance matrix Σ = (σij)
2
i,j=1 for some

m1,m2 and σij ∈ R, i.e.

EX1 = m1, EX2 = m2 and E[(Xi −mi)(Xj −mj)] = σij.

Assume that we have a matrix A = (aij)
2
i,j=1 satisfying

(a) aij = aji for all i, j = 1, 2, and

(b) AA = Σ.

Show that

P(X ∈ B) =
1

2π

∫
A−1(B)

e−
|x−A−1m|2

2 dx

for B ∈ B(R2) if A−1 exists. What does it mean that A−1 does not
exist? What kind of formula do we get then?


