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1. (a) Find an example of a sequence of random variables converging
almost surely but not in L1 .

(b) Find an example of a sequence of random variables converging in
L1 but not almost surely.

(c) Prove that if Xn → X a.s. and |Xn| ≤ Y for some Y ∈ L1 , then
X ∈ L1 and Xn → X in L1 .

2. (a) Let X : Ω → R with E|X| < ∞. Show that
∫
{|X|≥c}

|X|dP → 0 as
c → ∞.

(b) Prove the fact given as hint in Exercise 3.2 b): 1
2
(eα + e−α) ≤ e

α
2

2 .

3. (a) Let ε1, ε2, ... : Ω → R be iid Bernoulli random variables, i.e.
IP(εi = 1) = IP(εi = −1) = 1

2
. Let Sn := ε1 + · · ·+ εn. Prove that

E(ε1|σ(Sn)) =
Sn

n
a.s.

(b) Is the process S = (Sn)∞n=0 above uniformly integrable?

4. Let (Ω,F , IP, (Fn)
∞
n=0) be a stochastic basis, F∞ := σ(

⋃∞
n=0 Fn), and

Z ∈ L1. What can we say about the almost sure and L1-convergence
of

(a) E(Z|Fn) →n E(Z|F∞),

(b) E(Z|Fn) →n Z?

(Proofs/counterexamples)

5. Let f : [0, 1] → R be a Lipschitz function, i.e. |f(x)− f(y)| ≤ L|x− y|.
Let

ξn(t) :=

2n∑

k=1

k − 1

2n
χ[ k−1

2n , k

2n )(t),

Ω := [0, 1), Fn := σ(ξn), and

Mn(t) :=
f(ξn(t) + 2−n) − f(ξn(t))

2−n
.

(a) Prove that (Fn)∞n=0 is a filtration and that B([0, 1)) = σ(
⋃∞

n=0 Fn).

(b) Prove that (Mn)∞n=0 is a martingale with |Mn(t)| ≤ L.

(c) Prove that there is an integrable function g : [0, 1) → R such that
Mn = E(g|Fn) a.s.



(d) Prove that f( k
2n ) = f(0) +

∫ k

2n

0
g(t)dt for k = 0, ..., .2n − 1.

(e) Prove that f(x) = f(0) +
∫ x

0
g(t)dt for x ∈ [0, 1], i.e. g is the

generalized derivative of f .

6. Assume a stochastic basis (Ω,F , IP, (Fk)
n
k=0) with Ω = {ω1, ..., ωN},

IP({ωi}) > 0, and a process (Zk)
n
k=0 such that Zk is Fk-measurable.

Define
Un := Zn

and, backwards,
Uk := max {Zk, E(Uk+1|Fk)}

for k = 0, ..., n − 1.

• Show that (Uk)
n
k=0 is a super-martingale.

• Show that (Uk)
n
k=0 is the smallest super-martingale which domi-

nates (Zk)
n
k=0: if (Vk)

n
k=0 is a super-martingale with Zk ≤ Vk, then

Uk ≤ Vk a.s.

• Show that τ(ω) := inf {k = 0, ..., n : Zk(ω) = Uk(ω)} (inf ∅ := n)
is a stopping time.

The process (Uk)
n
k=0 is called Snell-envelop of (Zk)

n
k=0.

7. (Extra) What have we learnt about the (symmetric) random walk S =
(Sn)∞n=0,

Sn := ε1 + · · ·+ εn,

where ε1, ε2, ... : Ω → R are independent Bernoulli random variables,
i.e. IP(εi = 1) = IP(εi = −1) = 1

2
?

(No proofs; recall questions and possible answers.)


