Pretasks of the Routing Laboratory work of TIES529
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Figure 1.

You have a router network of Fig. 1 in which you must design routing. Routers R2, R3 and R26 are attached to the networks shown beside the clouds. Divide the c class network attached to R26 into 8 smaller networks. List the networks and how IP addresses are used are used in them i.e. for what do you have to separately reserve IP addresses.

Routers R1, R2 and R3 form their own area in the network where you must design a static routing and a routing using the RIP routing protocol.

Routers R4-R26 form the second part of the network where RIP or OSPF protocol is used for routing. Choose either one of those protocols, but justify your choice.

How are the costs of the OSPF routing protocol determined in the network if the Ethernet (E) interfaces have a speed of 10 Mbps?

What is the effect of access-list 111 that is in router R26’s interface E2? Give an example how the particular access-list functions. 
Debugging example
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Figure 2.

There is a problem in the network of Figure 2. The networks attached to router 2600 are not seen by the other routers. All the routers have OSPF protocol configured and running. Let’s start debugging the problem by checking the routing tables of the routers: 

tera2#sh ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

       ia - IS-IS inter area, * - candidate default, U - per-user static route

       o - ODR

Gateway of last resort is not set

C       172.16.4.0 is directly connected, Ethernet1/0

O       10.10.10.10/32 [110/2] via 172.16.51.2, 00:03:00, POS2/0

     11.0.0.0/32 is subnetted, 1 subnets

C       11.11.11.11 is directly connected, Loopback0

     12.0.0.0/32 is subnetted, 1 subnets

C       172.16.8.0 is directly connected, Ethernet1/2

O       12.12.12.12 [110/12] via 172.16.51.2, 00:03:00, POS2/0

172.16.4.0 –network is directly attached to one of the interfaces of the routers that connects the routers Tera2 and 2600 together. Let’s try to ping different addresses from the router Tera2, e.g. address 172.16.4.2 of the Tera2 router and addresses of network 172.16.6.0 from the router 2600:

tera2#ping 172.16.4.2

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.4.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms

tera2#ping 172.16.6.1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.6.1, timeout is 2 seconds:

.....

Success rate is 0 percent (0/5)

We notice that the link between routers Tera2 and 2600 is working properly as the address 172.16.4.2 responds to the ping. But the networks attached to router 2600 do not reply to the ping. This can also be concluded from the routing table as there is no routes to networks 172.16.16.0 or 172.16.6.0.

Next we check that the routing protocol between routers Tera1 and Tera2 is functioning properly, by looking at the routing table of the router Tera1:

tera1# sh ip route

Gateway of last resort is not set

O       172.16.8.0 [110/11] via 172.16.51.1, 00:03:32, POS2/0

O       172.16.4.0 [110/11] via 172.16.51.1, 00:03:32, POS2/0

     10.0.0.0/32 is subnetted, 1 subnets

C       10.10.10.10/32 is directly connected, Loopback0

     11.0.0.0/32 is subnetted, 1 subnets

O       11.11.11.11 [110/2] via 172.16.51.1, 00:04:07, POS2/0

From the routing table we notice at least that the network 172.16.8.0 is advertised from router Tera2 to router Tera1 and the network 172.16.4.0 is also shown in the routing table of the router Tera1. Likewise in both routers the addresses of the loopback interfaces are seen: 10.10.10.10 and 11.11.11.11. Let’s try to ping the network 172.16.4.0:

tera1#  ping 172.16.4.1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.4.1, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

tera1#  ping 172.16.4.2

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.16.4.2, timeout is 2 seconds:

.....

Success rate is 0 percent (0/5)

Again we notice that the networks attached to router 2600 do not reply to ping, but the address 172.16.4.1 does reply. But ,the address 172.16.4.1 is an address configured to one of the interfaces of the router Tera2! So the problem seems to be between routers 2600 and Tera2 and the routing protocol used between them.

To continue solving the problem we can use the debugging features of the routers. Let’s debug the OSPF features of router Tera2. When we have a telnet connection to the router, the debugging messages can be directed directly over the telnet connection to the screen of the computer as follows:

tera2#conf t

tera2(config)#logging console

tera2(config)#exit

tera2#terminal monitor

First the debugging is set on generally and the messages directed to the computer. Then we define what is to be debugged:

tera2#debug ip ospf events

OSPF events debugging is on

tera2#

After that debugging messages start to flow to the computer’s screen:

1w0d: OSPF: Send hello to 224.0.0.5 area 0 on POS2/0 from 172.16.51.1

1w0d: OSPF: Send hello to 224.0.0.5 area 0 on Ethernet1/2 from 172.16.8.1

1w0d: OSPF: Send hello to 224.0.0.5 area 0 on Ethernet1/0 from 172.16.4.1

1w0d: OSPF: Send hello to 224.0.0.5 area 0 on FastEthernet0/0 from 172.16.57.2

1w0d: OSPF: Rcv hello from 13.13.13.13 area 0 from Ethernet1/0 172.16.4.2

1w0d: OSPF: Mismatched hello parameters from 172.16.4.2

1w0d: OSPF: Dead R 40 C 40, Hello R 10 C 10  Mask R 255.255.255.224 C 255.255.25

5.0

1w0d: OSPF: Rcv hello from 19.19.19.19 area 0 from FastEthernet0/0 172.16.57.1

1w0d: OSPF: End of hello processing

1w0d: OSPF: Rcv hello from 10.10.10.10 area 0 from POS2/0 172.16.51.2

1w0d: OSPF: End of hello processing

There could be alot of debugging messages coming to the screen and you might not have time to read them all so it is worth to break the debugging now and then with the command:

tera2#no debug ip ospf events

OSPF events debugging is off

tera2#

Among the messages couple of lines attracts our attention and the possible error is located. The address 172.168.4.2 is advertising faulty parameters, or actually the subnetwork mask seems faulty. Let’s check the network mask from router 2600:

!

interface Ethernet1/1

 ip address 172.16.4.2 255.255.255.224

 load-interval 30

 full-duplex

 max-reserved-bandwidth 100

!

The mask on router 2600 is erroneous, because the mask used at router Tera2 is 255.255.255.0.  Let’s set the mask correctly and recheck the functionality of the network:

!

2600(config)#int eth 1/1

2600(config-if)#ip addr 172.16.4.2 255.255.255.0

!

tera2#sh ip route

Gateway of last resort is not set

O E2    172.16.16.0 [110/20] via 172.16.4.2, 00:00:27, Ethernet1/0

C       172.16.8.0 is directly connected, Ethernet1/2

C       172.16.4.0 is directly connected, Ethernet1/0

O       172.16.6.0 [110/20] via 172.16.4.2, 00:00:31, Ethernet1/0

     10.0.0.0/8 is subnetted, 1 subnets

O       10.10.10.10/32 [110/2] ] via 172.16.51.2, 00:03:00, POS2/0     

11.0.0.0/32 is subnetted, 1 subnets

C       11.11.11.11 is directly connected, Loopback0

     13.0.0.0/32 is subnetted, 1 subnets

O       13.13.13.13 [110/11] via 172.16.4.2, 00:00:35, Ethernet1/0

In the routing table of the router Tera2 are now two new routes, to networks 172.16.16.0 and 172.16.6.0. The problem has been solved, but you should check the other routing tables too and possibly debug to check that the whole network is functioning correctly!
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