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Abstract

In this paper, the shape matrix estimators based on spatial sign and rank vec-
tors are considered. The estimators considered here are slight modifications
of the estimators introduced in Diimbgen (1998) and Oja and Randles (2004)
and further studied for example in Sirkia et al. (2009). The shape estimators
are computed using pairwise differences of the observed data, therefore there
is no need to estimate the location center of the data. When the estimator
is based on signs, the use of differences also implies that the estimators have
the so called independence property if the estimator, that is used as an initial
estimator, has it. The influence functions and limiting distributions of the
estimators are derived at the multivariate elliptical case. The estimators are
shown to be highly efficient in the multinormal case, and for heavy-tailed dis-
tributions they outperform the shape estimator based on sample covariance
matrix.

Key words: Affine equivariance, efficiency, influence function, spatial sign,
spatial rank

1. Introduction and some notations

A p-variate random vector x is elliptically symmetric if its density func-
tion is of the form

f(@) =2 gl( — p) S (@ — p)), (1)
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where a p-vector p denotes the location of the distribution and a positive
definite symmetric p x p matrix (PDS(p)) 3, the so called scatter matrix,
defines the shape and scale of its contours. If @ is a random variable from
an elliptical distribution, then the standardized variable z = X7"/2(x — p)
has a spherical distribution with location 0, and z can be decomposed as
z = ru, where r = ||z|| is the Euclidean length of z, and r and uw = ||z||'2
are independent with w being uniformly distributed on the unit sphere.

The scatter matrix ¥ can be decomposed into two parts, that is, ¥ = o2A,
where o2 is the scale parameter and PDS(p) matrix A with Tr(A) = p is the
shape matrix. Note that the condition Tr(A) = p is sometimes replaced
by Det(A) = 1 or Aj; = 1 (Paindaveine, 2008). A shape matrix includes
information only of the shape and orientation of the data and in several
applications it is enough to estimate the shape matrix only.

In this paper, we denote the scatter matrix functional as C(x), where x
is a random vector with cumulative distribution function F. C(x) is defined
to be a scatter matrix if it is PDS(p) and affine equivariant so that

C(Az 4 b) = AC(x)A”, (2)

for every nonsingular p X p matrix A and p-vector b. Applying scatter matrix
functional to the empirical distribution function £}, gives the scatter matrix
estimate C'. Further, the shape matrix functional is denoted by V() and it
is PDS(p) and affine equivariant in the sense that

V(Aw+b) = 7 AVp(:c) AT)AV(w)AT. (3)

The corresponding estimate Vis again obtained by applying shape functional
to the empirical distribution function F,,. Note that in the elliptical model,
different scatter matrices are not comparable, since a correction factor is
needed in order to quarantee the Fisher consistency towards . All shape
matrices, however, estimate the same population quantity A and are directly
comparable without any modifications.

Tyler (1987) introduced a simple shape matrix estimator based on spatial
sign vectors. His estimator is distribution-free under elliptically symmetric
distributions and highly efficient in case of heavy-tailed distributions. Under
multivariate normal model the efficiencies are, however, quite low. More
efficient estimators are obtained by using pairwise differences instead of the
original observations in Tyler’s approach (Diimbgen, 1998), or spatial rank

2



vectors as in Oja and Randles (2004) and Sirkid et al. (2009). Since the
Diimbgen’s shape matrix and the spatial rank covariance matrix use the
pairwise differences of the observed data, there is no need to estimate the
location center. The use of differences in Diimbgen’s estimator also implies
that the estimator has important independence property. It means that V()
is a diagonal matrix for all & with independent components. This property is
useful in several multivariate analysis problems, for example in independent
component analysis (Oja et al., 2006; Tyler et al., 2009).

The estimators derived in Diimbgen (1998) and Oja and Randles (2004)
are computed using iterative algorithms. Due to this property and the use
of pairwise differences, the estimation procedure is rather time-consuming
when the sample size is very large. In this paper, we therefore consider so
called k-step versions of these estimators, that is, the estimators obtained af-
ter k-th iteration step. Similar estimators have been considered for example
in Oja et al. (2006) and Tyler et al. (2009), where 1-step M-estimators and
1-step W-estimators were used in invariant coordinate selection and indepen-
dent component analysis. Other examples include 1-step signed-rank scatter
matrix that was introduced by Hallin et al. (2006), and 1-step Tyler’s shape
matrix that was used in the context of principal axis analysis by Chritchley
et al. (2008).

The outline of the paper is as follows. In Section 2, the corresponding
estimators are defined and in Sections 3 and 4, the robustness and efficiency
properties of them are studied. In Section 5, the properties of the estimators
are examined using simple simulation studies. The paper is concluded with
some final comments in Section 6. All the proofs are found in the Appendix.

2. Shape estimators based on spatial sign and rank vectors

The spatial sign function is defined as

_ [ l=lT®,  x#0

S(@) = { 0, x =0,
where ||z| = (x”x)'/? is the Euclidean length of the vector . Applying spa-
tial sign function to the data points x1, ..., x, produces spatial sign vectors

S(x;). The centered spatial rank function is defined as

R(x) = ave{S(x — x;)},



thus unlike the sign function, the rank function depends on the data. If
Zy,...,&, is distributed according to F', then R(x) converges uniformly in
probability to the theoretical rank function Rp(x) = Ep[S(x—x;)] (Méttonen
et al., 1995). At spherical distribution,

Rr(ru) = qp(r)u, (4)

for some bounded increasing function gp(r). In the following, the spatial
rank vectors are denoted by R(x;) = ave;S(x; — x;).

In Visuri et al. (2000), the symmetrised spatial sign covariance matrix
and the spatial rank covariance matrix were introduced. These estimates are
given by R

CS = ave{S(azi — azj)ST(:ci - CL'])}

and
Cr = ave{R(z;)R" (x;)} = ave{S(z; — x;)ST (z; — )}

Since the estimates are based on differences, they can be computed without
the need for the location estimate . The main disadvantage is that these
estimates are only orthogonal equivariant, that is, they satisfy (2) only for
orthogonal p x p matrices A. The estimators are therefore not genuine scatter
matrix estimators.

To derive affine equivariant versions of these estimates, one has to proceed
as in Hettmansperger and Randles (2003) and apply the spatial sign and
rank functions to the transformed data points. Let V' be a PDS(p) matrix
with Tr(V) = p and write 2; = V~2x;, i = 1,...,n, for the standardized
observations. Then the affine equivariant version of the symmetrised spatial
sign covariance matrix is such V' that satisfies

p ave{S(z; — 2;)8" (2 — 2;)} = I, (5)
and for which Tr(V) = p. The resulting estimate is also known as the
Diimbgen’s estimate (Diimbgen, 1998) and it is a symmetrised version of the
Tyler’s M-estimate (Tyler, 1987) that is found as a solution to p ave{S(z;) 87 (z;)} =
I,. The properties of the Dimbgen’s estimator are studied in Dumbgen
(1998), Diimbgen and Tyler (2005) and Sirkid et al. (2009) among others.
The estimating equation (5) yields to the iteration step

Virr = V' ave{S(z; — 2))S" (2 — 2))} 7%, (6)



which is repeated until the sequence converges. In the end, the resulting
estimate is scaled so that Tr(V) = p. This algorithm is similar to that
considered in Tyler (1987), only computed using pairwise differences instead
of the original observations. For the proof of convergence, see Tyler (1987).

The affine equivariant version of the spatial rank covariance matrix is

obtained by solving

p ave{R(z;)R" (z;)} = ave{R" (2;)R(2;)} I,. (7)
The resulting estimate is again scaled so that T° 7‘(‘7) = p. This estimate is
considered for example in Oja and Randles (2004) and in Sirkié et al. (2009).
An iteration step suggested by the estimating equation (7) is now

Vi1 — V. Pave{R(z,)R" (z:)} V,)/%. (8)

Note that the above equation does not include any standardization term,
since the resulting estimate is scaled to have trace equal to p. The algo-
rithm (8) seems always to converge in practice, however, the proof for this is
still an open question.

In Sirkid et al. (2009), it is shown that the above estimates are highly
efficient even in the multinormal case. The main drawback is that since
these estimates are based on pairwise differences, they are rather slow to
compute when the sample size is very large. Motivated by this computational
inconvenience and the fact that there is no proof for the convergence of (8)
so far, we consider in the following so called k-step versions of the estimates.
These are simply obtained by starting with some /n-consistent shape matrix
estimate, for example Tyler’s M-estimate, and repeating steps in (6) and (8)
k times.

Definition 1. Let Vy be some V/n-consistent shape matriz estimate, which
1s used as a starting value. The k-step sign estimate is then computed with

1. z;, « 171;11/2mi, for i=1,....,n
2. Vi — V2 ave{S(z; — 2;)8" (z: — z;)} V.2,

and then standardized so that Tr(Vy,) = p.



Definition 2. Let 170 be some +/n-consistent shape matriz estimate, which
15 used as a starting value. The k-step rank estimate is then computed with

S5-1/2 .
1. zi <V, [">i, for i=1,....n

2. Vj, — \A/kl_/? ave{R(z;)R" (z;)} ‘7k1_/?,
and then standardized so that Tr(Vy) = p.

To compute influence functions of k-step estimators, we need to define
the corresponding functionals. Write Vi, = Vi(x), where & ~ F, for the
functional corresponding to k-step sign estimate XA/k Then V}, is given by the
implicit equation

Vi = p Vi Br [S(21 — 22)S" (21 — 20)] V.3, (9)

where z; = Vk__ll/ 2wi, for © = 1,2, and «;’s are independent and distributed
according to F.

For k-step rank estimator, the functional corresponding to the estimator
is given by

Vi =p Ep'[RE(z1)Rr(21)] V)3 Er[Rp(21)RE(21)] V2 (10)

where again z; = V,:I/ *¢; and x;’s are independently distributed according
to F. Note that to quarantee that Tr(Vj) = p, (10) now includes a scaling
term.

The above k-step estimators inherit now some important properties of
the initial estimator. Estimators are naturally affine equivariant shape esti-
mators and satify (3), as the initial estimator Vj is affine equivariant. The
independence property of k-step sign estimators is also inherited from the ini-
tial estimator as stated in the following theorem. It is still unclear whether
the rank estimators have the same property.

Theorem 1. Assume that x is a random p-vector with independent compo-
nents and Vy(x) has the independence property, that is, Vo(x) is diagonal.
Then the k-step sign functional has the independence property.

In the following sections, we examine the robustness and efficiency prop-
erties of the k-step estimators. It is shown that when for example Tyler’s
M-estimate is used as a starting value, then even the resulting 1-step estima-
tors are highly robust and efficient shape matrix estimators.
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3. Influence functions

The robustness of a functional T against a single outlier & can be mea-
sured using the influence functions (Hampel et al., 1986). Let

F.=(1—6F + €Ay,

denote the contaminated distribution, where A, is the cdf of a distribution
with probability mass one at point . The influence function of T is then
given by
T(F,)—-T(F
IF(x;T,F) = liné M
€— €

Hampel et al. (1986) showed that, for any scatter functional C'(F'), the
influence function of C' at a spherical Fj, symmetric around the origin and
with C'(Fy) = I, is given by

I[F(z;C, ) = ac(r)uu’ — Bo(r) Iy,

where r = ||z|| and u = ||z|| 'z, and weight functions ac and B¢ depend
on the functional and the distribution Fj. For shape functionals V(F), the
influence function reduces to

pp

where ay is again a weight function that includes all information of the
influence of @ on the estimator. For robust estimators, ay is continuous and
bounded and for comparisons between different shape estimators, we only
need to compare functions ay .

The influence function of k-step sign functional defined in (9) is now given
by the following theorem.

IF(z;V, Fy) = ay () [uuT L ] : (11)

Theorem 2. At spherical Fy, the influence function of k-step sign functional
Vi with initial shape matriz Vg is given by (11) with

av,(r) = ¢y avy (1) + (1 = ¢;) 2(p + 2)(1 — pg(r)),
where ¢, =2/(p + 2) and

(X1 — rel)g]

|21 — req|[?

g(r) = Eq, {

where e; = (1,0,...,0)7, r = ||z|| and  and x, are independent and spher-
weally distributed.



Note that when k& — oo, the weight function reduces to ay(r) = 2(p +
2)(1 — pg(r)), that is, the weight function of the regular Diimbgen’s shape
matrix (Sirkid et al., 2009).

For k-step rank functional defined in (10) the following result holds:

Theorem 3. At spherical Fy, the influence function of k-step rank func-
tional Vi, with initial shape matriz Vi is given by (11) with
p+2

ay, (r) = ey ay, (r) + (1 — ) z (91(r) = g2(7)),

where ¢, = 2/(p + 2), ¢% = Erlq%(r)] and qr(r) is defined in (4). Further,
» F F

(7’61 — 332)1(7‘61 — CL‘3)1
[rer — @al[ren — s

(xe —rey)(xe — 333)1:|

+2F4
} o [||=’B2—7”€1||||w2—933||

gl(rr) = Eﬂ:z,m3 {
and

gQ(T) - Em2,$3 {

(132 — 7"61)2(%3 — 7“81)2
|22 — rel||lzs —red

(xo —rey)a(xs — $3)2:| |

+2F, 2
} o [Hfﬁz —reql|[|zy — 3|

where e; = (1,0,...,0)", r = ||z|| and x, ©o and x3 are independent and
spherically distributed.

When k — oo, the influence function of regular rank covariance functional is
obtained. In that case, ay (1) = (p + 2)(g1(r) — g2(1)) /2.

Figure 1 illustrates functions ay, at bivariate standard normal distribu-
tion case for k-step sign and rank estimators with £ = 1,2,3 and oo and
when the Tyler’s M-estimator with ay, = p + 2 (first row) or the sample
covariance matrix with ay, = r? (second row) is used as a starting value.

As seen in the figure, when £ = 3 and the Tyler’'s M-estimator is used
as a starting value, the oy, functions are very similar to those obtained as
k — oo. For all estimators, the functions oy, are clearly continuous. Influ-
ence functions are also bounded as stated in the following corollary. When the
sample covariance matrix is used as an initial estimator, the influence func-
tions of k-step estimators are naturally unbounded. However, as k increases,
the resulting estimators are clearly more robust than the sample covariance
matrix as the outlying observations do not have that much influence on the
estimators.

Corollary 1. For k-step sign and rank estimators, the functions ay, are
bounded when av;, is bounded.



4. Asymptotic distributions and efficiencies

In the next, we will denote

2
Cop(V)=Up+K,,) VeV)— Fjec(V)vecT(V),
where K, is the commutation matrix, that is, a p? x p* block matrix with
(i, 7)-block being equal to a p x p matrix that has 1 at entry (j,4) and zero
elsewhere. By vec(V) we mean the vectorization of a matrix V', which is
obtained by stacking the columns of V' on top of each other. If V' = I, then

2
Cp,p(—]p) = Ip2 + Kpm - Z;Jmm

where J,, = vec(I,)vec(l,)T.
The limiting distributions of k-step sign and rank estimators are given by
the following theorem.

Theorem 4. Let Fy be a spherical distribution. Assume that the initial es-
timate Vi is \/n-consistent and follows the multinormal distribution. Then
the limiting distribution of \/ﬁvec(r/k — 1) is also multinormal with mean 0
and asymptotic covariance matriz T Cy ,(1,), where

EFO [a%/k (T)]

T = ASV(VkJQ; F()) = p(p T 2)

denotes the asymptotic variance of any off-diagonal element of Vi and func-
tions ay, (1) are defined in Theorems 2 and 3.

The limiting distributions at elliptical case can be derived using the affine
equivariance properties of the estimators.

Corollary 2. Let F be an elliptical distribution with population shape pa-
rameter V.. Then the limiting distribution of v/nvec(Vi, — V') is multivariate
normal with mean 0 and asymptotic covariance matrix

r (1= SoeclVyoectt)") (s + KoV & V) (1 = Tueeltyuec(v)").

where T 18 given in Theorem 4.



Note that only the scalars 7 are needed to characterize the limiting distri-
butions of the shape estimators. Therefore, in order to compare asymptotic
efficiencies of different estimators, one only has to compare these scalars.

In Table 1, we list the asymptotic relative efficiencies of k-step sign and
rank estimators with £ = 1,2,3 and oo with respect to the regular shape
estimator. By regular shape estimator, we mean the estimator, which is ob-
tained by standardizing the sample covariance matrix. The efficiencies are
computed at different p-variate t-distributions with selected values of dimen-
sions p and degrees of freedom v, where v = oo refers to the multivariate
normal case. The variance of the off-diagonal element of regular shape es-
timator at the ¢-distribution is (v — 2)/(v — 4). In the table, the notation
k = 0 refers to the Tyler’s M-estimator, which is used as a starting value.
The variance of the off-diagonal element of it is (p+2)/p. When k = oo, the
efficiencies of regular Diimbgen’s estimator and the rank covariance estimator
are listed.

As seen in Table 1, when p is small, by taking just one step in this estima-
tion procedure, a significant increase in the efficiencies is seen as compared
to the initial Tyler’s M-estimator (k = 0). After three steps, the efficien-
cies of k-step estimators are already very close to those of the Diimbgen’s or
rank covariance estimator (k = oo). When p increases, there are not much
differences seen in the efficiencies of different k-step estimators. In fact, for
high-dimensional data, 1-step sign estimator seems to provide a robust and
highly efficient alternative to the regular shape estimator.

In case of multivariate normal data, the limiting efficiencies of sign and
rank covariance estimators are very close to each other. When high-dimensional
heavy-tailed data is encountered, the sign estimators seem to outperform the
rank estimators. In other cases, the rank estimators are slightly more effi-
ciencient than the sign estimators.

5. Simulation studies

In this section, we will use simple simulation studies to compare the finite-
sample efficiencies of different k-step shape estimators with respect to those
of the regular shape estimator.

M = 2500 samples with sample sizes n = 50, 100 and 200 and dimensions
p = 3 and 5 were drawn from t¢-distributions with v = 5,8 and oo degrees
of freedom, where v = oo corresponds to multinormal samples. For every
estimator and distribution, the mean squared errors (MSE) were computed
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Table 1: AREs of k-step sign and rank (in brackets) estimators as compared
to the regular shape estimator at different p-variate t-distributions with se-
lected values of dimension p and degrees of freedom v. k = 0 refers to the
Tyler’s M-estimator that is used as a starting value. k& = oo refers to the
Diimbgen’s estimator and the regular rank estimator.

plk=0 k=1 k=2 k=3 k=
21 1.50 203 2.24 2.30 2.33
1.50  (2.04) (2.25) (2.32) (2.34)
3] 1.80  2.28 2.38 2.39 2.40
1.80  (2.29) (2.39) (2.40) (2.40)
41 200 241 2.45 2.45 2.45
2.00 (2.41) (2.45) (2.45) (2.45)
51 214 248 2.49 2.49 2.49
214 (2.47) (2.47) (247) (2.47)
v=8 2| 075 1.04 1.16 1.20 1.23
0.75 (1.04) (1.17) (1.21) (1.24)
31090 117 1.24 1.25 1.26
0.90 (1.18) (1.25) (1.27) (1.28)
41 1.00 1.23 1.27 1.28 1.28
1.00  (1.24) (1.28) (1.29) (1.29)
51 1.07 1.27 1.30 1.30 1.30
1.07  (1.27) (1.30) (1.30) (1.30)
v=oo 2| 050 0.72 0.83 0.88 0.91
0.50 (0.72) (0.83) (0.88) (0.91)
31 060 082 0.89 091 0.92
0.60 (0.82) (0.89) (0.91) (0.92)
41 0.67 0.86 0.92 0.93 0.93
0.67 (0.86) (0.92) (0.93) (0.93)
51 071 0.89 0.93 0.94 0.94
0.71  (0.89) (0.93) (0.94) (0.94)

vr=>5
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using
2500

MSE(Tis) = 27 9 i)
k=1
where f/\}tij, with ¢ # j, denotes the off-diagonal element of corresponding
k-step estimate computed from the m-th generated sample. The estimated
finite sample efficiencies were then computed as ratios of the simulated MSEs
and are listed in Tables 2 and 3 for p = 3 and p = 5 respectively. The corre-
sponding asymptotic relative efficiencies (denoted by n = oo) from Table 1
are also listed for easy reference.

The results in Tables 2 and 3 show that when samples are generated from
the multinormal distributions, the finite sample and the limiting efficiencies
are almost the same even when n = 50. When sampling is done from the
heavy-tailed distributions, the convergence to the limiting efficiency is clear
but much slower. Especially for small sample sizes, the loss in efficiency is
remarkable, but also in the case n = 200, the efficiencies are far from the
asymptotical ones.

In Figure 2 examples of the average computation times (in seconds) of
different k-step sign (left column) and rank (right column) estimators are
illustrated as a function of n for p = 2,3 and 5. The average was taken
over 100 trials. Tyler's M-estimator was again used as an initial estima-
tor. The estimators were computed on an ordinary workstation using C-
functions called from R, similar to the implementations found in R-package
SpatialNP (Sirkié et al., 2008).

Since these estimators operate on pairs of observations instead of obser-
vations themselves it is clear that in relative terms they are much more time
consuming than the ordinary covariance matrix, for example. However, as
shown in Figure 2, in absolute terms the increase is not unbearable, at least
in a simple application. As the number of dimensions increase the time con-
sumption of the sign estimator increases as a function of n faster than that of
the rank estimator. This is because the computation of an outer product be-
comes heavier in higher dimension, and the number of those to be computed
for the sign estimator is of order n? and only n for the rank estimator.

The use of pairs also implies that the increase in time consumption as
a function of sample size is essentially quadratic. This together with the
iterative nature of the original estimators can indeed lead to rather long
computing times but it should be kept in mind that in practice the iteration
is just a repetition of the step until some convergence criteria is met. This
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Table 2: Finite sample efficiencies of the k-step sign (left column) and rank
(right column) estimators as compared to the regular shape estimator at
different 3-variate t-distributions with selected values of v.

sign rank

n k=1 k=2 k=3 k=oco|k=1 k=2 k=3 k=

v=o00 50 0.81 0.8 091 0.92 0.81 0.89 091 0.93
100 | 0.81 0.88 091 0.92 081 088 091 0.92
2001 0.82 090 092 0.93 082 0.89 0.92 0.93
00 082 089 0091 0.92 082 0.89 0091 0.92

v=8 50 1.07  1.14 1.16 1.17 1.08 1.15 1.17 1.17
100 | 1.10 1.17 1.19 1.20 .11 1.18  1.20 1.20
200 1.14 121 1.23 1.24 1.14  1.22  1.23 1.24
00 1.17  1.24  1.25 1.26 1.18  1.25  1.27 1.28

v=25 50 141 147 1.49 1.49 1.42 148 1.50 1.50
100 | 1.60 1.67 1.68 1.68 1.61 1.67 1.69 1.69
200 | 1.70 177 179 1.79 1.70 1.78 1.79 1.79
00 228 238 240 2.40 229 239 240 2.40

Table 3: Finite sample efficiencies of the k-step sign (left column) and rank
(right column) estimators as compared to the regular shape estimator at
different 5-variate t-distributions with selected values of v.

sign rank

n k=1 k=2 k=3 k=oc|k=1 k=2 k=3 k=0

v=o00 50 088 092 0.93 0.94 088 092 0.93 0.94
100 | 0.89 093 094 0.94 089 093 094 0.94
200 0.90 094 094 0.95 089 093 094 0.94
00 089 093 094 0.94 089 093 094 0.94

v=28 50 1.17  1.20 1.20 1.20 .17 1.20 1.20 1.20
100 | 1.23  1.25 1.25 1.25 1.23  1.25 1.25 1.26
200 1.24 126 1.26 1.26 124  1.26 1.26 1.26
00 .27 1.30 1.30 1.30 1.27 130  1.30 1.30

v=>5 90 1.55 1.57  1.57 1.57 1.56  1.58  1.57 1.57
100 | 1.73  1.75  1.75 1.75 1.73 175 1.75 1.74
200 | 1.98  2.00  2.00 2.00 1.98 1.99 1.99 1.99
00 248 249 249 2.49 247 247 247 247
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criteria is basically a small number which is usually chosen somewhat arbi-
trarily but it has a severe impact on how many times the iteration step is
repeated. On the other hand it has been previously shown that even with
a very modest number of steps the properties of the k-step estimators are
already close to those of the (theoretical) limit. Using the k-step versions
removes the need for choosing the converence criteria, and as can be seen
from the figure, can greatly reduce the total time consumption.

6. Conclusions

In this paper, we proposed so called k-step versions of the shape esti-
mators introduced by Diimbgen (1998) and Oja and Randles (2004). The
motivation for this study arose mainly from the fact that at the moment
there is no proof for the existence and uniqueness of the estimator based on
spatial rank vectors (Oja and Randles, 2004). From the practical point of
view, the long computation times of the estimators may also cause problems
in some applications.

The estimators proposed in this paper appear to be very practical with
known asymptotical properties. We showed that the k-step estimators inherit
some important properties of the initial estimators, namely, affine equivari-
ance, robustness and limiting normality. The k-step sign estimator was also
shown to have the important independence property if the initial estimator
has it. This property is needed for example if the independent component
analysis problem is solved using the technique utilizing two scatter (or shape)
matrices (Tyler et al., 2009). Note that in our robustness and simulation
studies we used as a starting values the Tyler’s M-estimator (Tyler, 1987),
which does not possess the independence property. A simple example of
the robust initial estimator with independence property is obtained as the
Tyler’s M-estimator is computed using n/2 pairwise differences xo; — @9;_1,
i=1,...,n/2.

In our simulation studies of Section 5 we showed that with taking just
few steps in the estimation procedure, robust and highly efficient alternatives
to traditional spatial sign and rank covariance estimators are obtained. The
computation times of these estimators are very low as compared to those
of Diimbgen’s estimator and spatial rank covariance matrix. Programs are
available in the R-package SpatialNP.
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Appendix: Proofs of the results

PROOF OF THEOREM 1. As in Sirkié et al. (2007), write I, for the p x p
diagonal matrix that has —1 as the i7th element and 1 as all other diagonal
elements. Now as the components of x are independent, then the components
of ®y — x5 are independent as well and symmetrically distributed around
zero. Moreover, 1 — @2 and I; (x; — x2) have the same distribution and the
corresponding shape functionals are equivalent.

For simplicity, write Vi (x; — @2) and Vi (I (21 — x2)) for the 1-step sign
functional obtained using @; — s and I; (x; — @2), respectively. Then if V;
is diagonal, we get
I_(wl — $2)($1 — mg)T[i_

Vi(ey —x2) = Vi(I; (1 —x2)) =pFE [ -

(@1 — @) TI7 Vg 7 (1 — o)

_ pE I;(.’El — 172)(581 — $2>T[;
(21— 2)TVy (@1 — o)

} = I Vi(my — @) I,
for all = 1,...,p. This implies that [Vi(x1 — x2)];; = —[Vi(@1 — x2)];5, for

all i # j, that is, Vj(x; — @2) and further the subsequent k-step functionals
are diagonal.

PROOF OF THEOREM 2. Applying functional (9) to F, = (1 — €)Fy + €A,
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and taking the derivative with respect to € at e = 0 yields to

_ 0 (1 — o) () — )T
e R) = g | e
9 [ (@ — @)@ — )" ]
(@1 — @) "V (F) (@1 — @2) | g
+2p Eg, [ e ngml =) :
(w1 — )"V, (F) (@1 —x) ] | =g
Then by writing wu1s = ||@1 — @o|| 7! (21 — ®2), and w1, = ||z — ||~} (21 — @)

and assuming that the order of differentiation and integration can be changed,
we get that

IF(x; Vi, Fy) = p Eluppul,uls IF (2 Vi1, Fy)ugs] — 2p Elusuly] + 2p By, [uigul,).
Now using
Elupulyul, T F(x; Vi1, Fo)u] = 2 [p(p + 2)] ' F(2; Vi, Fo)
and
Eg, [urgui,] = (1 - pg(r))uu’ + 9(r)1p,
(xy —7re1)s }

— B,
9r) = B {le el

(Sirkid et al., 2009), the influence function reduces to

where

2 1
IF(z; Vi, Fy) = m[F(w; Vi1, Fo) + 2p(1 — pg(r)) (UUT - —Ip)

N ( 2 o (1) +2p(1 — pg(r))> <““T - 1[”5

p+2 p
1
= ay, (1) (uuT — 5Ip> .

Since the influence functions of k-step estimators for all £ are of the same
type, we get

ay, (1) = (ﬁ)k ay, + li <Z%)q2p(1 —pg(r))

=k ay(r) + (1 — ) 2(p +2)(1 — py(r)),
where ¢, = 2(p +2)~ 1.

17



PrROOF OF THEOREM 3. The functional (10) may alternatively be written
as
EF [Vk_1/2 Vk,l_/? S(Zl — ZQ)ST(Zl — 23) Vkl_/? Vk_1/2

— p_l,S’(zl — ZQ)ST(Zl — Zg)fp] = 0 <12>

Then proceeding as in the proof of Theorem 2, that is, applying func-
tional (12) to F, = (1 —€)Fy+ €A, and taking the derivative with respect to
e at e =0, we get
E[IF(x; Vi, Fo)uouly] — Eluppulsuly IF (2 Vi oy, Fo)ugs]
— p B[l I F(x; Vioy, Fo)us) L, + p ' Elulyuisul, IF (25 Vi, Fy)us)
= By g [Uan Uy — P Ut ]y)] — 2B, oy [iputs — puiuisl,] = 0,
(13)

where w12, W13, Uiz, Uz and ugz are defined as in the previous proof. Next
we will use the results given in the proof of Lemma 4 in Sirkié et al. (2009).

The terms on the second line of (13) include Tr({ F(x; Vi_1, Fy)) and there-
fore equal to zero. Further,

E[[F(w;Vk,Fo)uuuw] p CF[F<CC Vk,F())
Bluuizuj; [F (2 Vioy, Fo)uig] = 2¢k[p(p + 2)] 7 TF (25 Vi, Fy)
and
By s [Warthgs] + 2Bz, a[u1ztis] = (01(r) — g2(r))(un’ —p~'1,),
where ¢% = Erlq%(r)] and qr(r) is defined in (4). Functions g;(r) and go(r)
are given in the proof of Lemma 3 in Sirkid et al. (2009). Thus

IF(x; Vi, Fy) = ]%IF(:B; Vi—1, Fo) + (gl( ) — g2(r)) (uuT — 1[p> :

h D

and further

(i F) = (o 00+ o) — ) (s” 1)

— o, (r) <uuT _ %Ip) |

The result then follows by proceeding as in the proof of Theorem 2.
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PROOF OF COROLLARY 1. As in Sirkid et al. (2007), note that

(x) — rel)g]

|21 —req]]?

9(r) = Ea, [

is clearly finite since 0 < (1 —re;)3 < [|&; —re;||*. By similar argument, it
is seen that g;(r) — ¢g2(r) in the influence function of k-step rank estimator
is finite. Corresponding influence functions are therefore bounded when ay,
is bounded.

PrROOF OF THEOREM 4. Consider first the limiting distribution of 1-step

sign estimator. Write
-1
ave (@i = wj)A(wi — ) ;
(@; — ;) "Vy (@ — ;)

< (i —z;)" (i — z))
Vi= ave -
o)

that is, the estimator is scaled so that Tr(lAfl) = p. Let now x;,...,x, be a
sample from a spherically symmetric distribution and write x;; = x; — x;,

rij = ||| and u;; = Tigla:ij, for simplicity. Further, write V; = \/ﬁ(\A/O—Ik)

and note that since \A/O is /n-consistent, V' is bounded in probability. Now,

‘7071/2 — I, — V* —i—op( 1/2>7

2\/_

Vo_l/zmij =Tij — 5=V Tij + 0p(n 1/2>7

e

and

Ty,/—1 -1 Ty r* —1/2
[wijLO wij] = m (1 + %uijv U + op(n / )) .

Then (omitting the o,(n~1/2) terms)

- 1 i 1
Vi=p [1 + —ave{uTV*uij}] [ave{uw }—|— —ave{u vV umuqu }

Vi /n

and further

Vil = 1) = |14 mave(ulV u 1[p¢ﬁ (avewu) - 11,

+ pave{uTV*uijuijuZ; — ave{uTV*uij}Ip] .

(14)
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The asymptotic normality of v/n (ave{u;;u/;} —p~'1,) follows from the
U-statistic theory and is proved in Sirkid et al. (2009). The asymptotic
normality of /n(Vy — I,,) then follows from the Slutsky’s theorem and the
fact that

ElulViuy] =Tr(V*) =0

and 0 5
Elul Viuguul] = — 2V = — 2 Ja(Vy— L),
[ul] Oujujum] (p+2) 0 p(p+2>\/ﬁ( 0 p)
where, by assumption, \/n (Vb — 1,,) is multivariate normal.

Equation (14) reduces now to

~

~ 1 2
Vn(Vi = I,) = pv/n <av€{uz’juiTj - ];]p> + m\/ﬁ(vo — 1),

and by applying similar technique to subsequent k-step estimators, we obtain

V(i — 1)
</ 2\’ 1 2 \F
2 <p—+ 2) pvn (ave{uijuij — 51},) + (p—+ 2) vn(Vo — )

=(l-c )(p +2)v/n (ave{uiju;fg - %Ip> + clg\/ﬁ(% —1,). (15)

The asymptotic covariance matrix may be computed by writing (15) using
the influence functions as follows

Vnvee(Vi, — L)
nvec (ave { (1= cB)2(p +2)(1 = pg(r)) + choy (r7)] [uuT - %]p} }>

v (ave {av () [ud = 1, [ ).

Then the covariance matrix of y/nvec(Vj — I,) equals

1 1
E [a%,k (r)vec <uuT - —]p) vech (’u,’u, - )]
p p

Elag, (r)] 2 Elaj (r)]
= pp ) e T ) = ey Coall)



The limiting distribution of 1-step rank estimator can be derived as above.
In that case
——ave{ul V*u Zku T} +

—1
Vi =p {ave{u Wi} + —ave{u,V*u; Z]uzk}]

\/_ \/_
1 1
) [ave{uijuﬁ} + 2\/ﬁave{u 2 Viu kuw ul} + \/ﬁave{uTV*uTuU zk}}

Note next that
2
Elulua) = &, Bl Vululug] = Ltr(v) =0

ij g P
and )

2k
p(p+2)

where ¢ = Er[q*(r)] (Sirkid et al., 2009). Then using again the Slutsky’s
theorem and the U-statistics theory, we get that

*

Elu TV*uTuUuz,;] =

N 9 N
Vvn(Vi — 1) = p;éﬁ (ave{uijuz,;} ave{u,, uzk} -1 ) + m\/ﬁ(% -1,

F

has the limiting normal distribution. Further,

Vn(Vi — 1)
_ <p+2)qp\f <ave{uijug,;} ave{uluy}- 1> (L)kﬁ(%—fp)

g Ch p+2
_(1-g)p+2)

Cr

k‘
,_.

vn <a’ue{u¢ju3,;} ave{u;, ulk} I > + c';\/ﬁ(‘?o —1,).
The asymptotic covariance matrix is obtained by writing

Vivvee(Vi — 1)
nuvec <cwe { [(1 — % )2(p +2) (g1(ri) — g2(rs)) + c';avo(ﬁ;)] |:'U/7,'u/1T - llp} })

Cp

e (ave {Oévk (rs) {uiuiT - %IP] }) ,

and proceeding as in the case of sign estimator.
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PROOF OF COROLLARY 2. Let X = {xy,...,x,} denote a random sample
from a spherical distribution and write Vj(X) for the estimator computed on
the sample. Now due to affine equivariance of Vj, in the elliptical case

Ve(V'2X) = p[Tr(V V(X)) V)V (O V2,
Then using some simple matrix algebra, we get
Vnvec(Ve(VV2X) = V)
= Vivee (pTr(VV2T(X)VV2) VGOV - V)
= Vnp[Tr(VYV2V(X)VY) 1 | L — %vec(V)vecT(Ip)} vec(VY2V(X)VV/2 — V)
= Vnp[Tr(V2V(X)V)IT W (VY2 @ VI2)ee(Vi(X) — 1),

where W = [I2 — p~tvec(V)vec” (1,)]. By Slutsky’s theorem, Vavee(Viy(VY2X)—
V') has now a limiting normal distribution with asymptotic covariance matrix

ASC {\/ﬁ W(VY2 @ V2)vec(Vi (X) — Ip)}

= W(VY2 @ VY% ASC{vec(Vi(X) — L)Y (V2 @ VY2 TWT
= ASV (Vi 1o; )W (V2 @ VIO, (L) (VY2 @ VI2TWT
— ASV (Vi 123 F))WC, ,(VIWT.

Finally note that W 2p~tvec(V)vec” (V) W7 = 0, the result thus follows.
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Figure 1: Functions oy, for some k-step sign and rank estimators when the
Tyler’s M-estimator (first row) and the sample covariance matrix (second
row) is used as a starting value. The functions are computed at the bivariate
standard normal distribution case.
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Average computation times of the k-step sign (left column) and

rank (right column) estimators as a function of n at 2-dimensional (first row),
3-dimensional (second row) and 5-dimensional (third row) distribution cases.
Tyler’s M-estimate is used as a starting value.
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