Calderon problem
Solutions to Exercises #2, 16.6.2008

4. Let By = —h*A and P, = e?/" Pye=¢/" = (hD)? — 1 + 2ia - hD, and let
u € CX(2). Theorem 5.3 in the lectures states that

hljull < CllPypul. (1)
To have a bound for ||Dul|| we compute
|hDul®* = (hDulhDu) = (D)?ulu) = (Py,sul) + |[ul* — 2i(a - hDulu),
which implies upon using the inequality |ab| < da* + 4%()2 that
g _ 1 2 1 2 2
BDul < 2 Poul? + GHADuIP + Clul”
Moving one term one the other side, we have
IhDull* < [|Popull® + Cllull.
This and the original Carleman estimate (1) imply
R (|hDul* < h*[[ Pogull® + Ol Pogull* < Cll Pogul®,
and we obtain the required estimate in the case ¢ = 0,
hllull + hl[hDul| < C|[Fypul-

If ¢ is nonzero one may proceed as in the proof of Theorem 5.3 to add a
potential if h is small enough.

5. Let P, = e?/"h*(—A + q)e™#/" so that P: = Py_, + h*q. Applying
Theorem 5.6 to P}, we have the Carleman estimate

(e v)0,|0,v)00, + h*|[v]* < Cl|[Piv]|* — Ch*((a - v),0]0,0) 00,

which is valid for v € C*(Q) satistying v|sq = 0. Define
M = {U € Coo(ﬁ) ; U’aQ = O,al,?}‘ag_ = 0}
Let D = P;M be a subspace of L?(Q), and consider the linear functional

L:D—C, L(Pv)=(v[f), forveM.



This is well defined by the Carleman estimate, which also implies
* C *
L) < Mlllll £ < S IF N Pooll-

Thus L is a bounded linear functional on D.

The Hahn-Banach theorem ensures that there isAa bounded linear func-
tional L : L?(Q) — C satisfying L|p = L and ||L]] < Ch7||f||. By the
Riesz representation theorem, there is 7 € L*(€) such that

Lw) = (w|f), w e L*(Q),
and ||7|| < Ch7Y|f|l. Then, for w € C=(Q), by the definition of weak

derivatives we have

~

(w|Ppr) = (Pyw|r) = L(Pyw) = L(P;w) = (w|f),

which shows that P,7 = f in the weak sense. The function r = h*F
satisfies e?/"(—A + q)e ?/hr = f in Q, and ||r| < Ch||f]|.

It remains to show that 7|sn, = 0. For this we use the fact (stated in the
lectures) that 7 is in the space HA(Q) = {u € L*(Q); Au € L*()}, and
that there is a well defined bounded trace operator Ha(Q) — H~Y/2(09Q).
An integration by parts (which can be justified by using properties of
HA(Q2)) gives for v € M that

(0] Po) = (PyolF) = h*(0,v]7)ac.
The left hand side is (v|f) — (v|f) = 0 and 0,v|sq_ = 0, which implies
(ayv|f)ag+ = 0, v e M.

Since we may choose 0,v to be any smooth function in a slightly smaller
set than 0€, we obtain 7|gpn, = 0 as required.

. Let Py = Py(hD) = (hD)? and ¢(x) = a - x, and consider the convexified
weight ¢.(z) = p(z) + Q%Q We first prove a Carleman estimate for the
operator

Py, = Py (hD) = e?</"Py(hD)e ¢/" = Py(hD + iVp.).

As in the proof of Theorem 5.3, we decompose Fy,. = A. + iB. where
A, = (hD)? — (Vp.)? and B. = V. o hD + hD o V. are self-adjoint.
Also, since V. = (1 + 2¢p)a, we have

h2
A= (DY — (14 2p, Bo=20+ Yojanp+



If u € C(Q2), we compute
1Po gl = | Acull® + || Beull® + (i[ A, BeJulw).

Now A, and B, have variable coeficients and [A., B.] does not vanish. A
direct computation shows that

, 4h? 1 & ho
i[A, B] = ?< Y~ ajaphD;hDy + (1 + ;P) >
j7k:1

The inner product becomes
, 4h? 4h? h
(ilAe, BJulu) = =l hDulP + =1+ Z)ul
Note that this expression is positive instead of zero. If ¢ is fixed and h is
so small that 1+ ’;“‘go > 1/2 for x € Q, we obtain
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This is in a sense stronger than the result in Theorem 5.3, since we may
choose ¢ to be very small (but fixed).

If Ae L*(Q)"is a vector field and if ¢ € L>(£2), consider the operator
P, = e* /"W (~A+A-D+q)e?/" = Py, +hA-hD+ihA-Ve.+h%.
We have

h
%HUH < |[Pog.ull < || Po.ull + Chl[hDul| 4+ Chllul]
On the other hand, the argument in Exercise 4 gives

[hDu|| < |[Fop.ull + Cllull < | Po.ull + Chl|hDul| + Cllull

which implies for h small that
[hDul| < C[[Pp.ull + Cllu].
If h < ¢ <€ 1, combining these estimates gives

h
%(HUII + [[hDul]) < C[Pp.ul|

It remains to prove an estimate for P, instead of P, . But

P,

2 2
— o¥°/2 —p?/2
e — € Pe

where e¢*/% g uniformly bounded in Q together with its derivatives.
Thus the last Carleman estimate easily implies

h(llull + [hDul]) < Cl[Poul].



