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Preface

This course is an introduction to analysis on manifolds. The topic

may be viewed as an extension of multivariable calculus from the usual

setting of Euclidean space to more general spaces, namely Riemannian

manifolds. In particular we will explain how to compute derivatives,

integrate, and solve differential equations (mostly Laplace and heat

equation) on Riemannian manifolds. If time permits we will also use

analytic methods to discuss certain landmark results in geometry, such

as the uniformization theorem for Riemann surfaces, the Hodge theo-

rem, the Weyl law for eigenvalues of the Laplacian, or the Gauss-Bonnet

theorem.

• Title: Topics in differential geometry – analysis on manifolds

• Lectures: Tue 14-16 and Thu 14-16, room MaD381 (22.03.–05.05.).

• Exercise sessions: Tue 12-14, room MaD355 (29.03.-10.05.).

• Language: instruction in English, completion in English or Finnish.

• Prerequisites: multivariable calculus, functional analysis (partial dif-

ferential equations are also helpful). Familiarity with smooth or Rie-

mannian manifolds is helpful but not strictly necessary. The course is

suitable as a continuation for Riemannian geometry in period 3, but

it is also suitable for advanced students, PhD students and postdocs

in analysis, geometry or PDEs (the required geometric background

will be reviewed in the beginning).

• The course can be taken for credit (MATS5150, 5 cr) by attending

the lectures and by returning written solutions to at least 50 % of

the exercises in each exercise set.

• Lecture notes and exercises will be provided on the course webpage.

• Instructor: Mikko Salo, room MaD359, mikko.j.salo@jyu.fi

• Exercise sessions: Suman Kumar Sahoo and Pu-Zhao Kow

References. We will not follow any single textbook, and the main

reference for the course are these lecture notes. However, the following

textbooks may be useful:
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• I. Madsen, J. Tornehave, From calculus to cohomology. Cambridge

University Press, 1997.

• J. Jost, Riemannian geometry and geometric analysis. 4th edition,

Springer, 2005.

• J.M. Lee, Riemannian manifolds. An introduction to curvature.

Springer, 1997.

• P. Petersen, Riemannian geometry. 2nd edition, Springer, 2006.

• M.E. Taylor, Partial differential equations I. Basic theory. Springer,

1996.

• M.E. Taylor, Partial differential equations II. Qualitative studies of

linear equations. Springer, 1996.



CHAPTER 1

Introduction

Exercise. (Warm-up) What kinds of quantities and operations

appear in relation to analysis (or multivariable calculus) in a bounded

open set U ⊂ Rn?

Some possible answers:

• Functions: continuity, partial derivatives, integrals, Lp spaces, Taylor

expansions, Fourier or related expansions

• Vector fields: gradient, curl, divergence, flows

• Measures, distributions

• Laplace operator, Laplace, heat and wave equations

• Integration by parts formulas (Gauss, divergence, Green)

• Tensor fields, differential forms

• Distance, distance-minimizing curves (line segments), area, volume,

perimeter

Imagine similar concepts on a hypersurface (e.g. double torus in R3)!

This course is an introduction to analysis on manifolds. The first

part of the course title has the following Wikipedia description:

“Mathematical analysis is a branch of mathematics that includes

the theories of differentiation, integration, measure, limits, infinite se-

ries, and analytic functions. These theories are usually studied in the

context of real and complex numbers and functions. Analysis evolved

from calculus, which involves the elementary concepts and techniques

of analysis. Analysis may be distinguished from geometry; however, it

can be applied to any space of mathematical objects that has a def-

inition of nearness (a topological space) or specific distances between

objects (a metric space).”

Following this description, our purpose will be to study in particular

differentiation, integration, and differential equations on spaces that are

more general than the standard Euclidean space Rn. Different classes

of spaces allow for different kinds of analysis:
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4 1. INTRODUCTION

• Topological spaces are a good setting for studying continuous func-

tions and limits, but in general they do not have enough structure

to allow studying derivatives.

• The smaller class of metric spaces admits certain notions of differ-

entiability, but in particular higher order derivatives are not always

well defined.

• Differentiable manifolds are modeled after pieces of Euclidean space

and allow differentiation and integration, but they do not have a

canonical Laplace operator and thus the theory of differential equa-

tions is limited.

The class of spaces studied in this course will be that of Riemann-

ian manifolds. These are differentiable manifolds with an extra bit of

structure, a Riemannian metric, that allows to measure lengths and

angles of tangent vectors. Adding this extra structure leads to a very

rich theory where many different parts of mathematics come together.

We mention a few related aspects, and some of these will be covered

during this course (the more advanced topics that will be covered will

be chosen according to the interests of the audience):

1. Calculus. Riemannian manifolds are differentiable manifolds, hence

the usual notions of multivariable calculus on differentiable mani-

folds apply (derivatives, vector and tensor fields, integration of dif-

ferential forms).

2. Metric geometry. Riemannian manifolds are metric spaces: there is

a natural distance function on any Riemannian manifold such that

the corresponding metric space topology coincides with the usual

topology. Distances are realized by certain distinguished curves

called geodesics, and these can be studied via a second order ODE

(the geodesic equation).

3. Measure theory. Any oriented Riemannian manifold has a canonical

measure given by the volume form. The presence of this measure

allows one to integrate functions and to define Lp spaces on Rie-

mannian manifolds.

4. Differential equations. There is a canonical Laplace operator on any

Riemannian manifold, and all the classical linear partial differential

equations (Laplace, heat, wave) have natural counterparts.
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5. Spectral theory. One can talk about the eigenvalues of the canonical

Laplace operator and prove fundamental results such as the Weyl

law describing their asymptotics.

6. Dynamical systems. The geodesic flow on a closed Riemannian man-

ifold is a Hamiltonian flow on the cotangent bundle, and the geom-

etry of the manifold is reflected in properties of the flow (such as

complete integrability or ergodicity).

7. Conformal geometry. The notions of conformal and quasiconformal

mappings make sense on Riemannian manifolds, and there is enough

underlying structure to provide many tools for studying them.

8. Topology. There are several ways of describing topological properties

of the underlying manifold in terms of analysis. In particular, Hodge

theory characterizes the cohomology of the space via the Laplace

operator acting on differential forms, and Morse theory describes

the topological type of the space via critical points of a smooth

function on it.

9. Curvature. The notion of curvature is fundamental in mathemat-

ics, and Riemannian manifolds are perhaps the most natural setting

for studying curvature. Related concepts include the Riemann ten-

sor, the Ricci tensor, and scalar curvature. There has been recent

interest in lower bounds for Ricci curvature and their applications.

10. Inverse problems. Many interesting inverse problems have natural

formulations on Riemannian manifolds, such as integral geometry

problems where one tries to determine a function from its inte-

grals over geodesics, or spectral rigidity problems where one tries

to determine properties of the underlying space from knowledge of

eigenvalues of the Laplacian.

11. Geometric analysis. There are many branches of mathematics that

are called geometric analysis. One particular topic is that of geomet-

ric evolution equations, where geometric quantities evolve according

to a certain PDE. One of the most famous such equations is Ricci

flow, where a Riemannian metric is deformed via its Ricci tensor.

This was recently used by Perelman to complete Hamilton’s program

for proving the Poincaré and geometrization conjectures.

Notation. Throughout these notes we will apply the Einstein sum-

mation convention: repeated indices in lower and upper position are
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summed. For instance, the expression

ajklb
jck

is shorthand for ∑
j,k

ajklb
jck.

The summation indices run typically from 1 to n, where n is the di-

mension of the manifold in question.



CHAPTER 2

Calculus in Euclidean space

Let U be any nonempty open subset of Rn (not necessarily bounded,

and could be equal to Rn). We fix standard Cartesian coordinates

x = (x1, . . . , xn) and will use these coordinates throughout this chapter.

We may sometimes write xj instead of xj, and we will also denote by

ηj or ηj the jth coordinate of a vector η ∈ Rn.

2.1. Functions and Taylor expansions

Let C(U) be the set of continuous functions on U . For partial

derivatives, we will write

∂jf =
∂f

∂xj
,

∂j1···jkf =
∂kf

∂xj1 · · · ∂xjk
.

We denote by Ck(U) the set of k times continuously differentiable real

valued functions on U . Thus

Ck(U) = {f : U → R ; ∂j1···jlf ∈ C(U) whenever l ≤ k

and j1, . . . , jl ∈ {1, . . . , n}}.

Recall that if f ∈ Ck(U), then ∂j1···jkf = ∂jσ(1)···jσ(k)f where σ is any

permutation of {1, . . . , k}.
We also denote by C∞(U) the infinitely differentiable functions on

U , that is,

C∞(U) =
⋂
k≥0

Ck(U).

Theorem 2.1. (Taylor expansion) Let f ∈ Ck(U), let x0 ∈ U , and

assume that B(x0, r) ⊂ U . If x ∈ B(x0, r), then

f(x) =
k∑
l=0

1

l!

[
n∑

j1,...,jl=1

∂j1···jlf(x0)(x− x0)j1 . . . (x− x0)jl

]
+Rk(x;x0)

7



8 2. CALCULUS IN EUCLIDEAN SPACE

where |Rk(x;x0)| ≤ η(|x−x0|)|x−x0|k for some function η with η(s)→
0 as s→ 0.

Remark. The Taylor expansion of order 2 is given by

f(x) = f(x0)+∇f(x0)·(x−x0)+
1

2
∇2f(x0)(x−x0)·(x−x0)+R2(x;x0)

where∇f = (∂1f, . . . , ∂nf) is the gradient of f and∇2f(x) = (∂jkf(x))nj,k=1

is the Hessian matrix of f .

Proof. Considering g(y) := f(x0+y), we may assume that x0 = 0.

Assume that B(0, r) ⊂ U , fix x ∈ B(0, r), and define

h : (−1− ε, 1 + ε)→ U, h(t) := g(tx)

where ε > 0 satisfies (1 + ε)|x| < r. Then h(t) is a Ck function for

|t| < 1 + ε, and repeated use of the fundamental theorem of calculus

gives

h(t) = h(t)− h(0) + h(0) = h(0) +

∫ t

0

h′(s) ds

= h(0) + h′(0)t+

∫ t

0

(h′(s)− h′(0)) dt

= h(0) + h′(0)t+

∫ t

0

∫ s

0

h′′(u) du ds

= h(0) + h′(0)t+ h′′(0)
t

2
+

∫ t

0

∫ s

0

(h′′(u)− h′′(0)) du ds

= . . .

= h(0) + h′(0)t+ . . .+ h(k)(0)
tk

k!

+

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

(h(k)(tk)− h(k)(0)) dtk · · · dt1.(2.1)

Here we used that
∫ t

0

∫ t1
0
. . .
∫ tk−1

0
dtk · · · dt1 = tk

k!
.

We compute

h′(t) = ∂jf(tx)xj,

h′′(t) = ∂jlf(tx)xjxl,

...

h(k)(t) = ∂j1···jkf(tx)xj1 . . . xjk .
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Applying (2.1) with t = 1 gives the result in the statement, where

Rk(x) =

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

[∂j1···jkf(tkx)− ∂j1···jkf(0)]xj1 . . . xjk dtk · · · dt1.

The bound for Rk follows since ∂j1···jkf is uniformly continuous on

compact sets. �

At this point it may be good to mention another convenient form

of the Taylor expansion, which we state but will not use. Let N =

{0, 1, 2, . . .} be the set natural numbers. Then Nn consists of all n-

tuples α = (α1, . . . , αn) where the αj are nonnegative integers. Such

an n-tuple α is called a multi-index. We write |α| = α1 + . . .+ αn and

xα = xα1
1 · · ·xαnn . For partial derivatives, the notation

∂α =

(
∂

∂x1

)α1

· · ·
(

∂

∂xn

)αn
will be used. We also write α! = α1! · · ·αn!.

Theorem 2.2. (Taylor expansion, multi-index version) Let f ∈
Ck(U), let x0 ∈ U , and assume that B(x0, r) ⊂ U . If x ∈ B(x0, r),

then

f(x) =
∑
|α|≤k

∂αf(x0)

α!
(x− x0)α +Rk(x0;x)

where Rk satisfies similar bounds as before.

Proof. Exercise. �

Exercise 2.1. Prove Theorem 2.2 for k = 2 by using Theorem 2.1.

Exercise 2.2. Prove Theorem 2.2 in general.

Exercise 2.3. Find an expression for Rk(x;x0) in Theorem 2.2 as

a single integral.

2.2. Tensor fields

If f ∈ Ck(U), if x ∈ U and if v ∈ Rn is such that |v| is sufficiently

small, we write the Taylor expansion given in Theorem 2.1 in the form

f(x+ v) =
k∑
l=0

1

l!

[
n∑

j1,...,jl=1

∂j1···jlf(x)vj1 . . . vjl

]
+Rk(x+ v;x).

The first few terms are

f(x+ v) = f(x) + ∂jf(x)vj +
1

2
∂jkf(x)vjvk + . . . .
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Looking at the terms of various degrees motivates the following defini-

tion.

Definition. An m-tensor field in U is a collection of functions

u = (uj1···jm)nj1,...,jm=1 where each uj1···jm is in C∞(U). The tensor field

u is called symmetric if uj1···jm = ujσ(1)···jσ(m)
for any j1, . . . , jm and for

any σ which is a permutation of {1, . . . ,m}.

Remark. This definition is specific to Rn, since we are deliber-

ately not allowing any other coordinate systems than the Cartesian

one. Later on we will consider tensor fields on manifolds, and their

transformation rules under coordinate changes will be an important

feature (these will decide whether the tensor field is covariant, con-

travariant or mixed). However, upon fixing a local coordinate system

all tensor fields will look essentially like the ones defined above.

Examples.

1. The 0-tensor fields in U are just the scalar functions u ∈ C∞(U).

2. The 1-tensor fields in U are of the form u = (uj)
n
j=1 where uj ∈

C∞(U). Thus 1-tensor fields are exactly the vector fields in U ; the

tensor (uj)
n
j=1 is identified with (u1, . . . , un).

3. The 2-tensor fields in U are of the form u = (ujk)
n
j,k=1 where ujk ∈

C∞(U). Thus 2-tensor fields can be identified with smooth matrix

functions in U . The 2-tensor field is symmetric iff the matrix is

symmetric.

4. If f ∈ C∞(U), then we have for any m ≥ 0 an m-tensor field

u = (∂j1···jmf)nj1,...,jm=1 consisting of partial derivatives of f . This

tensor field is symmetric since the mixed partial derivatives can be

taken in any order.

Again by looking at the terms in the Taylor expansion, one can also

think that an m-tensor u = (uj1···jm)nj1,...,jm=1 acts on a vector v ∈ Rn

by the formula

v 7→ uj1···jm(x)vj1 · · · vjm .
The last expression can be interpreted as a multilinear map acting on

the m-tuple of vectors (v, . . . , v).

Definition. If m ≥ 0, an m-linear map is any map

L :

m copies︷ ︸︸ ︷
Rn × . . .× Rn → R
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such that L is linear in each of its variables separately.

The following theorem is almost trivial, but for later purposes it

will be good to know that a tensor field can be thought of in two ways:

either as a collection of coordinate functions, or as a map on U that

takes values in the set of multilinear maps.

Theorem 2.3. (Tensors as multilinear maps) If u = (uj1···jm)nj1,...,jm=1

is an m-tensor field on U ⊂ Rn, then for any x ∈ U there is an m-linear

map u(x) defined via

u(x)(v1, . . . , vm) = uj1···jm(x)vj11 · · · vjmm , v1, . . . , vm ∈ Rn,

and it holds that uj1···jm(x) = u(x)(ej1 , . . . , ejm). Conversely, if T is

a function that assigns to each x ∈ U an m-linear map T (x), and if

the functions uj1···jm : x 7→ T (x)(ej1 , . . . , ejm) are in C∞(U) for each

j1, . . . , jm, then (uj1···jm) is an m-tensor field in U .

Proof. Exercise. �

Exercise 2.4. Prove Theorem 2.3.

2.3. Vector fields and differential forms

Let U ⊂ Rn be an open set. We wish to consider vector fields on U

and certain operations related to vector fields.

Definition. A Ck vector field in U is a map F = (F1, . . . , Fn) :

U → Rn such that all the component functions Fj are in Ck(U). The

set of vector fields on U is denoted by Ck(U,Rn).

Recall from Section 2.2 that vector fields are the same as 1-tensor

fields (this is special to Euclidean space, on manifolds one needs to dis-

tinguish between covariant and contravariant tensors). If u ∈ C∞(U),

the gradient of u gives rise to a vector field in U :

grad : C∞(U)→ C∞(U,Rn), grad(u) = (∂1u, . . . , ∂nu).

If F ∈ C∞(U,Rn), the divergence of F gives rise to a function in U :

div : C∞(U,Rn)→ C∞(U), div(F ) = ∂1F1 + . . .+ ∂nFn.

The following basic identity suggests that in order to define the Laplace

operator on a space, it may be enough to have a reasonable definition

of divergence and gradient.
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Lemma 2.4. div ◦ grad = ∆.

Proof. div(grad(u)) = ∂1(∂1u) + . . .+ ∂n(∂nu) = ∆u. �

We will consider further operations on vector fields in R2 and R3.

Curl in R2. Let U ⊂ R2 be open. If F ∈ C∞(U,R2), the curl of F

is the function

curl(F ) := ∂1F2 − ∂2F1.

Thus curl : C∞(U,R2)→ C∞(U).

Curl in R3. Let U ⊂ R3 be open. If F ∈ C∞(U,R3), the curl of

F is the vector field

curl(F ) := ∇× F =

∣∣∣∣∣∣
i j k

∂1 ∂2 ∂3

F1 F2 F3

∣∣∣∣∣∣
= (∂2F3 − ∂3F2, ∂3F1 − ∂1F3, ∂1F2 − ∂2F1).

Thus curl : C∞(U,R3)→ C∞(U,R3).

Lemma 2.5. In two dimensions, one has

curl ◦ grad = 0.

In three dimensions, one has

curl ◦ grad = 0, div ◦ curl = 0.

Proof. If U ⊂ R2 and u ∈ C∞(U), we have

curl(grad(u)) = ∂1(∂2u)− ∂2(∂1u) = 0.

If U ⊂ R3 and u ∈ C∞(U), we have

curl(grad(u)) = (∂2∂3u− ∂3∂2u, ∂3∂1u− ∂1∂2u, ∂1∂2u− ∂2∂1u) = 0.

Moreover, for F ∈ C∞(U,R3) we have

div(curl(F )) = ∂1(∂2F3 − ∂3F2) + ∂2(∂3F1 − ∂1F3) + ∂3(∂1F2 − ∂2F1)

= 0. �

The previous lemma can be described in terms of two sequences: if

U ⊂ R2 consider

(2.2) C∞(U)
grad−→ C∞(U,R2)

curl−→ C∞(U),
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and if U ⊂ R3 consider

(2.3) C∞(U)
grad−→ C∞(U,R3)

curl−→ C∞(U,R3)
div−→ C∞(U).

In both sequences, the composition of any two subsequent operators is

zero. This suggests that there may be further structure which underlies

these situations and might extend to higher dimensions. This is indeed

the case, and the calculus of differential forms (or exterior algebra)

will reveal this structure. We will next discuss this calculus in a simple

case.

Exercise 2.5. If U ⊂ R3 is open and F ∈ C∞(U,R3), show that

curl(curl(F ))− grad(div(F )) = (−∆F1,−∆F2,−∆F3).

Differential forms. The purpose will be to rewrite for instance

(2.3) as a sequence

(2.4) Ω0(U)
d−→ Ω1(U)

d−→ Ω2(U)
d−→ Ω3(U)

where Ωk(U) will be the set of differential k-forms on U ⊂ R3, and d

will be a universal operator that reduces to grad, curl, and div in the

respective degrees.

Let U ⊂ Rn be open. Motivated by (2.2) and (2.3), we define

Ω0(U) := C∞(U)

and

Ω1(U) := C∞(U,Rn).

Thus Ω0(U) is the set of smooth functions in U , and any α ∈ Ω1(U)

can be identified with a vector field α = (αj)
n
j=1 where αj ∈ C∞(U).

We write formally

α = (αj)
n
j=1 = αj dx

j.

Remark. For the purposes of this section it is enough to think of

dxj as a formal object. However, the proper way to think of dxj would

be as a 1-form (the exterior derivative of the function xj : U → R), i.e.

as a map that assigns to each x ∈ U the linear map dxj|x : TxM → R
that satisfies dxj|x(ek) = δjk where {e1, . . . , en} is the standard basis of

TxM ≈ Rn.

To define Ωk(U) for k ≥ 2, first define the set of ordered k-tuples

Ik := {(i1, . . . , ik) ; 1 ≤ i1 < i2 < . . . < ik ≤ n}.
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If I ∈ Ik, we consider the formal object

dxI = dxi1 ∧ dxi2 ∧ · · · ∧ dxik .

Then Ωk(U) will be thought of as the set

Ωk(U) = {αI dxI ; αI ∈ C∞(U)}

where the sum is over all I ∈ Ik. The number of elements in Ik is(
n
k

)
= n!

k!(n−k)!
. We can make the above formal definition rigorous:

Definition. If U ⊂ Rn, define for 0 ≤ k ≤ n

Ωk(U) := C∞(U,R(nk)).

The elements of Ωk(U) are called differential k-forms on U , and any

k-form α ∈ Ωk(U) can be written as

α = (αI)I∈Ik = αI dx
I

where αI ∈ C∞(U) for each I.

Remark. Note that since
(
n
k

)
=
(

n
n−k

)
, the set Ωn−1(U) can be

identified with the set of vector fields on U , and Ωn(U) with C∞(U).

In fact one has

Ωn−1(U) = {
n∑
j=1

αj dx
1 ∧ . . . ∧ d̂xj ∧ . . . ∧ dxn ; αj ∈ C∞(U)},

Ωn(U) = {f dx1 ∧ . . . ∧ dxn ; f ∈ C∞(U)}

where d̂xj means that dxj is omitted from the wedge product.

The above definition is correct, but to keep things simple we have

avoided a detailed discussion of the wedge product ∧. To define the

d operator in (2.4) properly we need to say a little bit more. The

wedge product is an associative product on elements of the form dxI ,

satisfying

dxj ∧ dxk = −dxk ∧ dxj,
and more generally if J = (j1, . . . , jk) is a k-tuple with j1, . . . , jk ∈
{1, . . . , n} (not necessarily ordered), we should have

dxj1 ∧ · · · ∧ dxjk = (−1)sgn(σ)dxjσ(1) ∧ · · · ∧ dxjσ(k)

where σ is any permutation of {1, . . . , k}. This implies two conditions:

• dxj1 ∧ · · · ∧ dxjk = 0 if (j1, . . . , jk) contains a repeated index.
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• dxj1 ∧ · · · ∧ dxjk can be expressed as ±dxI for a unique I ∈ Ik
if (j1, . . . , jk) contains no repeated index.

With this understanding we make the following definition.

Definition. The exterior derivative is the map d : Ωk(U) →
Ωk+1(U) defined by

d(αI dx
I) := ∂jαI dx

j ∧ dxI .

Examples.

(1) If f ∈ Ω0(U) (so f ∈ C∞(U)), then df is the gradient of f

written as a 1-form:

df = ∂jf dx
j.

(2) If α ∈ Ω1(U), so α = αk dx
k for some αj ∈ C∞(U), then

dα = ∂jαk dx
j ∧ dxk =

∑
1≤j<k≤n

(∂jαk − ∂kαj) dxj ∧ dxk.

(3) Any u ∈ Ωn(U) satisfies du = 0 since dxj1 ∧ . . . ∧ dxjn+1 = 0

whenever j1, . . . , jn+1 ∈ {1, . . . , n} (there will be a repeated

index).

The second example above gives an n-dimensional analogue of the

curl operator, as also suggested by the following lemma:

Lemma 2.6. (The exterior derivative in two and three dimensions)

1. Let U ⊂ R2. If f ∈ Ω0(U), then

df = (grad(f))j dx
j.

If α = F1 dx
1 + F2 dx

2 ∈ Ω1(U) and F = (F1, F2), then

dα = (curl(F )) dx1 ∧ dx2.

2. Let U ⊂ R3. If f ∈ Ω0(U), then

df = (grad(f))j dx
j.

If α = Fj dx
j ∈ Ω1(U) and F = (F1, F2, F3), then

dα = (curl(F ))j dx
ĵ

where

dx1̂ := dx2 ∧ dx3, dx2̂ := dx3 ∧ dx1, dx3̂ := dx1 ∧ dx2.

Finally, if u = Fj dx
ĵ ∈ Ω2(U) and F = (F1, F2, F3), then

du = (div(F )) dx1 ∧ dx2 ∧ dx3.
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Proof. Exercise (partly contained in the examples above). �

Exercise 2.6. Complete the proof of Lemma 2.6.

Let us now verify that d ◦ d is always zero.

Lemma 2.7. d ◦ d = 0 on Ωk(U) for any k with 0 ≤ k ≤ n.

Proof. If α = αI dx
I ∈ Ωk(U), we compute

dα =
n∑
k=1

∑
I∈Ik

∂kαI dx
k ∧ dxI

and

d(dα) =
n∑

j,k=1

∑
I∈Ik

∂jkαI dx
j ∧ dxk ∧ dxI

By the properties of the wedge product, we get

d(dα) =
∑

1≤j<k≤n

∑
I∈Ik

(∂jkαI − ∂kjαI) dxj ∧ dxk ∧ dxI .

This is = 0 since the mixed partial derivatives are equal. �

If U ⊂ Rn is open, we therefore have a sequence

(2.5) Ω0(U)
d−→ Ω1(U)

d−→ . . .
d−→ Ωn−1(U)

d−→ Ωn(U)

and the composition of any two subsequent operators is zero. This

gives the desired generalization of (2.2) and (2.3) to any dimension. In

fact we have obtained much more: as we will see during this course,

differential forms turn out to be an object of central importance in

many kinds of analysis on manifolds.

Differential forms as tensors. It will be useful to interpret dif-

ferential forms as tensor fields satisfying an extra condition.

Definition. Anm-tensor field (uj1···jm)nj1,...,jm=1 in U ⊂ Rn is called

alternating if ujσ(1)···jσ(m)
= (−1)sgn(σ)uj1···jm for any j1, . . . , jm and for

any σ which is a permutation of {1, . . . ,m}.

We understand that 0-tensor fields and 1-tensor fields are always

alternating. A 2-tensor field u = (ujk)
n
j,k=1 is alternating iff ukj = −ujk

for any j, k, i.e. the matrix (ujk) is skew-symmetric at each point. An

m-tensor field u = (uj1···jm) is alternating iff uj1···jm changes sign when

any two indices are interchanged (since any permutation can be ex-

pressed as the product of transpositions). Note that for an alternating

tensor, uj1···jm = 0 whenever (j1, . . . , jm) contains a repeated index.
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Theorem 2.8. If U ⊂ Rn is open and 0 ≤ k ≤ n, the set Ωk(U)

can be identified with the set of alternating k-tensor fields on U .

Proof. Consider the map

T : Ωk(U)→ {alternating k-tensors}, αI dx
I 7→ (α̃j1···jk)

where

α̃j1···jk :=

{
0, (j1, . . . , jk) contains a repeated index,

1√
k!

(−1)sgn(σ)αI , (j1, . . . , jk) contains no repeated index,

where σ is the permutation of {1, . . . , k} such that I = (jσ(1), . . . , jσ(k))

is the unique element of Ik containing the same entries as (j1, . . . , jk).

(The constant 1√
k!

is a harmless normalizing factor which will be useful

later.) Then (α̃j1···jk) is alternating by construction. It is clear that

T is injective, and surjectivity follows since any alternating tensor is

uniquely determined by the elements α̃I where I ∈ Ik. �

Exercise 2.7. Prove that an m-tensor field u, considered as an

m-linear form, is alternating if and only if u(v1, . . . , vm) = 0 whenever

vj = vk for some pair (j, k) with j 6= k.

Cohomology. By Lemma 2.7, we observe that

u = dα for some α ∈ Ωk−1(U) =⇒ du = 0.

This may be rephrased as follows:

Im(d|Ωk−1(U)) is a linear subspace of Ker(d|Ωk(U)).

We express this in one more way: if u ∈ Ωk(U), we say that u is closed if

du = 0 and that u is exact if u = dα for some α ∈ Ωk−1(U). Thus, any

exact differential form is closed. The question of whether any closed

form is exact depends on the topological properties of U . To study this

property we make the following definition.

Definition. The de Rham cohomology groups of U are defined by

Hk
dR(U) = Ker(d|Ωk(U))/Im(d|Ωk−1(U)), 0 ≤ k ≤ n.

By this definition each Hk
dR(U) is in fact a (quotient) vector space,

not just a group. Any closed k-form is exact iff Hk
dR(U) = {0}. This

happens for all k ≥ 1 at least when U has very simple topology.
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Lemma 2.9. (Poincaré lemma) If U ⊂ Rn is open and star-shaped

with respect to some x0 ∈ U (meaning that for any x ∈ U the line

segment between x0 and x lies in U), then

Hk
dR(U) =

{
R, k = 0,

{0}, 1 ≤ k ≤ n.

Proof. For simplicity we only do the proof for n = 2, see [MT]

for the general case (which is somewhat more involved). Assume that

U is star-shaped with respect to 0. We have

H0
dR(U) = Ker(d|Ω0(U)) = {f ∈ C∞(U) ; grad(f) = 0}.

But if f ∈ C∞(U) satisfies grad(f) = 0 in the connected set U , then f

must be constant since

f(x) = f(0) +

∫ 1

0

d

dt
f(tx) dt = f(0) +

∫ 1

0

∇f(tx) · x dt = f(0).

Thus H0
dR(U) is one-dimensional and thus isomorphic to R.

We next show that H1
dR(U) = {0}, that is, for any F ∈ C∞(U,R2)

we have

curl(F ) = 0 =⇒ F = grad(f) for some f ∈ C∞(U).

Let F = (F1, F2) satisfy ∂1F2− ∂2F1 = 0. Then f should be some kind

of integral of F , in fact we may just take

f(x) :=

∫ 1

0

Fj(tx)xj dt, x ∈ U.

Then, using that ∂1F2 = ∂2F1, we compute

∂1f(x) =

∫ 1

0

[
∂1Fj(tx)txj + F1(tx)

]
dt

=

∫ 1

0

[
∂1F1(tx)tx1 + ∂2F1(tx)tx2 + F1(tx)

]
dt

=

∫ 1

0

d

dt
[tF1(tx)] dt = F1(x).

Similarly ∂2f(x) = F2(x), showing that F = grad(f).

Finally we show that H2
dR(U) = {0}, which means that

f ∈ C∞(U) =⇒ f = curl(F ) for some F ∈ C∞(U,R2).
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Again Fj should be integrals of f . We may define

F1(x) := −
∫ 1

0

f(tx)tx2 dt, F2(x) :=

∫ 1

0

f(tx)tx1 dt.

Then

∂1F2 − ∂2F1 =

∫ 1

0

[
∂1f(tx)t2x1 + ∂2f(tx)t2x2 + 2tf(tx)

]
dt

=

∫ 1

0

d

dt

[
t2f(tx)

]
dt = f(x). �

Exercise 2.8. Prove Lemma 2.9 for general n when k = 1.

Exercise 2.9. Prove Lemma 2.9 for general n and k (you may use

[MT] or some other reference).

In general, the cohomology groups for k = 0 are very simple.

Lemma 2.10. If U ⊂ Rn is open, then dim(H0
dR(U)) is the number

of connected components of U (possibly ∞).

Exercise 2.10. Prove Lemma 2.10.

For the case k = 1, a sufficient condition for H1
dR(U) = {0} is given

as follows.

Definition. Let U ⊂ Rn be open.

(a) Let γ0, γ1 : [0, 1]→ U be continuous closed curves (i.e. contin-

uous maps with γj(0) = γj(1)). The curves γ0 and γ1 are said

to be homotopic (resp. smoothly homotopic) within U if there

is a continuous (resp. smooth) map H : [0, 1]× [0, 1]→ U such

that H(0, t) = γ0(t), H(1, t) = γ1(t), and H(s, 0) = H(s, 1)

for all s ∈ [0, 1].

(b) We say that U is simply connected if U is connected and any

continuous closed curve in U is null-homotopic, i.e. homotopic

within U to some constant curve η(t) ≡ x0 with x0 ∈ U .

The map H in (a) is called a homotopy between γ0 and γ1. Writing

γs(t) = H(s, t), we can think of (γs)s∈[0,1] as a continuous deformation

from γ0 to γ1.

Recall also that in complex analysis, a set U ⊂ R2 is called sim-

ply connected if both U and R2 \ U are connected. This definition is

equivalent to the one above for n = 2 but not for n ≥ 3.
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Lemma 2.11. If U ⊂ Rn is simply connected, then H1
dR(U) = {0}.

The proof is contained in the following exercises.

Exercise 2.11. Let U ⊂ Rn be connected and F ∈ Ω1(U). Fix

x0 ∈ U , and define

f(x) =

∫
γx0,x

F :=

∫ 1

0

F (γx0,x(t)) · γ̇x0,x(t) dt

where γx0,x : [0, 1] → U is a smooth curve joining x0 and x. Assume

that the definition does not depend on the choice of the curve γx0,x.

Show that then f ∈ Ω0(U) and df = F .

Exercise 2.12. If U ⊂ Rn is open, F ∈ Ω1(U) is closed, and

γ : [0, 1] → U is a smooth closed curve that is smoothly homotopic to

a constant curve, prove that ∫
γ

F = 0.

(Hint: compute ∂s(
∫
γs
F ).)

Exercise 2.13. Prove Lemma 2.11. (Hint: use Exercises 2.11–2.12

and smooth approximations to continuous maps.)

We conclude by mentioning some facts about the de Rham coho-

mology groups (for more details see [MT]):

• The de Rham cohomology groups are topological invariants : if

U and V are homeomorphic open sets in Euclidean space, then

Hk
dR(U) andHk

dR(V ) are isomorphic as vector spaces for each k.

(In fact this holds more generally when U and V are homotopy

equivalent.) This gives a potential way of showing that two sets

U and V are not homeomorphic; it would be enough to check

that some cohomology groups are not isomorphic.

• Note however that it is possible for non-homeomorphic spaces

to have the same cohomology groups (e.g. the Whitehead man-

ifold has the same cohomology groups as R3).

• In many cases (e.g. if U ⊂ Rn is a bounded open set with

smooth boundary), the vector spaces Hk
dR(U) are finite dimen-

sional. The dimension of Hk
dR(U) is an important topological

invariant, namely the kth Betti number of U .
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• Very loosely speaking, the cohomology groups may give some

information about “holes” in a set. For instance, if K1, . . . , KN

are disjoint closed balls in Rn, then

Hk
dR(Rn \ ∪Nj=1Kj) =


R, if k = 0,

RN , if k = n− 1,

{0} otherwise.

Later in this course we will discuss Hodge theory, which studies the

cohomology groups Hk
dR(M) where M is a compact manifold via the

Laplace operator acting on differential forms on M .

2.4. Riemannian metrics

An open set U ⊂ Rn is often thought to be “homogeneous” (the

set looks the same near every point) and “flat” (if U is considered as

a subset of Rn+1 lying in the hyperplane {xn+1 = 0}, then U has the

geometry induced by the flat hypersurface {xn+1 = 0}). In this section

we will introduce extra structure on U which makes it “inhomogeneous”

(the properties of the set vary from point to point) and “curved” (U

has some geometry that is different from the geometry induced by a

flat hypersurface {xn+1 = 0}).

Motivation. An intuitive way of introducing this extra structure

is to think of U as a medium where sound waves propagate. The prop-

erties of the medium are described by a function c : U → R+, which

is thought of as the sound speed of the medium. If U is homogeneous,

the sound speed is constant (c(x) = 1 for each x ∈ U), but if U is

inhomogeneous then the sound speed varies from point to point.

Consider now a C1 curve γ : [0, 1] → U . The tangent vector γ̇(t)

of this curve is thought to be a vector at the point γ(t). If the sound

speed is constant (c ≡ 1), the length of the tangent vector is just the

Euclidean length:

|γ̇(t)|e :=

[
n∑
j=1

γ̇j(t)2

]1/2

.

In the case of a general sound speed c : U → R+, one can think that at

points where c is large the curve moves very quickly and consequently

has short length. Thus we may define the length of γ̇(t) with respect
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to the sound speed c by

|γ̇(t)|c :=
1

c(γ(t))

[
n∑
j=1

γ̇j(t)2

]1/2

.

It is useful to generalize the above setup in two directions. First,

in addition to measuring lengths of tangent vectors we would also like

to measure angles between tangent vectors (in particular we want to

know when two tangent vectors are orthogonal). Second, if the sound

speed is a scalar function on U , then the length of a tangent vector

is independent of its direction (the medium is isotropic). We wish to

allow the medium to be anisotropic, which will mean that the sound

speed may depend on direction and should be a matrix valued function.

In order to measures lengths and angles of tangent vectors, it is

enough to introduce an inner product on the space of tangent vectors

at each point. The tangent space is defined as follows:

Definition. If U ⊂ Rn is open and x ∈ U , the tangent space at x

is defined as

TxU := {x} × Rn.

The tangent bundle of U is the set

TU :=
⋃
x∈U

TxU.

Of course, each TxU can be identified with Rn (and we will often

do so), and a vector v ∈ TxU is written in terms of its coordinates as

v = (v1, . . . , vn). Now if 〈 · , · 〉 is any inner product on Rn, there is

some positive definite symmetric matrix A = (ajk)
n
j,k=1 such that

〈v, w〉 = Av · w, v, w ∈ Rn.

Exercise 2.14. Prove the above statement.

The next definition introduces an inner product on the space of

tangent vectors at each point:

Definition. A Riemannian metric on U is a matrix-valued func-

tion g = (gjk)
n
j,k=1 such that each gjk is in C∞(U), and (gjk(x)) is a

positive definite symmetric matrix for each x ∈ U . The corresponding

inner product on TxU is defined by

〈v, w〉g := gjk(x)vjwk, v, w ∈ TxU.
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The length of a tangent vector is

|v|g := 〈v, v〉1/2g =
(
gjk(x)vjvk

)1/2
, v ∈ TxU.

The angle between two tangent vectors v, w ∈ TxU is the number

θg(v, w) ∈ [0, π] defined by

cos θg(v, w) =
〈v, w〉g
|v|g|w|g

.

We will often drop the subscript and write 〈 · , · 〉 or | · | if the metric

g is fixed. To connect the above definition to the discussion about sound

speeds, a scalar sound speed c(x) corresponds to the Riemannian metric

gjk(x) =
1

c(x)2
δjk.

Example. (a) (Euclidean metric) If U ⊂ Rn is open, the most

standard Riemannian metric that one can put on U is the

Euclidean metric given by

gjk(x) = δjk, x ∈ U.

This is clearly a smooth positive definite symmetric matrix

function on U . If x ∈ U and v, w ∈ TxU , the inner product

〈v, w〉g is the dot product v · w and the length |v|g is the Eu-

clidean length of v. The set U equipped with this metric is

homogeneous and flat (its Riemann curvature tensor is ≡ 0),

and geodesics are straight lines.

(b) (Sphere) Let Sn = {x ∈ Rn+1 : |x| = 1} be the n-sphere with

north pole en+1. As we will see later, the Euclidean metric

on Rn+1 induces a standard Riemannian metric on the hyper-

surface Sn called the round metric. The sphere Sn with this

metric has constant sectional curvature +1, and the geodesics

are the great circles. Let Φ be the stereographic projection

Φ : Sn \ {en+1} → Rn, Φ(ξ, xn+1) =
ξ

1− xn+1

.

This is a bijective map. If we equip Rn with the metric

gjk(x) =
4

(|x|2 + 1)2
δjk,

then the stereographic projection becomes an isometry (i.e.

distance-preserving map) from Sn\{en+1} with the round met-

ric to (Rn, g).
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(c) (Hyperbolic space) Consider U = Rn
+ = {x ∈ Rn : xn > 0}

with the metric

gjk(x) =
1

x2
n

δjk.

The space (U, g) is one of the standard models of hyperbolic

space (the model space with constant sectional curvature −1).

Another equivalent model for hyperbolic space is (B, h) where

B ⊂ Rn is the unit ball and

hjk(x) =
4

(1− |x|2)2
δjk.

Finally, we introduce some notation that will be very useful.

Notation. If g = (gjk) is a Riemannian metric on U , we write

(gjk)nj,k=1 = g−1

for the inverse matrix of (gjk)
n
j,k=1, and

|g| = det(g)

for the determinant of the matrix (gjk)
n
j,k=1.

In particular, we note that gjkg
kl = δlj for any j, l = 1, . . . , n, where

δlj denotes the Kronecker symbol.

2.5. Geodesics

Lengths of curves. Consider an open set U that is equipped with

a Riemannian metric g. As we saw above, one can measure lengths of

tangent vectors with respect to g, and this makes it possible to measure

lengths of curves as well.

Definition. A smooth map γ : [a, b] → U whose tangent vector

γ̇(t) is always nonzero is called a regular curve. The length of γ is

defined by

L(γ) :=

∫ b

a

|γ̇(t)| dt.

The length of a piecewise regular curve is defined as the sum of lengths

of the regular parts. The Riemannian distance between two points

p, q ∈ U is defined by

d(p, q) := inf{L(γ) ; γ : [a, b]→ U is a piecewise regular curve with

γ(a) = p and γ(b) = q}.
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Exercise 2.15. Show that L(γ) is independent of the way the curve

γ is parametrized, and that we may always parametrize γ by arc length

so that |γ̇(t)| = 1 for all t.

The previous exercise shows that we can always reparametrize a

piecewise regular curve by arc length, so that one will have |γ̇(t)| = 1.

A curve satisfying |γ̇(t)| ≡ 1 is called a unit speed curve (similarly a

curve with |γ̇(t)| ≡ const is called a constant speed curve).

Exercise 2.16. Show that d is a metric distance function on U ,

and that (U, d) is a metric space whose topology is the same as the

Euclidean topology on U .

Geodesic equation. We now wish to show that any length mini-

mizing curve satisfies a certain ordinary differential equation.

Theorem 2.12. (Length minimizing curves are geodesics) Suppose

U ⊂ Rn is open, let g be a Riemannian metric on U , and let γ : [a, b]→
U be a piecewise regular unit speed curve. Assume that γ minimizes

the distance between its endpoints, in the sense that

L(γ) ≤ L(η) for any piecewise regular curve η from γ(a) to γ(b).

Then γ is a regular curve, and it satisfies the geodesic equation

γ̈l(t) + Γljk(γ(t))γ̇j(t)γ̇k(t) = 0, 1 ≤ l ≤ n,

where Γljk are the Christoffel symbols of the metric g:

(2.6) Γljk :=
1

2
glm(∂jgkm + ∂kgjm − ∂mgjk), 1 ≤ j, k, l ≤ n.

Example. If g is the Euclidean metric on U , so that gjk(x) = δjk,

then all the Christoffel symbols Γljk are zero. The geodesic equation

becomes just

γ̈l(t) = 0, 1 ≤ l ≤ n.

Solving this equation shows that

γ(t) = tv + w

for some vectors v, w ∈ Rn. Thus Theorem 2.12 recovers the classi-

cal fact that any length minimizing curve in Euclidean space is a line

segment.
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Any smooth curve that satisfies the geodesic equation is called a

geodesic, and the conclusion of Theorem 2.12 can be rephrased so that

any length minimizing curve is a geodesic. The fact that length min-

imizing curves satisfy the geodesic equation gives powerful tools for

studying these curves. For instance, one can show that

• any geodesic has constant speed and is therefore regular

• given any x ∈ U and v ∈ TxU , there is a unique geodesic

starting at point x in direction v

• any geodesic minimizes length at least locally (but not always

globally)

• a set U with Riemannian metric g is geodesically complete,

meaning that every geodesic is defined for all t ∈ R, if and

only if the metric space (U, dg) is complete (this is the Hopf-

Rinow theorem).

The rest of this section is occupied with the proof of Theorem 2.12.

See [Le1, Chapter 6] for more details on these facts.

Variations of curves. Let γ : [a, b] → U be a piecewise regular

length minimizing curve. We will prove Theorem 2.12 by considering

families of curves (γs) where s ∈ (−ε, ε) and γ0 = γ, and all curves γs
start at γ(a) and end at γ(b). Such a family is called a variation (or a

fixed-endpoint variation) of γ. By the length minimizing property,

L(γ0) ≤ L(γs) for s ∈ (−ε, ε),

so if the dependence on s is at least C1 we obtain that d
ds
L(γs)

∣∣
s=0

= 0.

This fact, applied to many different families (γs), will imply that γ is

smooth and solves the geodesic equation.

If (γs) is a family or curves with γ0 = γ, we think of V (t) :=
∂
∂s
γs(t)

∣∣
s=0

as the “infinitesimal variation” of the curve γ that leads to

the family (γs). The vector V (t) should be thought of as an element

of Tγ(t)U . The next result shows that one can reverse this process, and

obtain a variation of γ from any given infinitesimal variation V .

In this result and below, we assume that the piecewise regular curve

γ is fixed and that there is a subdivision of [a, b],

a = t0 < t1 < . . . < tN < tN+1 = b,

such that γ|(tj ,tj+1) is regular for each j with 0 ≤ j ≤ N .
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Lemma 2.13. (Variations of curves) If V : [a, b]→ Rn is a contin-

uous map such that V |(tj ,tj+1) is C∞ for each j and V (a) = V (b) = 0,

then there exists ε > 0 and a continuous map

Γ : (−ε, ε)× [a, b]→ U

such that the curves γs : [a, b]→ U, γs(t) := Γ(s, t) satisfy the following:

(1) each γs is a piecewise regular curve with endpoints γ(a) and

γ(b), and γs|(tj ,tj+1) is regular for each j,

(2) γ0 = γ,

(3) s 7→ γs(t) is C∞ and ∂
∂s
γs(t)

∣∣
s=0

= V (t) for each t ∈ [a, b].

Proof. Define

Γ : (−ε, ε)× [a, b]→ U, Γ(s, t) := γ(t) + sV (t)

where ε is so small that Γ takes values in U . The properties (1)–(3)

follow immediately from the definition. �

We can now compute the derivative d
ds
L(γs)

∣∣
s=0

that was mentioned

above. In classical terminology, this is called the first variation of the

length functional.

Lemma 2.14. (First variation formula) Let γ be a piecewise regular

unit speed curve, and let (γs) be a variation of γ associated with V as

in Lemma 2.13. Then

d

ds
L(γs)

∣∣
s=0

= −
N∑
j=0

∫ tj+1

tj

〈Dtγ̇(t), V (t)〉 dt−
N∑
j=1

〈∆γ̇(tj), V (tj)〉

where Dtγ̇(t) is the element of Tγ(t)U defined by

(Dtγ̇(t))l := γ̈l(t) + Γljk(γ(t))γ̇j(t)γ̇k(t), 1 ≤ l ≤ n,

and ∆γ̇(tj) := γ̇(tj+)− γ̇(tj−) is the jump of γ̇(t) at tj.

Remark. We will later give an invariant meaning to Dtγ̇(t) and in-

terpret is as the covariant derivative of γ̇(t) along the curve γ. However,

at this point it is enough to think of Dtγ̇(t) just as some expression

that comes out when we compute the derivative d
ds
L(γs)

∣∣
s=0

.

Proof. Define

I(s) := L(γs) =
N∑
j=0

∫ tj+1

tj

[gpq(γs(t))γ̇
p
s (t)γ̇

q
s(t)]

1/2 dt.
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To prepare for computing the derivative I ′(0), define two vector fields

T (t) := ∂tγs(t)|s=0 = γ̇(t), V (t) := ∂sγs(t)|s=0.

Using that |γ̇0(t)| = |T (t)| ≡ 1 and (gjk) is symmetric, we have

I ′(0) =
1

2

N∑
j=0

∫ tj+1

tj

(∂rgpq(γ(t))V r(t)T p(t)T q(t) + 2gpq(γ(t))V̇ p(t)T q(t)) dt.

Integrating by parts in the last term, this shows that

I ′(0) =
N∑
j=0

∫ tj+1

tj

[
1

2
∂rgpq(γ)T pT q − ∂mgrq(γ)TmT q − grq(γ)Ṫ q

]
V r dt

+
N∑
j=0

[〈V (tj+1), T (tj+1)〉 − 〈V (tj), T (tj)〉] .

Using that V (t0) = V (tN+1) = 0 and that V is continuous, the bound-

ary term becomes −
∑N

j=1〈∆γ̇(tj), V (tj)〉 as required. For the integrals,

we use that

∂mgrq(γ)TmT q =
1

2
(∂mgrq(γ) + ∂qgrm(γ))TmT q

which gives

− 〈Dtγ̇(t), V (t)〉 = −grq(γ)(Ṫ q + ΓqjkT
jT k)V r

= −grq(γ)Ṫ q − 1

2
[∂jgkr + ∂kgjr − ∂rgjk]T jT k)V r

= −grq(γ)(Ṫ q +
1

2
∂rgpq(γ)T pT q − ∂mgrq(γ)TmT q)V r.

This proves the result. �

Proof of Theorem 2.12. Let γ : [a, b]→ U be a piecewise reg-

ular unit speed curve that minimizes the length between its endpoints.

If V is any vector field as in Lemma 2.13 and (γs) is the corresponding

variation of γ, we must have

L(γ0) ≤ L(γs)

for s ∈ (−ε, ε). Therefore d
ds
L(γs)

∣∣
s=0

= 0. But the first variation

formula (Lemma 2.14) shows that

(2.7)
N∑
j=0

∫ tj+1

tj

〈Dtγ̇(t), V (t)〉 dt+
N∑
j=1

〈∆γ̇(tj), V (tj)〉 = 0

for any such V .
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We first show that γ solves the geodesic equation on each interval

(tj, tj+1). Fix j ∈ {0, . . . , N} and choose V such that

V (t) := ϕ(t)Dtγ̇(t)

where ϕ is any function in C∞c ((tj, tj+1)). This V is an admissible

choice in Lemma 2.14, and then (2.7) implies that∫ tj+1

tj

|Dtγ̇(t)|2ϕ(t) dt = 0

for any ϕ ∈ C∞c ((tj, tj+1)). Varying ϕ shows that we must have

Dtγ̇(t)|(tj ,tj+1) = 0 for each j.

We next show that γ has no corners and is a C1 curve in [a, b].

Going back to (2.7), we have

N∑
j=1

〈∆γ̇(tj), V (tj)〉 = 0

for any V with V (a) = V (b) = 0. Now, if ∆γ̇(tj) 6= 0 for some j, we

can choose V with V (tj) = ∆γ̇(tj) and V (tk) = 0 for k 6= j. This

would imply that

|∆γ̇(tj)|2 = 0

which contradicts the assumption ∆γ̇(tj) 6= 0. This shows that we

must have ∆γ̇(tj) = 0 for each j, and it follows that γ is in fact a C1

curve in [a, b].

Finally, since γ|(tj ,tj+1) solves the geodesic equation for each j and

since γ is C1 near each tj, the existence and uniqueness theorem for

ODE implies that γ|(tj ,tj+1) is the unique smooth continuation of the

solution γ|(tj−1,tj). Thus in fact γ solves the geodesic equation and is

C∞ near each tj, and γ is a regular curve solving the geodesic equation

on [a, b]. �

The previous proof shows actually more than stated in the theorem.

We say that a piecewise regular curve γ is a critical point of the length

functional L if d
ds
L(γs)

∣∣
s=0

= 0 for any fixed-endpoint variation of γ as

in Lemma 2.13.

Theorem 2.15. The critical points of L are exactly the geodesic

curves.

Proof. The proof of Theorem 2.12 shows that any critical point

of L is a geodesic curve. To see the converse, let γ be a geodesic curve
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so that γ is C∞ and Dtγ̇(t) = 0 in [a, b]. By the first variation formula

(Lemma 2.14) any such curve satisfies d
ds
L(γs)

∣∣
s=0

= 0, so any geodesic

must be a critical point of L. �

Remark. Let us give a more geometric interpretation of the proof

of Theorem 2.12. Suppose that γ is a piecewise regular curve which is

smooth in (tj, tj+1) for 0 ≤ j ≤ N . The preceding proof shows that

d

ds
L(γs)

∣∣∣
s=0

= −
N∑
j=0

∫ tj+1

tj

〈Dtγ̇(t), V (t)〉 dt−
N∑
j=1

〈∆γ̇(tj), V (tj)〉

where (γs) is a variation of γ related to V as in Lemma 2.14. Choosing

V (t) := ϕ(t)Dtγ̇(t)

where ϕ is a nonnegative function supported in (tj, tj+1) shows that

d

ds
L(γs)

∣∣∣
s=0

= −
∫ tj+1

tj

ϕ(t)|Dtγ̇(t)|2 dt ≤ 0.

Thus if Dtγ̇(t) 6= 0 somewhere in (tj, tj+1), the derivative can be made

strictly negative. This means we can always make the curve γ shorter

by deforming it in the direction of Dtγ̇(t).

Assume now that γ solves the geodesic equation in each segment

(tj, tj+1) where it is smooth. If one has ∆γ̇(tj) 6= 0 and if we choose V

so that V (tj) = ∆γ̇(tj) and V (tk) = 0 for k 6= j, then

d

ds
L(γs)

∣∣∣
s=0

= −|∆γ̇(t)|2 < 0.

This shows that a “broken geodesic” with corner at tj can always be

made shorter by deforming it in the direction of ∆γ̇(tj). This argument

of “rounding the corner” was the key point in showing that length

minimizing curves are C∞.

2.6. Integration and inner products

This section will largely consist of definitions. We explain a natural

way of integrating functions with respect to a Riemannian metric g,

given by the volume form dVg. This leads to an L2 inner product

first for scalar functions and then for vector fields and tensor fields.

Finally we discuss the codifferential operator δ, which is the adjoint

of the exterior derivative of d with respect to the L2 inner product on

differential forms. On 1-forms δ can be interpreted as a Riemannian
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divergence operator. The operator δ will be used in the next section

to define the Laplace operator.

Integration. Let U be an open set, and let g be a Riemannian

metric on U . If f is a function in (say) Cc(U), we wish to consider the

integral of f over U with respect to the metric g. The idea is that the

metric g gives a way of measuring infinitesimal volumes, in the same

way that it allows to measure lengths and angles of tangent vectors.

Motivation. Since in this chapter we are restricting ourselves to

using Cartesian coordinates, the integral of f over U should be approx-

imately given by

(2.8)

∫
U

f(x) dVolg(x) ≈
N∑
j=1

f(xj)Volg(Qj)

where {Q1, . . . , QN} are very small congruent cubes whose sides are

parallel to the Cartesian coordinate axes such that the cubes approxi-

mately tile U , and xj is the center of Qj. Now if Qj has sidelength h,

one should have

Volg(Qj) = Volg(he1|xj , . . . , hen|xj)

where Volg(v1, . . . , vn) is the Riemannian volume of the parallelepiped

generated by the vj (this is the set {
∑n

j=1 tjvj ; tj ∈ [0, 1]}).
The volume should have the following properties if the vj have very

small (infinitesimal) length:

(a) If v1, . . . , vn are orthogonal with respect to g, one should have

Volg(v1, . . . , vn) ≈ |v1|g · · · |vn|g.
(b) If A is a matrix with Avj = λjvj, j = 1, . . . , n, one should

have Volg(Av1, . . . , Avn) ≈ λ1 · · ·λnVolg(v1, . . . , vn).

(c) More generally if A is any n×n matrix, then one should have

Volg(Av1, . . . , Avn) ≈ det(A)Volg(v1, . . . , vn).

Fix now a point x ∈ U , write G = (gjk(x))nj,k=1, and note that the set

{G−1/2e1, . . . , G
−1/2en} is an g-orthonormal basis of TxU :

〈G−1/2ej, G
−1/2ek〉g = gpq(x)(G−1/2ej)

p(G−1/2ek)
q

= G(G−1/2ej) · (G−1/2ek) = G−1/2GG−1/2ej · ek
= ej · ek = δjk.
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Thus the volume of an infinitesimal parallelepiped should be

Volg(he1|x, . . . , hen|x) ≈ hnVolg(G
1/2(G−1/2e1)|x, . . . , G1/2(G−1/2en)|x)

≈ hn|g(x)|1/2

where |g(x)| = det(gjk(x)). Going back to (2.8), this would give∫
U

f(x) dVolg(x) ≈
N∑
j=1

f(xj)|g(xj)|1/2hn →
h→0

∫
U

f(x)|g(x)|1/2 dx.

The above discussion motivates the following definitions:

Definition. Let U ⊂ Rn be open, and let g be a Riemannian

metric on U . If f ∈ Cc(U), we define the integral of f by∫
U

f(x) dVg(x) :=

∫
U

f(x)|g(x)|1/2 dx.

The Riemannian volume of a measurable set E ⊂ U is

Volg(E) :=

∫
E

|g(x)|1/2 dx.

If 1 ≤ p <∞, the Lp norm of f is

‖f‖Lp(U,dVg) :=

(∫
U

|f |p dVg
)1/p

.

The space Lp(U, dVg) is the completion of Cc(U) in the Lp norm.

It follows that Lp(U, dVg) is a Banach space whenever 1 ≤ p <∞.

Remark. The quantity dVg is usually called the volume form of

the Riemannian manifold (U, g). To justify this terminology, one should

interpret dVg as the differential n-form (element of Ωn(U)) given by

dVg = |g|1/2 dx1 ∧ . . . ∧ dxn.

One can equivalently think of dVg as a measure, i.e. (using the Riesz

representation theorem for measures) as a linear operator acting on

functions in Cc(U) by

f 7→
∫
U

f dVg.

In the present setting where U ⊂ Rn, this measure is absolutely con-

tinuous with respect to Lebesgue measure (dVg(x) = |g(x)|1/2 dx).
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Inner products. The most important case of Lp spaces during

this course is p = 2. In fact, L2(U, dVg) is a Hilbert space with the

following inner product.

Definition. If u, v ∈ L2(U, dVg) we define

(u, v)L2 :=

∫
U

uv dVg.

We now wish to define an L2 inner product for vector fields and

tensor fields on U as well. The case of vector fields comes naturally: if

F,G ∈ Cc(U,Rn) are two vector fields, so that F (x), G(x) ∈ TxU for

each x ∈ U , the g-inner product of F (x) and G(x) is

(2.9) 〈F (x), G(x)〉g = gjk(x)F j(x)Gk(x).

The L2 inner product of F and G is then defined by

(F,G)L2 :=

∫
U

〈F (x), G(x)〉g dVg(x)

=

∫
U

gjk(x)F j(x)Gk(x)|g(x)|1/2 dx.

Next consider the case of 1-forms. Let α and β be two 1-forms in

U whose coordinate functions are in Cc(U), meaning that α = αj dx
j

and β = βk dx
k where αj, βk ∈ Cc(U). If α(x) denotes the expression

αj(x) dxj, in analogy with (2.9) it seems natural to define the g-inner

product

(2.10) 〈α(x), β(x)〉g := gjk(x)αj(x)βk(x).

Recall that (gjk) is the inverse matrix of (gjk). The L2 inner product

of two compactly supported 1-forms α and β is defined by

(α, β)L2 :=

∫
U

〈α(x), β(x)〉g dVg(x)

=

∫
U

gjk(x)αj(x)βk(x)|g(x)|1/2 dx.(2.11)

Motivated by (2.10), one can define the L2 inner product of two

tensor fields with components in Cc(U). In particular, this gives an L2

inner product on differential forms since k-forms can be identified with

certain (alternating) k-tensor fields by Theorem 2.8.
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Definition. Let u = (uj1···jm)nj1,...,jm=1 and v = (vk1···km)nk1,...,km=1

be two tensor fields such that each uj1···jm and vk1···km is in Cc(U). The

L2 inner product of u and v is

(u, v)L2 :=

∫
U

gj1k1(x) · · · gjmkm(x)uj1···jm(x)vk1···km(x)|g(x)|1/2 dx.

If α and β are differential k-forms whose component functions are in

Cc(U), we denote by

(α, β)L2 := (α̃, β̃)L2

the inner product of the corresponding tensor fields as in Theorem 2.8.

Exercise 2.17. Show that the L2 inner product of tensor fields

defined above is indeed an inner product.

Recall that if α = αI dx
I is a k-form, Theorem 2.8 identifies α with

the k-tensor α̃ defined by

α̃j1···jk :=

{
0, (j1, . . . , jk) contains a repeated index,

1√
k!
εj1···jkαR(j1,...,jk), (j1, . . . , jk) contains no repeated index,

where R(j1, . . . , jk) = (jσ(1), . . . , jσ(k)) where σ is the unique permuta-

tion of {1, . . . , k} such that j1 < j2 < . . . < jk (thus R puts the indices

in increasing order), and εj1···jk = (−1)sgn(σ).

Notice that if α and β are 1-forms, this inner product is equal to

(2.11).

Example. Let U ⊂ Rn be open and let g be the Euclidean metric,

so gjk = δjk. Then |g(x)| ≡ 1 and gjk = δjk. If α = αj dx
j and

β = βk dx
k are two 1-forms with αj, βk ∈ Cc(U), and if ~α = (α1, . . . , αn)

and ~β = (β1, . . . , βn) are the corresponding vector fields, then

(α, β)L2 =

∫
U

n∑
j=1

αjβj dx =

∫
U

~α · ~β dx.

Moreover, if u = (uj1···jm)nj1,...,jm=1 and v = (vk1···km)nk1,...,km=1 are two

tensor fields with components in Cc(U), then

(u, v)L2 =

∫
U

n∑
j1,...,jm=1

uj1···jmvj1···jm dx.
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Codifferential. Our next purpose is to consider the exterior deriv-

ative d : Ωk(U)→ Ωk+1(U) and to compute its formal adjoint operator

in the L2 inner product on forms. Below, we write Ωk
c (U) for the set

of compactly supported k-forms in U (thus α = αI dx
I is in Ωk

c (U) if

αI ∈ C∞c (U) for each I).

Theorem 2.16. (Codifferential) Let U ⊂ Rn be open and let g be

a Riemannian metric on U . For each k with 0 ≤ k ≤ n, there is a

unique linear operator

δ : Ωk(U)→ Ωk−1(U)

having the property

(2.12) (dα, β)L2 = (α, δβ)L2 , α ∈ Ωk−1
c (U), β ∈ Ωk(U).

The operator δ satisfies δ ◦ δ = 0 and δ|Ω0(U) = 0. It is a linear first

order differential operator acting on component functions, and on 1-

forms it is given by

(2.13) δβ := −|g|−1/2∂j(|g|1/2gjkβk), β = βk dx
k ∈ Ω1(U).

The proof is based on the integration by parts formula∫
U

u(∂jv) dx = −
∫
U

(∂ju)v dx, u ∈ C(U), v ∈ Cc(U).

Proof. We begin with the case k = 1. Let β = β dxk ∈ Ω1(U).

To compute δβ satisfying (2.12), we take α ∈ Ω0
c(U) = C∞c (U) and

compute

(dα, β)L2 =

∫
U

〈dα, β〉g dVg =

∫
U

gjk∂jαβk|g|1/2 dx

= −
∫
U

α|g|−1/2∂j(|g|1/2gjkβk) dVg.

Thus (2.12) will be satisfied for k = 1 if we define δ : Ω1(U) → Ω0(U)

by (2.13).

Let us now show that for any k, there is an operator δ : Ωk(U) →
Ωk−1(U) such that (2.12) holds. Let α ∈ Ωk−1

c (U) and β ∈ Ωk(U).
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Using the definitions and integration by parts, we obtain

(dα, β)L2 =

∫
U

〈∂iαI dxi ∧ dxI , βJ dxJ〉g dVg

=

∫
U

(∂iαI)βJ〈dxi ∧ dxI , dxJ〉g|g|1/2 dx

= −
∫
U

αI |g|−1/2∂i
[
|g|1/2〈dxi ∧ dxI , dxJ〉gβJ

]
dVg.

Write γI := −|g|−1/2∂i
[
|g|1/2〈dxi ∧ dxI , dxJ〉gβJ

]
. It follows that

(dα, β)L2 =

∫
U

αIγ
I dVg.

We wish to find γ = γL dx
L ∈ Ωk−1(U) such that αIγ

I = 〈α, γ〉g.
This can be done by lowering indices. First let α̃ = (α̃i1···ik−1

) and

γ̃ = (γ̃i1···ik−1) be the alternating tensor fields corresponding to αI and

γI , so for instance γ̃i1···ik−1 := 1√
(k−1)!

εi1···ik−1γR(i1,...,ik−1). Let

γ̃l1···lk−1
:= gl1i1 · · · glk−1ik−1

γ̃i1···ik−1

and let γ = γL dx
L be the (k − 1)-form corresponding to γ̃. Then

〈α, γ〉g = 〈α̃, γ̃〉g
= gi1l1 · · · gik−1lk−1α̃i1···ik−1

[
gl1p1 · · · glk−1pk−1

γ̃p1···pk−1
]

= α̃i1···ik−1
γ̃i1···ik−1 =

1

(k − 1)!
αR(i1···ik−1)γ

R(i1···ik−1) = αIγ
I .

Combining the above arguments, we have proved that

(dα, β)L2 = (α, γ)L2

for all α ∈ Ωk−1
c (U). Here γ ∈ Ωk−1(U) is determined uniquely by this

identity, thus setting δβ := γ satisfies (2.12). Inspecting the above

argument shows that δβ = γL dx
L where for L = (l1, . . . , lk−1)

(2.14) γL = −gl1i1 · · · glk−1ik−1
|g|−1/2·

∂i
[
|g|1/2〈dxi ∧ dxi1 ∧ . . . ∧ dxik−1 , dxJ〉gβJ

]
.

Thus δ is a first order operator acting on the component functions βJ .

It is clear that δ|Ω0(U) = 0, and the condition δ ◦ δ = 0 follows from

(2.12) and the fact that d ◦ d = 0. �
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Exercise 2.18. Let U ⊂ R3 and let g be the Euclidean metric. Use

the property (2.12) directly to find a formula for δ acting on Ω2(U) and

on Ω3(U).

Exercise 2.19. If β ∈ Ωk(U), use (2.14) to show that δβ = γI dx
I

where

γ̃i1...ik−1
(x) = −glr(∂rβ̃li1...ik−1

− Γjlrβ̃ji1...ik−1
)

where Γjlr are the Christoffel symbols in (2.6).

If U ⊂ Rn is an open set, in Section 2.3 we studied the sequence

(2.15) Ω0(U)
d−→ Ω1(U)

d−→ . . .
d−→ Ωn−1(U)

d−→ Ωn(U)

where d ◦ d = 0. This sequence does not depend on any Riemannian

metric on U . However, if we introduce a Riemannian metric g on U ,

then Theorem 2.16 shows that there is another sequence

(2.16) Ω0(U)
δ←− Ω1(U)

δ←− . . .
δ←− Ωn−1(U)

δ←− Ωn(U)

where δ ◦ δ = 0. As we will explain later, the sequences (2.15) and

(2.16) and the corresponding cohomology groups turn out to be dual

to each other: this is related to Poincaré duality.

2.7. Laplace-Beltrami operator

Definition. In this section we will see that on any open set equipped

with a Riemannian metric there is a canonical second order elliptic op-

erator, called the Laplace-Beltrami operator, which is an analogue of

the usual Laplacian in Rn.

Motivation. Let first U be a bounded domain in Rn with smooth

boundary, and consider the Laplace operator

(2.17) ∆ =
n∑
j=1

∂2

∂x2
j

.

Solutions of the equation ∆u = 0 are called harmonic functions, and by

standard results for elliptic PDE [Ev, Chapter 6], for any f ∈ H1(U)

there is a unique solution u ∈ H1(U) of the Dirichlet problem

(2.18)

{
−∆u = 0 in U,

u = f on ∂U.
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The last line means that u− f ∈ H1
0 (U). Recall from [Ev, Chapter 5]

that H1(U) and H1
0 (U) denote the Sobolev spaces

H1(U) := {u ∈ L2(U) : ∂ju ∈ L2(U) for 1 ≤ j ≤ n},
H1

0 (U) := closure of C∞c (U) in H1(U),

where ∂ju denotes the weak derivative. Both H1(U) and H1
0 (U) are

Hilbert spaces, and H1
0 (U) can be thought of as the set of those u ∈

H1(U) that vanish on ∂U (in the trace sense).

One way to produce the solution of (2.18) is based on variational

methods and Dirichlet’s principle [Ev, Chapter 2]. We define the

Dirichlet energy

E(v) :=
1

2

∫
U

|∇v|2 dx, v ∈ H1(U).

If we define the admissible class

Af := {v ∈ H1(U) ; v = f on ∂U},

then the solution of (2.18) is the unique function u ∈ Af which mini-

mizes the Dirichlet energy:

E(u) ≤ E(v) for all v ∈ Af .

The heuristic idea is that the solution of (2.18) represents a physical

system in equilibrium, and therefore should minimize a suitable energy

functional. The point is that one can start from the energy functional

E( · ) and conclude that any minimizer u must satisfy ∆u = 0, which

gives another way to define the Laplace operator.

From this point on, let U ⊂ Rn be open and let g be a Riemannian

metric on U . Although there is no immediately obvious analogue of

(2.17) that would take into account the metric g, there is a natural

analogue of the Dirichlet energy. It is given by

E(v) :=
1

2

∫
U

|dv|2 dV, v ∈ H1(U).

Here |dv| = |dv|g is the Riemannian length of the 1-form dv, and dV =

dVg is the volume form.

We wish to find a differential equation which is satisfied by min-

imizers of E( · ). Suppose u ∈ H1(U) is a minimizer which satisfies
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E(u) ≤ E(u+ tϕ) for all t ∈ R and all ϕ ∈ C∞c (U). We have

E(u+ tϕ) =
1

2

∫
U

〈d(u+ tϕ), d(u+ tϕ)〉 dV

= E(u) + t

∫
U

〈du, dϕ〉 dV + t2E(ϕ).

Since Iϕ(t) := E(u+ tϕ) is a smooth function of t for fixed ϕ, and since

Iϕ(0) ≤ Iϕ(t) for |t| small, we must have I ′ϕ(0) = 0. This shows that if

u is a minimizer, then

(2.19)

∫
U

〈du, dϕ〉 dV = 0

for any choice of ϕ ∈ C∞c (U). Moreover, if one has u ∈ C∞(U) (which

is the case by elliptic regularity), then by the properties of the codif-

ferential δ, one also has ∫
U

(δdu)ϕdV = 0

for all ϕ ∈ C∞c (U). Thus any minimizer u has to satisfy the equation

δdu = 0 in U.

We have arrived at the definition of the Laplace-Beltrami operator.

Definition. The Laplace-Beltrami operator on (U, g) is defined by

∆gu := −δdu.

The next result implies, in particular, that in Euclidean space ∆g

is just the usual Laplacian.

Lemma 2.17. The Laplace-Beltrami operator has the expression

∆gu = |g|−1/2∂j(|g|1/2gjk∂ku)

where, as before, |g| = det(gjk) is the determinant of g.

Proof. Follows from the coordinate expression for δ. �

Remark. There are differing sign conventions for the Laplace-

Beltrami operator. Honoring the title of this course (“Analysis on

manifolds”), we have chosen the convention which is perhaps most

common in analysis and makes the Laplace-Beltrami operator for Eu-

clidean metric equal to
∑n

j=1
∂2

∂x2j
. However, it is very common in ge-

ometry define the Laplace-Beltrami operator with the opposite sign,
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which has the benefit that the operator becomes positive. Moreover,

in probability theory a factor of 1
2

is often included in the definition. In

this course we will stick to the analysts’ convention so that ∆g = −δd.

The existence of a canonical Laplace operator associated to a Rie-

mannian metric implies that one has analogues of the classical linear

PDE:

• ∆gu = 0 (Laplace)

• ∂tu−∆gu = 0 (heat)

• ∂2
t u−∆gu = 0 (wave)

• i∂tu+ ∆gu = 0 (Schrödinger)

Therefore in physical terms, any Riemannian manifold will support

a theory for electrostatics, heat flow, acoustic wave propagation, and

quantum mechanics. Note also that the theory of geodesics leads to a

version of classical mechanics, and there are many relations between

the classical and quantum picture (i.e. between the geodesic flow and

the Laplace-Beltrami operator).

Exercise 2.20. Show that ∆g(uv) = (∆gu)v+2〈du, dv〉g +u(∆gv)

for u, v ∈ C2(U).

Exercise 2.21. If U ⊂ Rn is a bounded open set with C1 boundary,

and if u ∈ C2(U) satisfies ∆gu = 0 in U and u|∂U = 0, show that u = 0.

Exercise 2.22. Let U = {x ∈ Rn : xn > 0} and let gjk(x) =

x−2
n δjk be the hyperbolic metric. Compute ∆g, and show that

((−∆g −
1

4
(n− 1)2)u, u)L2(U,dVg) ≥ 0 for any u ∈ C∞c (U).

(This implies that the spectrum of the hyperbolic Laplacian is in the

interval [1
4
(n− 1)2,∞).)

2.8. Solutions of the Laplace equation

In this section we make the standing assumption that U ⊂ Rn is

a bounded open set with C∞ boundary, and U is equipped with a

Riemannian metric g which extends in a C∞ way to U . We will now

give the basic properties related to solutions of the Laplace-Beltrami

(or Laplace) equation

−∆gu = 0 in U.
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This is a second order elliptic equation with C∞ coefficients, and hence

these basic properties follow from [Ev, Chapter 6]. However, we give

a presentation that will easily generalize to the case of manifolds.

We will define a new Sobolev norm involving g:

‖u‖2
H1(U,dVg) := ‖u‖2

L2(U,dVg) + ‖du‖2
L2(U,dVg).

In the Riemannian setting it is more natural to work with H1(U, dVg).

However, by the next exercise, for U ⊂ Rn we can equivalently work

with H1(U) at the expense of changing certain constants in the norm

estimates.

Exercise 2.23. Show that there are c, C > 0 such that

c‖u‖L2(U) ≤ ‖u‖L2(U,dVg) ≤ C‖u‖L2(U),

c‖u‖H1(U) ≤ ‖u‖H1(U,dVg) ≤ C‖u‖H1(U).

Use this to prove that L2(U) = L2(U, dVg) and H1(U) = H1(U, dVg)

both as sets and as topological spaces.

First we show that the Dirichlet problem always has a unique weak

solution. Motivated by (2.19), we say that u ∈ H1(U) is a weak solution

of −∆gu = 0 in U if

(du, dϕ)L2(U,dVg) = 0

for all ϕ ∈ C∞c (U), or equivalently for all ϕ ∈ H1
0 (U). More generally,

we will consider the equation −∆gu = F in U . Recall the Sobolev

space

H−1(U) := (H1
0 (U))∗ = {bounded linear functionals F : H1

0 (U)→ R}.

Exercise 2.24. State the natural definitions for H1
0 (U, dVg) and

H−1(U, dVg), and show that as sets one has H1
0 (U, dVg) = H1

0 (U) and

H−1(U, dVg) = H−1(U).

Theorem 2.18 (Dirichlet problem). Given any F ∈ H−1(U) and

f ∈ H1(U), there is a unique weak solution u ∈ H1(U) of the problem

(2.20)

{
−∆gu = F in U,

u = f on ∂U.

Here we say that u ∈ H1(U) is a weak solution of (2.20) iff

(du, dv)L2(U,dVg) = F (v) for all v ∈ H1
0 (U), u− f ∈ H1

0 (U).
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One has the norm estimate

‖u‖H1(U) ≤ C(‖F‖H−1(U) + ‖f‖H1(U))

where C is independent of F and f .

The following result states that if the data F and f are more regular,

then also the solution u will be more regular. Here we use the Sobolev

space

Hk(U) := {u ∈ L2(U) : ∂αu ∈ L2(U) for all |α| ≤ k}.

Theorem 2.19 (Higher regularity). Assume the conditions in The-

orem 2.18. If F ∈ Hk(U) and f ∈ Hk+2(U) for some k ≥ 0, then

u ∈ Hk+2(U) and

‖u‖Hk+2(U) ≤ C(‖F‖Hk(U) + ‖f‖Hk+2(U))

where C is independent of F and f .

Finally, we state the weak maximum principle for solutions inH1(U).

Here we say that u ≤ C in U (resp. u ≤ C on ∂U) if (u − C)+ = 0

(resp. (u− C)+ ∈ H1
0 (U)), where

u+ := max {u, 0}.

We also say that u ≥ c in U (resp. u ≥ c on ∂U) if −u ≤ −c in U

(resp. −u ≤ −c on ∂U).

Theorem 2.20 (Weak maximum principle). Let u ∈ H1(U) solve

−∆gu = 0 in U.

If u ≤ C on ∂U , then u ≤ C in U . Similarly, if u ≥ c on ∂U , then

u ≥ c in U .

We proceed to the proofs of the above results.

Dirichlet problem. The solvability of the Dirichlet problem will

follow from Hilbert space theory and the following simple inequality.

Theorem 2.21 (Poincaré inequality). There is C > 0 so that

‖u‖L2(U,dVg) ≤ C‖du‖L2(U,dVg), u ∈ H1
0 (U).
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Proof. By density it is enough to prove the inequality for any

u ∈ C∞c (U). Since U ⊂ Rn is bounded, one has U ⊂ {a ≤ xn ≤ b} for

some a < b. Note that for any x′ ∈ Rn−1 and xn ∈ [a, b], one has

u(x′, xn) = u(x′, xn)− u(x′, a) =

∫ xn

a

∂nu(x′, t) dt.

The Cauchy-Schwarz inequality gives that

|u(x′, xn)| ≤
∫ xn

a

1 · |∂nu(x′, t)| dt ≤ (xn−a)1/2

[∫ xn

a

|∂nu(x′, t)|2 dt
]1/2

.

This implies

|u(x′, xn)|2 ≤ (xn − a)

∫ b

a

|∂nu(x′, t)|2 dt.

Integrating over Rn−1 × (a, b), and using that supp(u) ⊂ U , gives

‖u‖2
L2(U) ≤

1

2
(b− a)2‖du‖2

L2(U).

Finally, by Exercise 2.23 one can change the L2(U) norms to L2(U, dVg)

norms at the expense of increasing the constant. �

Proof of Theorem 2.18. We first consider the case f = 0. De-

fine B(u, v) := (du, dv)L2(U,dVg) for u, v ∈ H1
0 (U). We need to show that

there is u ∈ H1
0 (U) satisfying

(2.21) B(u, v) = F (v) for all v ∈ H1
0 (U).

We claim that B is an inner product on H1
0 (U). Clearly B is a sym-

metric bilinear form. By the Poincaré inequality in Theorem 2.21 we

have

B(u, u) = ‖du‖2
L2(U,dVg) ≥ c‖u‖2

L2(U,dVg).

Thus B(u, u) = 0 implies u = 0, so B is positive definite and hence it

is indeed an inner product on H1
0 (U). Moreover, the norm induced by

B is equivalent to the standard one on H1
0 (U) in the sense that

B(u, u) ≤ ‖u‖2
H1(U,dVg) ≤ C‖u‖2

H1(U),

B(u, u) =
1

2
B(u, u) +

1

2
B(u, u)

≥ (c+
1

2
)(‖u‖2

L2(U,dVg) + ‖du‖2
L2(U,dVg)) ≥ c′‖u‖2

H1(U).

This shows thatH1
0 (U) equipped with the inner productB has the same

convergent sequences and Cauchy sequences as the standard H1
0 (U). In
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particular, (H1
0 (U), B) = H1

0 (U) as topological spaces, and (H1
0 (U), B)

is a Hilbert space since H1
0 (U) is.

Now, since F is a bounded linear functional onH1
0 (U) = (H1

0 (U), B),

the Riesz representation theorem for Hilbert spaces shows that there is

a unique u ∈ H1
0 (U) satisfying (2.21). The same theorem also entails

that u satisfies the norm estimate ‖u‖H1(U) ≤ C‖F‖H−1(U). This proves

the theorem for f = 0. The general case follows from this by the next

exercise. �

Exercise 2.25. Prove the previous theorem for any F ∈ H−1(U)

and f ∈ H1(U) by looking for a solution u = f + ũ with suitable

ũ ∈ H1
0 (U).

Maximum principle. We will next prove the maximum principle.

The proof hinges on the fact, proved in the following exercises, that

u+ ∈ H1(U) whenever u ∈ H1(U).

Exercise 2.26. Let f ∈ C1(R) with f ′ ∈ L∞(R). If u ∈ H1(U),

show that f(u) ∈ H1(U) and that the weak derivatives satisfy ∂j(f(u)) =

f ′(u)∂ju.

Exercise 2.27. If u ∈ H1(U), use the previous exercise to show

that u+ ∈ H1(U) and that the weak derivatives satisfy

∂ju+ =

{
∂ju when u > 0,

0 when u ≤ 0.

(Hint: consider f(t) = (ε2 + t2)1/2 − ε when t > 0, f(t) = 0 when

t ≤ 0.)

Proof of Theorem 2.20. Let u ∈ H1(U) solve −∆gu = 0 in U .

We will show that

u ≤ 0 on ∂U =⇒ u ≤ 0 in U.

The other statements follow easily from this. Now, since u is a weak

solution, we have

(du, dv)L2(U,dVg) = 0 for all v ∈ H1
0 (U).

Since u ≤ 0 on ∂U , by definition we have u+ ∈ H1
0 (U) and we may

take v = u+ above. We also write u− = (−u)+, so that u = u+ − u−.

It follows that

(du+, du+)L2(U,dVg) − (du−, du+)L2(U,dVg) = 0.
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However, by Exercise 2.27 we have du+ = 0 on {u ≤ 0} and du− = 0

on {u ≥ 0}, which shows that the second term is zero. Thus

‖du+‖2
L2(U,dVg) = 0.

Since u+ ∈ H1
0 (U), the Poincaré inequality gives u+ = 0. This shows

that u ≤ 0 in U . �

Higher regularity. We will now prove interior regularity, stating

that if F is locally Hk in U , then the solution u is locally Hk+2 in U .

We refer to [Ev, Chapter 6] for the proof of the boundary regularity

part of Theorem 2.19. Interior regularity is a purely local affair and

it is enough to consider solutions in sufficiently small open balls in U .

More generally, we consider operators of the form

(2.22) Pu = ajk∂jku+ bj∂ju+ cu

where ajk, bj, c ∈ C∞(U) and ajk satisfies for some λ > 0 the ellipticity

condition

ajk(x)ξjξk ≥ λ|ξ|2, x ∈ U, ξ ∈ Rn.

Consider the local Sobolev space

Hk
loc(U) = {u : u|V ∈ Hk(V ) for any V ⊂⊂ U},

where V ⊂⊂ U means that V is open and V is a compact subset of U .

We aim to prove the following result.

Proposition 2.22 (Interior regularity). If u ∈ H1
loc(U) is a weak

solution of Pu = F in U and F ∈ Hk
loc(U), then u ∈ Hk+2

loc (U). More-

over, if U1 ⊂⊂ U2 ⊂⊂ U , then there is C = CP,k,U1,U2 such that

(2.23) ‖u‖Hk+2(U1) ≤ C(‖u‖H1(U2) + ‖F‖Hk(U2)).

Remark 2.23. Since gjk ∈ C∞(U), the operator ∆g can be equiva-

lently written in the form (2.22) (so called nondivergence form). Weak

H1
loc(U) solutions of −∆gu = F correspond to H1

loc(U) solutions in the

sense of distributions of the nondivergence form operator (2.22). The

following arguments can be justified using either notion of the solutions

(we will ignore the details).

We begin with an a priori estimate that is valid for test functions

u ∈ C∞c (U).
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Lemma 2.24. Let K ⊂ Rn be compact. There are C, r0 > 0 such

that whenever x0 ∈ K and 0 < r ≤ r0, one has B(x0, r) ⊂ U and

‖u‖H2 ≤ C(‖u‖H1 + ‖Pu‖L2), u ∈ C∞c (B(x0, r)).

Proof. We do the proof under the simplifying assumptions that

ajk(x0) = δjk and bj = c = 0. Then Pu = ajk∂jku. First assume

that r0 < dist(K, ∂U). Then B(x0, r) ⊂ U for r < r0, and for any

u ∈ C∞c (B(x0, r)) we can perform the following integration by parts:

n∑
j,k=1

(∂jku, ∂jku) =
n∑

j,k=1

(∂jju, ∂kku) = ‖ajk(x0)∂jku‖2
L2

= ‖Pu− (ajk − ajk(x0))∂jku‖2
L2 .

Since ajk ∈ C∞(U), we have |ajk(x) − ajk(x0)| ≤ M |x − x0| where

M = maxj,k‖∇ajk‖L∞(U). Using that supp(u) ⊂ B(x0, r), we have

n∑
j,k=1

‖∂jku‖2
L2 ≤ 2‖Pu‖2 + 2(Mr)2

n∑
j,k=1

‖∂jku‖2
L2 .

Choosing r0 so that 2(Mr0)2 ≤ 1/2, we can absorb the last term of the

right to the left hand side. This implies that

n∑
j,k=1

‖∂jku‖2
L2 ≤ 4‖Pu‖2.

The desired estimate follows by adding ‖u‖2
H1(U) on both sides. �

Exercise 2.28. Prove Lemma 2.24 in the general case.

Now, if u ∈ H1 solves Pu = F where F ∈ L2, we would like to apply

Lemma 2.24 to χu where χ ∈ C∞c (Rn) is a suitable cutoff function. This

would at least morally show that u is H2 near x0. However, since u

is only H1 we cannot apply the a priori estimate directly to u. We

will instead apply the estimate to convolution approximations uε of u,

defined as

uε := u ∗ ϕε =

∫
Rn
u(x− y)ϕε(y) dy, ϕε(x) = ε−nϕ(x/ε),

where ϕ ∈ C∞c (Rn) satisfies 0 ≤ ϕ ≤ 1 and
∫
Rn ϕdx = 1. The following

exercise contains the basic properties of convolutions of L2 functions.
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Exercise 2.29. If u ∈ L2(Rn), show that uε ∈ C∞(Rn), ∂αuε =

u ∗ ∂αϕε for any multi-index α, and uε → u in L2(Rn). Moreover, if

u ∈ Hk(Rn), show that ∂α+βuε = ∂αu ∗ ∂βϕε for any multi-indices α, β

with |α| ≤ k, and that ∂αuε → ∂αu in L2(Rn) whenever |α| ≤ k.

The following result will allow us to take limits as ε→ 0.

Lemma 2.25 (Friedrichs’ lemma). Let u ∈ H1(U) be compactly

supported in U , and let Pu ∈ L2(U). Then

P (uε)→ Pu in L2(U) as ε→ 0.

Proof. Let K ⊂ U be compact and let u ∈ H1 be supported in

K. We have bj∂juε + cuε → 0 in L2(U) by Exercise 2.29. It is thus

enough to consider the case where Pu = ajk∂jku. We write Tε(u) =

(Pu)∗ϕε−P (u∗ϕε) and use Exercise 2.29 together with the definition

of weak derivatives to observe that

Tε(u)(x) =

∫
(Pu)(x− y)ϕε(y)− P (

∫
u(x− y)ϕε(y) dy)

=

∫
∂ju(x− y)∂yk(a

jk(x− y)ϕε(y)) dy −
∫
ajk(x)∂ju(x− y)∂kϕε(y)) dy

=

∫
(ajk(x− y)− ajk(x))∂ju(x− y)∂kϕε(y))−

∫
(∂ka

jk(x− y))∂ju(x− y)ϕε(y) dy.

Since ajk is Lipschitz continuous, there is M > 0 such that

|Tεu(x)| ≤M

∫
|∇u(x− y)|gε(y) dy

where gε(y) = |y||∇ϕε(y)| + ϕε(y). Since gε(y) = ε−ng1(y/ε), this is

another convolution approximation and it satisfies

(2.24) ‖Tεu‖L2 ≤ C‖∇u‖L2

where the constant C is independent of u (with support in K) and ε.

Finally, we note that if v ∈ C∞c (U), then (Pv) ∗ ϕε → Pv and

P (v ∗ ϕε)→ Pv in L2(U). Thus

(2.25) Tε(v)→ 0 in L2(U) for any v ∈ C∞c (U).

Now if u ∈ H1(U) is compactly supported and v ∈ C∞c (U), we use

(2.24) to observe that

‖Tεu‖L2 ≤ ‖Tεv‖L2 + ‖Tε(u− v)‖L2 ≤ ‖Tεv‖L2 + C‖u− v‖H1

where C depends on the fixed compact set containing the supports

of u and v. We can make ‖u − v‖H1 arbitrarily small by choosing
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v = uδ for δ small, and then by (2.25) we can make ‖Tεv‖L2 small by

choosing ε small. This proves that Tε(u)→ 0 in L2(U) when ε→ 0 as

required. �

Proof of Proposition 2.22. We first prove the case k = 0.

Suppose that U1, U2 are as above, and let r0 be as in Lemma 2.24

with K = U1. Let χ ∈ C∞c (B(0, r0)) satisfy χ = 1 for |x| ≤ r0/2, and

write χx0(x) = χ(x− x0). We also note that in the weak sense

P (χx0u) = χx0Pu+ [P, χx0 ]u

where [P, χx0 ] = P ◦χx0 −χx0 ◦P is a first order operator with smooth

coefficients. In particular, since u ∈ H1(U) and Pu ∈ L2(U), we have

P (χx0u) ∈ L2(U).

Now given any x0 ∈ K, we apply Lemma 2.24 to (χx0u)ε − (χx0u)δ
with ε, δ > 0 small:

‖(χx0u)ε − (χx0u)δ‖H2

≤ C(‖(χx0u)ε − (χx0u)δ‖H1 + ‖P ((χx0u)ε)− P ((χx0u)δ)‖L2).

Since u ∈ H1 one has (χx0u)ε → χx0u in H1, and by Lemma 2.25 one

has P ((χx0u)ε) → P (χx0u) in L2 as ε → 0. It follows that (χx0u)ε is

a Cauchy sequence in H2(U) and hence converges to some v ∈ H2(U).

Since (χx0u)ε → χx0u in H1(U), the uniqueness of limits implies that

v = χx0u. This proves that χx0u ∈ H2(U) for all x0 ∈ K. By compact-

ness one has u ∈ H2(U1), and the estimate 2.23 for k = 0 also follows

(exercise).

We have completed the proof for k = 0. Let now F ∈ H1
loc(U)

and let u ∈ H1
loc(U) solve Pu = F in U . By the case k = 0 we have

u ∈ H2
loc(U). We may now apply ∂j to the equation Pu = F :

P (∂ju) = ∂jF − [∂j, P ]u.

Here [∂j, P ] is a second order operator with smooth coefficients, and

hence the right hand side ∂jF − [∂j, P ]u is a function in L2
loc(U). Since

∂ju ∈ H1
loc(U) is a weak solution, using the case k = 0 again we obtain

∂ju ∈ H2
loc(U). This holds for any j, and thus one has u ∈ H3

loc(U) and

one also has the required estimate. The proof for arbitrary k follows

by iterating this argument. �

Exercise 2.30. Complete the proof that when F ∈ L2
loc(U), one

has u ∈ H2(U1) and (2.23) holds when k = 0.



CHAPTER 3

Calculus on Riemannian manifolds

In this chapter we will discuss the calculus concepts from Chapter 2

in the more general setting of smooth or Riemannian manifolds. Thus,

instead of working on open sets U ⊂ Rn, we wish to perform calculus

operations on spaces such as

• surfaces in R3 (spheres, tori, double tori, etc)

• n-dimensional, possibly complicated hypersurfaces S ⊂ Rn+k

• manifolds arising in dynamical systems for ODEs

• groups of transformations (GL(n), SO(n), U(n) etc)

• phase spaces of dynamical systems on the above examples

Our aim is to present the material briefly, giving the definitions but

omitting the proofs of their basic properties (for proofs see [Le2] and

[Le1]). We hope that the readers will at this point have sufficient

intuition from the Rn picture to appreciate what is going on.

3.1. Smooth manifolds

Manifolds. We recall some basic definitions from the theory of

smooth manifolds. We will consistently also consider manifolds with

boundary.

Definition. A smooth n-dimensional manifold is a topological

space M , assumed to be Hausdorff and second countable, together with

an open cover {Uα} and homeomorphisms ϕα : Uα → Ũα such that each

Ũα is an open set in Rn, and ϕβ ◦ ϕ−1
α : ϕα(Uα ∩ Uβ)→ ϕβ(Uα ∩ Uβ) is

a smooth map whenever Uα ∩ Uβ is nonempty.

Any family {(Uα, ϕα)} as above is called an atlas. Any atlas gives

rise to a maximal atlas, called a smooth structure, which is not strictly

contained in any other atlas. We assume that we are always dealing

with the maximal atlas. The pairs (Uα, ϕα) are called charts, and the

maps ϕα are called local coordinate systems (one usually writes x = ϕα
and thus identifies points p ∈ Uα with points x(p) ∈ Ũα in Rn).

49
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Definition. A smooth n-dimensional manifold with boundary is

a second countable Hausdorff topological space together with an open

cover {Uα} and homeomorphisms ϕα : Uα → Ũα such that each Ũα is

an open set in Rn
+ := {x ∈ Rn ; xn ≥ 0}, and ϕβ ◦ϕ−1

α : ϕα(Uα∩Uβ)→
ϕβ(Uα ∩ Uβ) is a smooth map whenever Uα ∩ Uβ is nonempty.

Here, if A ⊂ Rn we say that a map F : A → Rn is smooth if

it extends to a smooth map Ã → Rn where Ã is an open set in Rn

containing A.

If M is a manifold with boundary we say that p is a boundary point

if ϕ(p) ∈ ∂Rn
+ for some chart ϕ, and an interior point if ϕ(p) ∈ int(Rn

+)

for some ϕ. We write ∂M for the set of boundary points and M int for

the set of interior points. Since M is not assumed to be embedded in

any larger space, these definitions may differ from the usual ones in

point set topology.

Exercise 3.1. If M is a manifold with boundary, show that the

sets M int and ∂M are always disjoint.

To clarify the relations between the definitions, note that a manifold

is always a manifold with boundary (the boundary being empty), but

a manifold with boundary is a manifold iff the boundary is empty (by

the above exercise). However, we will loosely refer to manifolds both

with and without boundary as ’manifolds’.

We have the following classes of manifolds:

• A closed manifold is compact, connected, and has no boundary

– Examples: the sphere Sn, the torus T n = Rn/Zn
• An open manifold has no boundary and no component is com-

pact

– Examples: open subsets of Rn, strict open subsets of a

closed manifold

• A compact manifold with boundary is a manifold with bound-

ary which is compact as a topological space

– Examples: the closures of bounded open sets in Rn with

smooth boundary, the closures of open sets with smooth

boundary in closed manifolds

Smooth maps.

Definition. Let f : M → N be a map between two manifolds.

We say that f is smooth near a point p if ψ ◦ f ◦ϕ−1 : ϕ(U)→ ψ(V ) is
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smooth for some charts (U,ϕ) of M and (V, ψ) of N such that p ∈ U
and f(U) ⊂ V . We say that f is smooth in a set A ⊂M if it is smooth

near any point of A. The set of all maps f : M → N which are smooth

in A is denoted by C∞(A,N). If N = R we write C∞(A,N) = C∞(A).

Exercise 3.2. Verify that the definition of a smooth map does not

depend on the particular choice of coordinate charts.

Tangent bundle. If U ⊂ Rn is open, we defined the tangent space

TxU = {x} × Rn to be a copy of Rn sitting at x. Any v ∈ TxU can

be thought of as an infinitesimal direction where one can move from x,

and there is a corresponding directional derivative

∂v : C∞(U)→ R, ∂vf(x) := v · ∇f(x).

Then ∂v is a linear operator satisfying ∂v(fg) = (∂vf)g+ f(∂vg). Such

an object is called a derivation. It turns out that derivations can be

identified with vectors in the tangent space, and this leads to a defini-

tion of tangent spaces on abstract manifolds.

Definition. Let p ∈ M . A derivation at p is a linear map v :

C∞(M)→ R which satisfies v(fg) = (vf)g(p) +f(p)(vg). The tangent

space TpM is the vector space consisting of all derivations at p. Its

elements are called tangent vectors.

The tangent space TpM is an n-dimensional vector space when

dim(M) = n. If x is a local coordinate system in a neighborhood

U of p, the coordinate vector fields ∂j are defined for any q ∈ U to be

the derivations

∂j|qf :=
∂

∂xj
(f ◦ x−1)(x(q)), j = 1, . . . , n.

Then {∂j|q} is a basis of TqM , and any v ∈ TqM may be written as

v = vj∂j.

Exercise 3.3. Prove that TpM is an n-dimensional vector space

spanned by {∂j} also when M is a manifold with boundary.

The tangent bundle is the disjoint union

TM :=
∨
p∈M

TpM.

The tangent bundle has the structure of a 2n-dimensional manifold

defined as follows. For any chart (U, x) of M we represent elements
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of TqM for q ∈ U as v = vj(q)∂j|q, and define a map ϕ̃ : TU →
R2n, ϕ̃(q, v) = (x(q), v1(q), . . . , vn(q)). The charts (TU, ϕ̃) are called

the standard charts of TM and they define a smooth structure on

TM .

Since the tangent bundle is a smooth manifold, the following defi-

nition makes sense:

Definition. A vector field on M is a smooth map X : M → TM

such that X(p) ∈ TpM for each p ∈M .

Cotangent bundle. The dual space of a vector space V is

V ∗ := {u : V → R ; u linear}.

The dual space of TpM is denoted by T ∗pM and is called the cotangent

space of M at p. Let x be local coordinates in U , and let ∂j be the

coordinate vector fields that span TqM for q ∈ U . We denote by dxj

the elements of the dual basis of T ∗qM , so that any ξ ∈ T ∗qM can be

written as ξ = ξj dx
j. The dual basis is characterized by

dxj(∂k) = δjk.

The cotangent bundle is the disjoint union

T ∗M =
∨
p∈M

T ∗pM.

This becomes a 2n-dimensional manifold by defining for any chart

(U,ϕ) of M a chart (T ∗U, ϕ̃) of T ∗M by ϕ̃(q, ξj dx
j) = (ϕ(q), ξ1, . . . , ξn).

Definition. A 1-form on M is a smooth map α : M → T ∗M such

that α(p) ∈ T ∗pM for each p ∈M .

Tensor bundles. If V is a finite dimensional vector space, the

space of (covariant) k-tensors on V is

T k(V ) := {u : V × . . .× V︸ ︷︷ ︸
k copies

→ R ; u linear in each variable}.

The k-tensor bundle on M is the disjoint union

T kM =
∨
p∈M

T k(TpM).

If x are local coordinates in U and dxj is the basis for T ∗qM , then each

u ∈ T k(TqM) for q ∈ U can be written as

u = uj1···jkdx
j1 ⊗ . . .⊗ dxjk
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Here ⊗ is the tensor product

T k(V )× T k′(V )→ T k+k′(V ), (u, u′) 7→ u⊗ u′,

where for v ∈ V k, v′ ∈ V k′ we have

(u⊗ u′)(v, v′) := u(v)u′(v′).

It follows that the elements dxj1 ⊗ . . .⊗ dxjk span T k(TqM). Similarly

as above, T kM has the structure of a smooth manifold (of dimension

n+ nk).

Definition. A k-tensor field on M is a smooth map u : M → TM

such that u(p) ∈ T k(TpM) for each p ∈M .

Exterior powers. The space of alternating k-tensors is

Ak(V ) := {u ∈ T k(V ) ; u(v1, . . . , vk) = 0 if vi = vj for some i 6= j}.

This gives rise to the exterior bundle

Λk(M) :=
∨
p∈M

Ak(TpM).

To describe a basis for Ak(TpM), we introduce the wedge product

Ak(V )×Ak′(V )→ Ak+k′(V ), (ω, ω′) 7→ ω∧ω′ := (k + k′)!

k!(k′)!
Alt(ω⊗ω′),

where Alt : T k(V )→ Ak(V ) is the projection to alternating tensors,

Alt(T )(v1, . . . , vk) =
1

k!

∑
σ∈Sk

sgn(σ)T (vσ(1), . . . , vσ(k)).

We have written Sk for the group of permutations of {1, . . . , k}, and

sgn(σ) for the signature of σ ∈ Sk.
The following properties of the wedge product can be checked from

the definition:

Lemma 3.1. The wedge product is associative, meaning that ω1 ∧
(ω2 ∧ ω3) = (ω1 ∧ ω2) ∧ ω3 for any alternating tensors. Moreover, if

ω1, . . . , ωk are 1-tensors, then

ωσ(1) ∧ . . . ∧ ωσ(k) = (−1)sgn(σ)ω1 ∧ . . . ∧ ωk, σ ∈ Sk(3.1)

and for any v1, . . . , vk ∈ V one has

(3.2) (ω1 ∧ . . . ∧ ωk)(v1, . . . , vk) = det

 ω1(v1) . . . ω1(vk)
...

. . .
...

ωk(v1) . . . ωk(vk)

 .
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Exercise 3.4. Show that Alt maps T k(V ) into Ak(V ) and that

(Alt)2 = Alt.

Exercise 3.5. Prove Lemma 3.1.

If x is a local coordinate system in U , then a basis of Ak(TpM) is

given by

{dxj1 ∧ . . . ∧ dxjk}1≤j1<j2<...<jk≤n.

Again, Λk(M) is a smooth manifold (of dimension n+
(
n
k

)
).

Definition. A k-form on M is a smooth map ω : M → ΛkM such

that ω(p) ∈ Ak(TpM) for each p ∈M .

Smooth sections. The above constructions of the tangent bundle,

cotangent bundle, tensor bundles, and exterior powers are all examples

of vector bundles with base manifold M . We will not need a precise

definition here, but just note that in each case there is a natural vector

space over any point p ∈M (called the fiber over p). A smooth section

of a vector bundle E over M is a smooth map s : M → E such that

for each p ∈ M , s(p) belongs to the fiber over p. The space of smooth

sections of E is denoted by C∞(M,E).

We have the following terminology:

• C∞(M,TM) is the set of vector fields on M ,

• C∞(M,T kM) is the set of k-tensor fields on M ,

• Ω1(M) = C∞(M,T ∗M) is the set of 1-forms on M ,

• Ωk(M) = C∞(M,ΛkM) is the set of (differential) k-forms on

M .

Let x be local coordinates in a set U , and let ∂j and dxj be the co-

ordinate vector fields and 1-forms in U which span TqM and T ∗qM ,

respectively, for q ∈ U . In these local coordinates,

• a vector field X has the expression X = Xj∂j,

• a 1-form α has expression α = αj dx
j,

• a k-tensor field u can be written as

u = uj1···jkdx
j1 ⊗ . . .⊗ dxjk ,

• a k-form ω has the form

ω = ωI dx
I

where I = (i1, . . . , ik) and dxI = dxi1 ∧ . . . ∧ dxik , with the

sum being over all I such that 1 ≤ i1 < i2 < . . . < ik ≤ n.
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Here, the component functions Xj, αj, uj1···jk , ωI are all smooth real

valued functions in U .

We mention briefly how the local coordinate formula for a k-tensor

field u is obtained. If (U, x) is a local coordinate chart and {∂j} are

the associated coordinate vector fields, one can write any v ∈ TqM for

q ∈ U as v = vk∂k|q for some (v1, . . . , vn) ∈ Rn. Thus by linearity

uq(v1, . . . , vk) = uq(v
j1
1 ∂j1|q, . . . , v

jk
1 ∂jk |q) = uq(∂j1|q, . . . , ∂jk |q)v

j1
1 · · · v

jk
k .

If we define

uj1···jk(q) := uq(∂j1|q, . . . , ∂jk |q),
then the above computation and the definition of tensor product imply

uq(v1, . . . , vk) = (uj1···jk(q)dx
j1|q ⊗ . . .⊗ dxjk |q)(v1, . . . , vk).

This proves that the local coordinate representation of a tensor field u

is obtained just by evaluating u at coordinate vector fields.

Example. Some examples of the smooth sections that will be en-

countered in this text are:

• Vector fields: the gradient vector field grad(f) for f ∈ C∞(M),

coordinate vector fields ∂j in a chart U

• One-forms: the exterior derivative df for f ∈ C∞(M)

• 2-tensor fields: Riemannian metrics g, Hessians Hess(f) for

f ∈ C∞(M), Ricci curvature Rab

• 4-tensor fields: Riemann curvature tensor Rabcd

• k-forms: the volume form dV in Riemannian manifold (M, g)

(then k = n)

Changes of coordinates. We next consider the transformation

laws for vector and tensor fields under changes of coordinates. It is

convenient to phrase these in terms of more general pullbacks or push-

forwards by smooth maps between manifolds. We begin with pushfor-

wards of tangent vectors.

Definition. Let F : M → N be a smooth map. The pushforward

by F is the map acting on TpM for any p ∈M by

F∗ : TpM → TF (p)N, F∗v(f) = v(f ◦ F ) for f ∈ C∞(N).

The map F∗ is also called the derivative or tangent map of F , and it is

also denoted by DF .

We compute how F∗ transforms vector fields in local coordinates.
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Lemma 3.2. Let F : M → N be a smooth map and let X be a

vector field in M . If (U, y) and (V, z) are coordinate charts near p in

M and near F (p) in N , respectively, and if Y and Z are corresponding

coordinate representations of X and F∗X so that

X(q) = Y j(y(q))∂yj |q, F∗X(r) = Zk(z(r))∂zk |r,

then

Zk(z(F (q))) = ∂yj F̃
k(y(q))Y j(y(q))

where F̃ = z ◦ F ◦ y−1.

Proof. Given q ∈ U with F (q) ∈ V , the tangent vector F∗X|F (q)

is a derivation acting on f ∈ C∞(N) and by the definitions

F∗X|F (q)f = X|q(f ◦ F ) = Y j(y(q))∂yj |q(f ◦ z−1 ◦ F̃ ◦ y)

= Y j(y(q))∂yj((f ◦ z−1) ◦ F̃ )(y(q))

= Y j(y(q))∂zk(f ◦ z−1)(z(F (q)))∂yj F̃
k(y(q))

= ∂yj F̃
k(y(q))Y j(y(q))∂zk |F (q)f. �

Remark. Applying Lemma 3.2 in the case where F is the identity

map F = i : M → M shows that the representations Y and Z of a

vector field X in two coordinate charts (U, y) and (V, z) with U∩V 6= ∅
are related by

(3.3) Zk(z(q)) = ∂yj(z ◦ y−1)k(y(q))Y j(y(q)), q ∈ U ∩ V.

This provides an alternative way to define vector fields on a manifold:

if to each coordinate chart (U, y) on M one associates a vector field Y

in y(U) ⊂ Rn, and if the vector fields Y and Z for any two coordinate

charts (U, y) and (V, z) with U ∩ V 6= ∅ satisfy (3.3), then there is

a vector field X in M whose coordinate representation in any chart

(U, y) is Y . If (3.3) holds, we say that the coordinate representations

Y transform as a vector field in M .

We now move to tensor fields. If F : M → N is any smooth map,

we can associate to a tensor field u ∈ C∞(N, T kN) a corresponding

tensor field F ∗u ∈ C∞(M,T kM) in the following way.

Definition. If F : M → N is a smooth map, the pullback by F

acting on k-tensor fields is the map F ∗ : C∞(N, T kN)→ C∞(M,T kM),

(F ∗u)p(v1, . . . , vk) = uF (p)(F∗v1, . . . , F∗vk)

where v1, . . . , vk ∈ TpN .
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It is easy to check that F ∗u is indeed a tensor field on M , and that

F ∗ has the following properties:

Lemma 3.3. (Properties of F ∗) Let F : M → N be a smooth map,

let f ∈ C∞(N), let u and u′ be tensor fields in N , and let ω and ω′ be

differential forms in N .

• F ∗(fu) = (f ◦ F )F ∗u

• F ∗(u⊗ u′) = F ∗u⊗ F ∗u′
• F ∗ preserves alternating tensors and thus induces a map on

differential forms,

F ∗ : Ωk(N)→ Ωk(M), 0 ≤ k ≤ n

• F ∗(ω ∧ ω′) = F ∗ω ∧ F ∗ω′

Exercise 3.6. Prove Lemma 3.3.

In terms of local coordinates, the pullback acts by

• F ∗f = f ◦ F if f is a smooth function (=0-form)

• F ∗(αj dxj) = (αj ◦ F ) d(xj ◦ F ) = (αj ◦ F )dF j if α is a 1-form

and it has the following expression for higher order tensors:

Lemma 3.4. Let F : M → N be a smooth map and let u be a k-

tensor field in N . If (U, y) and (V, z) are coordinate charts near p in

M and near F (p) in N , respectively, and if (yi1···ik) and (zj1···jk) are

corresponding coordinate representations of F ∗u and u so that

F ∗u(q) = yi1···ik(y(q)) dyi1 ⊗ · · · ⊗ dyik |q,
u(r) = zj1···jk(z(r)) dzj1 ⊗ · · · ⊗ dzjk |r,

then

yi1···ik |y(q) = (∂yi1 F̃
j1) · · · (∂yik F̃ jk)(zj1···jk ◦ F̃ )|y(q)

where F̃ = z ◦ F ◦ y−1.

Proof. Given q ∈ U with F (q) ∈ V , we compute

yi1···ik(y(q)) = F ∗u|q(∂yi1 , . . . , ∂yik )

= u|F (q)(F∗∂yi1 , . . . , F∗∂yik )

= u|F (q)(∂yi1 F̃
j1(y(q))∂zj1 , . . . , ∂yik F̃

jk(y(q))∂zjk )

= ∂yi1 F̃
j1(y(q)) · · · ∂yik F̃ jk(y(q))zj1···jk(z(F (q)). �
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Remark. We have defined F∗ acting on vector fields and F ∗ acting

on k-tensor fields. If F : M → N is a diffeomorphism, one can define in

general F∗ = (F−1)∗ and F ∗ = (F−1)∗, and thus for a diffeomorphism

F the pushforward and pullback are defined both on vector and tensor

fields.

Exterior derivative. The exterior derivative d is a first order dif-

ferential operator mapping differential k-forms to k + 1-forms. It can

be defined first on 0-forms (that is, smooth functions f) by the local

coordinate expression

df :=
∂f

∂xj
dxj.

In general, if ω = ωI dx
I is a k-form we define

dω := dωI ∧ dxI .

Lemma 3.5. The definition of d is independent of the choice of

coordinates, and d : Ωk(M)→ Ωk+1(M) is a linear map for 0 ≤ k ≤ n.

The operator d has the properties

• d2 = 0

• d|Ωn(M) = 0

• d(ω ∧ω′) = dω ∧ω′+ (−1)kω ∧ dω′ for a k-form ω, k′-form ω′

• F ∗dω = dF ∗ω

Exercise 3.7. Prove Lemma 3.5.

Partition of unity. A major reason for including the condition

of second countability in the definition of manifolds is to ensure the

existence of partitions of unity. These make it possible to make con-

structions in local coordinates and then glue them together to obtain

a global construction.

Lemma 3.6. Let M be a manifold and let {Uα} be an open cover.

There exists a family of C∞ functions {χα} on M such that 0 ≤ χα ≤ 1,

supp(χα) ⊂ Uα, any point of M has a neighborhood which intersects

only finitely many of the sets supp(χα), and further∑
α

χα = 1 in M.
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Integration on manifolds. The natural objects that can be inte-

grated on an n-dimensional manifold are the differential n-forms. This

is due to the transformation law for n-forms in Rn under smooth dif-

feomorphisms F in Rn. If f ∈ C∞(Rn), one has

F ∗(f dx1 ∧ · · · ∧ dxn) = (f ◦ F )dF 1 ∧ · · · ∧ dF n

= (f ◦ F )(∂j1F
1) · · · (∂jnF n) dxj1 ∧ · · · ∧ dxjn

= (f ◦ F )(detDF )dx1 ∧ · · · ∧ dxn.

This is almost the same as the transformation law for integrals in Rn

under changes of variables, the only difference being that in the latter

the factor |detDF | instead detDF appears. To define an invariant

integral, we therefore need to make sure that all changes of coordinates

have positive Jacobian.

Definition. If M admits a smooth nowhere vanishing n-form we

say that M is orientable. An oriented manifold is a manifold together

with a given nowhere vanishing n-form.

If M is oriented with a given n-form Ω, a basis {v1, . . . , vn} of TpM

is called positive if Ω(v1, . . . , vn) > 0. There are many n-forms on

an oriented manifold which give the same positive bases; we call any

such n-form an orientation form. If (U,ϕ) is a connected coordinate

chart, we say that this chart is positive if the coordinate vector fields

{∂1, . . . , ∂n} form a positive basis of TqM for all q ∈M .

A map F : M → N between two oriented manifolds is said to be

orientation preserving if it pulls back an orientation form on N to an

orientation form of M . In terms of local coordinates given by positive

charts, one can see that a map is orientation preserving iff its Jacobian

determinant is positive.

Example. The standard orientation of Rn is given by the n-form

dx1 ∧ · · · ∧ dxn, where x are the Cartesian coordinates.

If ω is a compactly supported n-form in Rn, we may write ω =

f dx1 ∧ · · · ∧ dxn for some smooth compactly supported function f .

Then the integral of ω is defined by∫
Rn
ω :=

∫
Rn
f(x) dx1 · · · dxn.

If ω is a smooth n-form in a manifold M whose support is compactly

contained in U for some positive chart (U,ϕ), then the integral of ω



60 3. CALCULUS ON RIEMANNIAN MANIFOLDS

over M is defined by ∫
M

ω :=

∫
ϕ(U)

(ϕ−1)∗ω.

Finally, if ω is a compactly supported n-form in a manifold M , the

integral of ω over M is defined by∫
M

ω :=
∑
j

∫
Uj

χjω.

where {Uj} is some open cover of supp(ω) by positive charts, and {χj}
is a partition of unity subordinate to the cover {Uj}.

Exercise 3.8. Prove that the definition of the integral is indepen-

dent of the choice of positive charts and the partition of unity.

The following result is a basic integration by parts formula which

implies the usual theorems of Gauss and Green.

Theorem 3.7. (Stokes theorem) If M is an oriented manifold with

boundary and if ω is a compactly supported (n− 1)-form on M , then∫
M

dω =

∫
∂M

i∗ω

where i : ∂M →M is the natural inclusion.

Here, if M is an oriented manifold with boundary, then ∂M has a

natural orientation defined as follows: for any point p ∈ ∂M , a basis

{E1, . . . , En−1} of Tp(∂M) is defined to be positive if {Np, E1, . . . , En−1}
is a positive basis of TpM where N is some outward pointing vector

field near ∂M (that is, there is a smooth curve γ : [0, ε) → M with

γ(0) = p and γ̇(0) = −Np).

Exercise 3.9. Prove that any manifold with boundary has an out-

ward pointing vector field, and show that the above definition gives a

valid orientation on ∂M .

3.2. Riemannian manifolds

Riemannian metrics. If u is a 2-tensor field on M , we say that

u is symmetric if u(v, w) = u(w, v) for any tangent vectors v, w, and

that u is positive definite if u(v, v) > 0 unless v = 0.
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Definition. Let M be a manifold. A Riemannian metric is a

symmetric positive definite 2-tensor field g on M . The pair (M, g) is

called a Riemannian manifold.

If g is a Riemannian metric on M , then gp : TpM ×TpM → R is an

inner product on TpM for any p ∈M . We will write

〈v, w〉 := g(v, w), |v| := 〈v, v〉1/2.

In local coordinates, a Riemannian metric is just a positive definite

symmetric matrix. To see this, let (U, x) be a chart of M , and write

v, w ∈ TqM for q ∈ U in terms of the coordinate vector fields ∂j as

v = vj∂j, w = wj∂j. Then

g(v, w) = g(∂j, ∂k)v
jwk.

This shows that g has the local coordinate expression

g = gjkdx
j ⊗ dxk

where gjk := g(∂j, ∂k) and the matrix (gjk)
n
j,k=1 is symmetric and pos-

itive definite. We will also write (gjk)nj,k=1 for the inverse matrix of

(gjk), and |g| := det(gjk) for the determinant.

Example. Some examples of Riemannian manifolds:

1. (Euclidean space) If U is a bounded open set in Rn, then (U, e)

is a Riemannian manifold if e is the Euclidean metric for which

e(v, w) = v · w is the Euclidean inner product of v, w ∈ TpU ≈ Rn.

In Cartesian coordinates, e is just the identity matrix.

2. If U is as above, then more generally (U, g) is a Riemannian manifold

if g(x) = (gjk(x))nj,k=1 is any family of positive definite symmetric

matrices whose elements depend smoothly on x ∈ U .

3. If U is a bounded open set in Rn with smooth boundary, then (U, g)

is a compact Riemannian manifold with boundary if g(x) is a family

of positive definite symmetric matrices depending smoothly on x ∈
U .

4. (Hypersurfaces) Let S be a smooth hypersurface in Rn such that

S = f−1(0) for some smooth function f : Rn → R which satisfies

∇f 6= 0 when f = 0. Then S is a smooth manifold of dimension

n − 1, and the tangent space TpS for any p ∈ S can be identified

with {v ∈ Rn ; v ·∇f(p) = 0}. Using this identification, we define an

inner product gp(v, w) on TpS by taking the Euclidean inner product

of v and w interpreted as vectors in Rn. Then (S, g) is a Riemannian
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manifold, and g is called the induced Riemannian metric on S (this

metric being induced by the Euclidean metric in Rn).

5. (Model spaces) The model spaces of Riemannian geometry are the

Euclidean space (Rn, e), the sphere (Sn, g) where Sn is the unit

sphere in Rn+1 and g is the induced Riemannian metric, and the

hyperbolic space (Hn, g) which may be realized by taking Hn to be

the unit ball in Rn with metric gjk(x) = 4
(1−|x|2)2

δjk.

The Riemannian metric allows to measure lengths and angles of

tangent vectors on a manifold, the length of a vector v ∈ TpM being

|v| and the angle between two vectors v, w ∈ TpM being the number

θ(v, w) ∈ [0, π] which satisfies

(3.4) cos θ(v, w) :=
〈v, w〉
|v||w|

.

Physically, one may think of a Riemannian metric g as the resistivity

of a conducting medium (the conductivity matrix (γjk) of the medium

corresponds formally to (|g|1/2gjk)), or as the inverse of sound speed

squared in a medium where acoustic waves propagate (if a medium

U ⊂ Rn has scalar sound speed c(x) then a natural Riemannian metric

is gjk(x) = c(x)−2δjk). In the latter case, regions where g is large

(resp. small) correspond to low velocity regions (resp. high velocity

regions). We will later define geodesics, which are length minimizing

curves on a Riemannian manifold, and these tend to avoid low velocity

regions as one would expect.

Exercise 3.10. Use a partition of unity to prove that any smooth

manifold M admits a Riemannian metric.

Isometries and conformal maps. Let (M, g) and (N, h) be Rie-

mannian manifolds. We say that a map F : M → N is a local isometry

from (M, g) to (N, h) if F ∗h = g, or more precisely

gp(v, w) = hF (p)(F∗v, F∗w), v, w ∈ TpM.

We say that F is an isometry if it is additionally a diffeomorphism

from M to N . Being isometric is an equivalence relation in the class of

Riemannian manifolds, and one thinks of isometric manifolds as being

identical in terms of their Riemannian structure.

In a similar way, we say that a map F from (M, g) to (N, h) is

conformal if F ∗h = cg for some positive function c ∈ C∞(M). In this
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case one has

c(p)gp(v, w) = hF (p)(F∗v, F∗w), v, w ∈ TpM.

We say that F is an conformal equivalence if it is additionally a diffeo-

morphism from M to N .

A map F is a local isometry iff it preserves the lengths and angles of

tangent vectors in the sense that |F∗v|h = |v|g and cos θh(F∗v, F∗w) =

cos θg(v, w). Similarly, a conformal map preserves the angles, but then

the lengths are scaled according to |F∗v|h = c1/2|v|g.

Raising and lowering of indices. On a Riemannian manifold

(M, g) there is a canonical way of converting tangent vectors into cotan-

gent vectors and vice versa. We define a map

TpM → T ∗pM, v 7→ v[

by requiring that v[(w) = 〈v, w〉. This map (called the ’flat’ operator)

is an isomorphism, which is given in local coordinates by

(vj∂j)
[ = vj dx

j, where vj := gjkv
k.

We say that v[ is the cotangent vector obtained from v by lowering

indices. The inverse of this map is the ’sharp’ operator

T ∗pM → TpM, ξ 7→ ξ]

given in local coordinates by

(ξj dx
j)] = ξj∂j, where ξj := gjkξk.

We say that ξ] is obtained from ξ by raising indices with respect to

the metric g.

A standard example of this construction is the metric gradient. If

f ∈ C∞(M), the metric gradient of f is the vector field

grad(f) := (df)].

In local coordinates, grad(f) = gjk(∂jf)∂k.

Inner products of tensors. If (M, g) is a Riemannian manifold,

we can use the Riemannian metric g to define inner products of tensors

in a canonical way. The inner product of cotangent vectors is defined

via the sharp operator by

〈α, β〉 := 〈α], β]〉.

In local coordinates one has 〈α, β〉 = gjkαjβk and gjk = 〈dxj, dxk〉.
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More generally, if u and v are k-tensors with local coordinate rep-

resentations u = ui1···ik dx
i1 ⊗ · · · ⊗ dxik , v = vi1···ik dx

i1 ⊗ · · · ⊗ dxik ,

we define

(3.5) 〈u, v〉 := gi1j1 · · · gikjkui1···ikvj1···jk .

This definition turns out to be independent of the choice of coordinates,

and it gives a valid inner product on k-tensors. This inner product is

natural in the sense that for any diffeomorphism F onto M ,

F ∗(〈u, v〉g) = 〈F ∗u, F ∗v〉F ∗g.

Orthonormal frames. If U is an open subset of M , we say that

a set {E1, . . . , En} of vector fields in U is a local orthonormal frame if

{E1(q), . . . , En(q)} forms an orthonormal basis of TqM for any q ∈ U .

Lemma 3.8. (Local orthonormal frame) If (M, g) is a Riemannian

manifold, then for any point p ∈M there is a local orthonormal frame

in some neighborhood of p.

If {Ej} is a local orthonormal frame, the dual frame {εj} which is

characterized by εj(Ek) = δjk gives an orthonormal basis of T ∗qM for

any q near p. The inner product in (3.5) is the unique inner product

on k-tensor fields such that {εi1 ⊗· · ·⊗ εik} gives an orthonormal basis

of T k(TqM) for q near p whenever {εj} is a local orthonormal frame of

1-forms near p.

Exercise 3.11. Prove the lemma by applying the Gram-Schmidt

orthonormalization procedure to a basis {∂j} of coordinate vector fields,

and prove the statements after the lemma.

Volume form, integration, and Sobolev spaces. From this

point on, all Riemannian manifolds will be assumed to be oriented in

order for the volume form to be defined. Clearly near any point p

in (M, g) there is a positive local orthonormal frame (that is, a local

orthonormal frame {Ej} which gives a positive orthonormal basis of

TqM for q near p).

Lemma 3.9. (Volume form) Let (M, g) be a Riemannian manifold.

There is a unique n-form on M , denoted by dVg and called the volume

form, such that dVg(E1, . . . , En) = 1 for any positive local orthonormal

frame {Ej}. In local coordinates

dVg = |g|1/2 dx1 ∧ . . . ∧ dxn.
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The volume form is natural in the sense that F ∗(dVg) = dVF ∗g for any

orientation preserving diffeomorphism F .

Exercise 3.12. Prove this lemma.

If f is a function on (M, g), we can use the volume form to obtain

an n-form f dV . The integral of f over M is then defined to be the

integral of the n-form f dV . Thus, on a Riemannian manifold there is

a canonical way to integrate functions (instead of just n-forms).

If u, v ∈ C∞(M) are real valued functions, we define the Lp norm

for 1 < p <∞ and L2 inner product by

‖u‖Lp :=

(∫
M

up dV

)1/p

,

(u, v)L2 :=

∫
M

uv dV.

The completion of C∞(M) with respect to the Lp norm is a Banach

space denoted by Lp(M) or Lp(M,dV ). It consists of Lp-integrable

functions defined almost everywhere on M with respect to the measure

dV . The space L2(M) becomes a Hilbert space.

We now wish to define Sobolev spaces W k,p(M). This is possible

on any oriented smooth manifold; we will assume compactness to avoid

conditions at infinity.

Remark. One could ask whether Sobolev or even Lp spaces can

be defined without assuming an orientation. If M is not oriented,

there is an intrinsic Lploc(M) space but its elements are not functions

but rather 1/p-densities. However, if M is orientable and if one fixes

an orientation, then the elements of the intrinsic Lploc space can be

identified with functions on M .

Definition. Let M be a compact oriented smooth manifold, let

k ≥ 0 and 1 ≤ p ≤ ∞. Let also (Uα, ϕα)α∈A be an open cover of M by

positive coordinate charts, and let (χα) be a subordinate partition of

unity. We define the norm

‖u‖W̃k,p :=
∑
α∈A

‖(ϕα)∗(χαu)‖Wk,p(Rn), u ∈ C∞(M).

The space W k,p(M) is the completion of C∞(M) under this norm. If

p = 2 we write Hk(M) := W k,2(M).
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Exercise 3.13. Show that W k,p(M) is a Banach space, and this

space and its topology are independent of the choice of charts and of

the partition of unity. (The crucial point is that W k,p spaces on open

subsets of Rn behave well under changes of coordinates.)

Exercise 3.14. Show that Hk(M) is a Hilbert space.

Exercise 3.15. If M is a compact oriented manifold and g is a

Riemannian metric on M , show that W 0,p(M) = Lp(M,dVg).

Let now (M, g) be a compact oriented Riemannian manifold. We

may define Lp spaces of k-forms or k-tensor fields, denoted by Lp(M,ΛkM)

or Lp(M,T kM), by using the norm

‖u‖Lp :=

(∫
M

〈u, u〉p/2 dV
)1/p

.

If p = 2, we define the L2 inner product of tensor fields

(u, v)L2 :=

∫
M

〈u, v〉 dV, u, v ∈ L2(M,T kM).

Sobolev spaces W k,p(M,T lM) and W k,p(M,ΛlM) of l-tensor fields or

l-forms can be defined via the norm

‖u‖W̃k,p(M,T lM) :=
∑
α∈A

‖(ϕα)∗(χαu)‖Wk,p(Rn,T lRn)

where (Uα, ϕα)α∈A is an open cover of M by positive coordinate charts,

and (χα) is a subordinate partition of unity. If p = 2 we write Hk =

W k,2 as before.

Finally we observe that the W 1,p(M) spaces of scalar functions on

an oriented Riemannian manifold can be defined in an invariant way.

Exercise 3.16. Let (M, g) be a compact oriented Riemannian

manifold. Show that

‖u‖W 1,p(M) := (‖u‖pLp(M,dVg) + ‖du‖pLp(M,dVg))
1/p

gives an equivalent norm on W 1,p(M) (p < ∞). Show also that the

Hilbert structure of H1(M) is given by the inner product

(u, v)H1 := (u, v)L2 + (du, dv)L2 .
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Remark. Also the W k,p(M) spaces can be defined invariantly in

terms of the Riemannian metric, via the norm

‖u‖Wk,p(M) :=

(
k∑
j=0

‖∇j
gu‖

p
Lp(M,T jM)

)1/p

where ∇g is the total covariant derivative induced by the Levi-Civita

connection on (M, g).

Codifferential. Using the inner product on k-forms, we can define

the codifferential operator δ as the adjoint of the exterior derivative via

the relation

(δu, v) = (u, dv)

where u ∈ C∞(M,Λk) and v ∈ C∞(M,Λk−1) (with v|∂M = 0 if M has

nonempty boundary). Applying Theorem 3.10 in coordinate neigh-

borhoods covering M and using a partition of unity, we obtain the

following:

Theorem 3.10. (Codifferential) Let (M, g) be an n-dimensional

Riemannian manifold with or without boundary. For each k with 0 ≤
k ≤ n, there is a unique linear operator

δ : Ωk(M)→ Ωk−1(M)

having the property

(3.6) (du, v)L2 = (u, δv)L2 , u ∈ Ωk−1(M), v ∈ Ωk(M),

where additionally v|∂M = 0 if M has nonempty boundary. The op-

erator δ satisfies δ ◦ δ = 0 and δ|Ω0(M) = 0. In any local coordinates

(U, x) it is a linear first order differential operator acting on component

functions, and on a 1-form β = βj dx
j it is given by

(3.7) δβ := −|g|−1/2∂j(|g|1/2gjkβk), β = βk dx
k ∈ Ω1(U).

It follows that δα is related to the divergence of vector fields by

δα = −divg(α
]), where the divergence is defined in local coordinates

by

divg(X) := |g|−1/2∂j(|g|1/2Xj).

Exercise 3.17. If X is a vector field with divg(X) = 0, show that

for any u, v ∈ C∞c (M int) one has∫
M

(Xu)v dVg = −
∫
M

u(Xv) dVg.
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(If you wish, it is enough to do this exercise when M is an open subset

of Rn. Recall that (Xu)(x) = Xj(x)∂ju(x) in this case.)

Laplace-Beltrami operator. On any Riemannian manifold there

is a canonical second order elliptic operator, called the Laplace-Beltrami

operator, which is an analogue of the usual Laplacian in Rn. As in Sec-

tion 2.7, we can start from the Dirichlet energy functional

E(v) =
1

2

∫
M

|dv|2 dV, v ∈ H1(M).

Since E(v) = 1
2
(dv, dv)L2 , the same argument as in Section 2.7 shows

that any minimizer u of the Dirichlet energy satisfies the equation

δdu = 0.

We have arrived at the definition of the Laplace-Beltrami operator.

Definition. If (M, g) is a compact Riemannian manifold (with or

without boundary), the Laplace-Beltrami operator is defined by

∆gu := −δdu.

The next result is clear from Section 2.7:

Lemma 3.11. In local coordinates

∆gu = |g|−1/2∂j(|g|1/2gjk∂ku)

where, as before, |g| = det(gjk) is the determinant of g.

Exercise 3.18. Show that ∆gu = divg(gradg(u)).

Exercise 3.19. Let (M1, g1) and (M2, g2) be two Riemannian man-

ifolds, and consider the product manifold (N, h) where N = M1 ×M2

and h = g1 ⊕ g2 is the product metric that satisfies

h((v1, v2), (w1, w2)) = g1(v1, w1) + g2(v2, w2)

for v1, w1 ∈ Tx1M1 and v2, w2 ∈ Tx2M2. Show that h is indeed a

Riemannian metric in N .

Exercise 3.20. Let (N, h) be as in the previous exercise. Show

that if x1 are local coordinates in M1 and x2 are local coordinates in

M2, then in the (x1, x2) coordinates the metric h looks like

h(x1, x2) =

(
(gjk(x1)) 0

0 (hpq(x2))

)
.
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Exercise 3.21. Let (N, h) be as in the previous exercises. If u =

u(x1, x2) ∈ C∞(N), show that ∆hu = ∆g1u+ ∆g2u in the sense that

(∆hu)(x1, x2) = ∆g1(u( · , x2))(x1) + ∆g2(u(x1, · ))(x2).

(If you wish, it is enough to do this exercise when Mj are replaced by

open sets in Rn and h has the matrix form in the previous exercise.)

3.3. Solutions of the Laplace equation

We now discuss properties of solutions of the Laplace-Beltrami

equation −∆gu = F in M , where (M, g) is a compact connected ori-

ented Riemannian manifold. The results will be different for manifolds

with or without boundary, and they will involve the following Sobolev

spaces.

Definition. If (M, g) is a closed manifold (i.e. compact without

boundary), we define

H−1(M) := {continuous linear functionals on H1(M)}.

If (M, g) is a compact manifold with smooth boundary, we also define

H1
0 (M) := closure of C∞c (M int) in H1(M),

H−1(M) := {continuous linear functionals on H1
0 (M)}.

Manifolds with boundary. Let (M, g) be a compact connected

oriented Riemannian manifold with nonempty smooth boundary. We

consider the Dirichlet problem for the Laplacian in (M, g). The results

will be completely analogous to the case of bounded domains in Rn

with smooth boundary discussed in Section 2.8.

Theorem 3.12 (Dirichlet problem). Given any F ∈ H−1(M) and

f ∈ H1(M), there is a unique weak solution u ∈ H1(M) of the problem

(3.8)

{
−∆gu = F in M,

u = f on ∂M.

Here we say that u ∈ H1(M) is a weak solution of (3.8) iff

(du, dv)L2 = F (v) for all v ∈ H1
0 (M), u− f ∈ H1

0 (M).

One has the norm estimate

‖u‖H1(M) ≤ C(‖F‖H−1(M) + ‖f‖H1(M))

where C is independent of F and f .
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Theorem 3.13 (Higher regularity). Assume the conditions in The-

orem 2.18. If F ∈ Hk(M) and f ∈ Hk+2(M) for some k ≥ 0, then

u ∈ Hk+2(M) and

‖u‖Hk+2(M) ≤ C(‖F‖Hk(M) + ‖f‖Hk+2(M))

where C is independent of F and f .

Finally, we state the weak maximum principle for solutions inH1(M).

Here we say that u ≤ C in M (resp. u ≤ C on ∂M) if (u − C)+ = 0

(resp. (u− C)+ ∈ H1
0 (M)), where

u+ := max {u, 0}.

We also say that u ≥ c in M (resp. u ≥ c on ∂M) if −u ≤ −c in M

(resp. −u ≤ −c on ∂M).

Theorem 3.14 (Weak maximum principle). Let u ∈ H1(M) solve

−∆gu = 0 in M.

If u ≤ C on ∂M , then u ≤ C in M . Similarly, if u ≥ c on ∂M , then

u ≥ c in M .

The proof of Theorem 3.12 is the same as that of Theorem 2.18,

except that we need to use a version of the Poincaré inequality that is

valid on compact manifolds with boundary.

Theorem 3.15 (Poincaré inequality). Let (M, g) be compact with

smooth boundary. There is C > 0 so that

‖u‖L2(M) ≤ C‖du‖L2(M), u ∈ H1
0 (M).

There are different ways of proving this inequality. In the case

where Ω ⊂ Rn is bounded, we used the fact that Ω ⊂ {a < xn < b} for

some a, b and that any u ∈ C∞c (Ω) satisfies

u(x′, xn) = u(x′, xn)− u(x′, a) =

∫ xn

a

∂nu(x′, t) dt.

The Cauchy-Schwarz inequality, together with the fact that integration

over {a < xn < b} can be divided into integration over x′ ∈ Rn−1 and

xn ∈ (a, b), then implied the result.

One can follow a similar strategy for a compact manifold with

boundary, if one considers unit speed geodesics γz(t) in (M, g) starting

at points z ∈ ∂M and going in the inward normal direction (then the

set ∂M replaces the set {xn = a} above). See [KKL, Section 2.1.16] for
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the following facts on normal geodesics. One can define the boundary

exponential map

exp∂M : {(z, t) : z ∈ ∂M and t ∈ [0, τ∂M(z))} →M, (z, t) 7→ γz(t)

where τ∂M(z) is the unique time for which γz([0, t]) is the shortest curve

between ∂M and γz(t) for t < τ∂M(z), but it is no longer the shortest

when t > τ∂M(z). Then the map exp∂M is a diffemorphism onto M \ω,

where ω is the boundary cut locus

ω = {γz(τ∂M(z)) : z ∈ ∂M}.

The set ω has zero measure, and hence integrals of smooth functions

over M may be evaluated by using the (z, t) coordinates. This leads to

a proof of Theorem 3.15.

Exercise 3.22. Let B be the unit ball in Rn. Use polar coordinates

and the approach outlined above to prove the Poincaré inequality∫
B

|u|2 dx ≤ C

∫
B

|∇u|2 dx

for any u ∈ C1(B) with u|∂B = 0.

Another proof can be given based on a version of the compact

Sobolev embedding theorem (also known as the Rellich-Kondrachov

theorem). This is an extremely important result in its own right. For

a proof see [Ta, Sections 4.3 and 4.4].

Theorem 3.16. Let (M, g) be a compact Riemannian manifold with

or without boundary. Then the natural inclusion map i : H1(M) →
L2(M) is a compact linear operator.

Proof of Theorem 3.15. We argue by contradiction and assume

that the result is not true. Then for any k ≥ 1 there is uk ∈ H1
0 (M)

satisfying

‖uk‖L2(M) > k‖duk‖L2(M).

After replacing uk by uk/‖uk‖L2 , we may assume that ‖uk‖L2 = 1.

Then it follows that

‖duk‖L2(M) <
1

k
.

In particular, (uk) is a bounded sequence in H1
0 (M). By Theorem 3.16

it has a subsequence, still denoted by (uk), which converges in L2(M)
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to some u ∈ L2(M). Then we have

‖uk‖L2 = 1, ‖duk‖L2 <
1

k
.

Taking k →∞, we see that (uk) converges in H1
0 (M) to a function with

‖u‖L2 = 1 and du = 0 in M . Thus u is constant in the connected set

M , and one must have u = 0 since u ∈ H1
0 (M). This is a contradiction

with ‖u‖L2 = 1. �

Given the Poincaré inequality, the proof of Theorem 3.15 proceeds

by using the same Hilbert space argument as in the case of domains in

Rn. The higher regularity result, Theorem 3.13, is of a local nature and

reduces to the corresponding result in Rn. The proof of the maximum

principle in Theorem 3.14 is also essentially the same as that in Rn.

Manifolds without boundary. Let (M, g) now be a closed man-

ifold, i.e. a compact connected oriented Riemannian manifold with no

boundary. We consider solutions of

−∆gu = F in M.

Now there are no boundary conditions, and there are two immediate

differences to the boundary case.

• Solutions are not unique: if u is a solution, then u + C is a

solution for any constant C.

• Solutions do not exist for all F : indeed, if u is a smooth enough

solution, then necessarily

(F, 1)L2 = (δdu, 1)L2 = (du, d(1))L2 = 0.

One also observes that the only global harmonic functions in a

closed manifold are the constants:

Lemma 3.17. If (M, g) is a closed manifold and u ∈ C2(M) satisfies

∆gu = 0 in M , then u = const.

Proof. One has 0 = (−∆gu, u)L2 = (δdu, u)L2 = (du, du)L2 , show-

ing that du = 0 and hence u = const. �

It turns out that these are the only obstructions for having unique

solutions to the Laplace equation in a closed manifold. Below we write

(u)M for the average

(u)M :=
1∫

M
dVg

∫
M

u dVg.
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Theorem 3.18 (Dirichlet problem). Given any F ∈ H−1(M) sat-

isfying F (1) = 0, there is a weak solution u ∈ H1(M), unique up to

adding a constant, of the problem

(3.9) −∆gu = F in M.

Here we say that u ∈ H1(M) is a weak solution of (3.9) iff

(du, dv)L2 = F (v) for all v ∈ H1(M).

One has the norm estimate

‖u− (u)M‖H1(M) ≤ C‖F‖H−1(M)

where C is independent of F .

Theorem 3.19 (Higher regularity). Assume the conditions in The-

orem 3.18. If F ∈ Hk(M) for some k ≥ 0, then u ∈ Hk+2(M) and

‖u− (u)M‖Hk+2(M) ≤ C‖F‖Hk(M)

where C is independent of F .

If (M, g) is a closed manifold, the maximum principle in M does not

make sense (since there is no boundary, and the only global harmonic

functions are constants). However, the maximum principle in Theorem

3.14 can still be applied to solutions of ∆gu = 0 in U whenever U is

any open set in M such that U has smooth boundary.

As in the case of manifolds with boundary, the only real difference

in the proofs of the above results as compared to the proofs in Rn

is the fact that one needs to use a different Poincaré inequality. This

inequality now applies to any function u ∈ H1(M), but one has u−(u)M
on the left hand side.

Theorem 3.20 (Poincaré inequality). Let (M, g) be a closed man-

ifold. There is C > 0 so that

‖u− (u)M‖L2(M) ≤ C‖du‖L2(M), u ∈ H1(M).

This theorem can be proved as in the boundary case, by using a

contradiction argument based on the compact Sobolev embedding.

Exercise 3.23. Give a proof of Theorem 3.20.

The proof of Theorem 3.18 is then completed by the standard

Hilbert space argument but now considering solutions in the space

H1
� (M) := {u ∈ H1(M) : (u)M = 0}.
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The higher regularity result, Theorem 3.19, follows again from the cor-

responding Euclidean result.

Exercise 3.24. Let (M, g) be a closed manifold. We say that a

number λ ∈ R is an eigenvalue of −∆g if there is ϕ ∈ H1(M), ϕ 6≡ 0,

satisfying −∆gϕ = λϕ. The function ϕ is then called an eigenfunction

corresponding to eigenvalue λ.

(a) Show that 0 is always an eigenvalue.

(b) Show that any other eigenvalue besides 0 is positive.

(c) Show that any eigenfunction is in C∞(M).

(d) Show that if ϕ and ψ are eigenfunctions corresponding to two

distinct eigenvalues, then (ϕ, ψ)L2(M) = 0.



CHAPTER 4

Riemann surfaces

In this section we discuss the fact that on an oriented 2-manifold

M , a Riemannian metric g induces a complex structure and thus (M, g)

becomes a Riemann surface (that is, a complex manifold with complex

dimension one). We will also discuss the fundamental uniformization

theorem which classifies the possible geometries, or conformal struc-

tures, on a given Riemann surface.

4.1. Generalities

We begin with some generalities.

Definition (Complex manifold). AnN-dimensional complex man-

ifold is a 2N -dimensional smooth (real) manifold with an open cover

Uα and charts ϕα : Uα → CN such that ϕβ ◦ ϕ−1
α is holomorphic

ϕα(Uα ∩ Uβ) → CN . The charts ϕα are called complex or holomor-

phic coordinates. The atlas {(Uα, ϕα)}α is called a complex atlas. Two

complex atlases are called equivalent if their union is a complex atlas.

A complex structure is an equivalence class of complex atlases.

Definition (Surface). A one-dimensional complex manifold is called

a Riemann surface (or just surface).

Definition (Almost complex structure). If M is a differentiable

manifold, an almost complex structure on M is a (1, 1) tensor field J

such that the restriction Jp : TpM → TpM satisfies J2
p = −Id for any p

in M . If g is a Riemannian metric on M , we say that J is compatible

with g if g(Jv, Jw) = g(v, w) for all v, w ∈ TpM .

If M is a complex manifold, let z = (z1, . . . , zN) be a holomorphic

chart Uα → CN , and write zj = xj + iyj with xj and yj real. There is a

canonical almost complex structure J on M , defined for holomorphic

charts by

J

(
∂

∂xj

)
=

∂

∂yj
, J

(
∂

∂yj

)
= − ∂

∂xj
.

75
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Conversely, if M is a differentiable manifold equipped with an almost

complex structure J (so it is necessarily even dimensional and ori-

entable), then by the Newlander-Nirenberg theorem M has the struc-

ture of a complex manifold, having J as its canonical almost complex

structure, if J satisfies an additional integrability condition.

Definition (Holomorphic functions). If M is a complex manifold

with complex charts ϕα : Uα → CN , a C1 function f : M → C is called

holomorphic (resp. antiholomorphic) if f ◦ ϕ−1
α is holomorphic (resp.

antiholomorphic) from ϕα(Uα) ⊂ CN to C for any α.

It is clear that all local properties of holomorphic functions in do-

mains of CN are valid also for holomorphic functions on complex man-

ifolds.

4.2. Isothermal coordinates

Let now (M, g) be a two-dimensional oriented (real) manifold with

Riemannian metric g. In this case everything becomes very simple.

In particular, the almost complex structures correspond to rotation by

90◦.

Definition (Rotation by 90◦). For any v ∈ TxM , let v⊥ ∈ TxM
be the unique vector (the rotation of v by 90◦ counterclockwise) such

that

|v⊥|g = |v|g, 〈v, v⊥〉 = 0,

and (v, v⊥) is a positively oriented basis of TxM when v 6= 0.

Exercise 4.1. Show that in local coordinates, if g(x) = (gjk(x))

and v = (v1, v2)t, the vector v⊥ is given by

v⊥ = g(x)−1/2(−(g(x)1/2v)2, (g(x)1/2v)1)t

where t denotes transpose and A1/2 is the square root of a positive

definite matrix A.

Lemma 4.1 (Almost complex structures). If (M, g) is an oriented

two-dimensional manifold, then J is an almost complex structure com-

patible with g iff

J(v) = ±v⊥, v ∈ TM.
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Proof. Let J be an almost complex structure compatible with g.

Given p ∈M and v ∈ TpM , the fact that J is compatible with g implies

that |Jv| = |v|. Moreover, one has

〈Jv, v〉 = −〈Jv, J2v〉 = −〈v, Jv〉

which implies that 〈Jv, v〉 = 0. Thus Jv is orthogonal to v and has

the same length as v. Since TpM is two-dimensional, one must have

Jv = ±v⊥. Conversely, Jv = ±v⊥ clearly satisfies J2 = −Id and

〈Jv, Jw〉 = 〈v, w〉. �

We wish to find a complex structure on M associated with J(v) =

v⊥. The following fundamental result, proved by Gauss in 1822 in

the real-analytic case, will yield complex local coordinates that are

compatible with J . The uniformization theorem that will be proved

later can be viewed as a global version of this result.

Theorem 4.2 (Isothermal coordinates). Let (M, g) be an oriented

two-dimensional manifold. Near any point of M there are positively

oriented local coordinates x = (x1, x2), called isothermal coordinates,

so that the metric has the form

gjk(x) = e2λ(x)δjk

where λ is a smooth real-valued function.

Given the existence of isothermal coordinates, it is easy to show

that any 2D Riemannian manifold has a complex structure. The proof

uses the basic complex analysis fact proved in the next exercise that a

smooth bijective map ϕ between open subsets of R2 is holomorphic iff it

is conformal and orientation preserving. Recall that ϕ being conformal

means that

ϕ∗h = ch

for some smooth positive function c where h is the Euclidean metric

on R2.

Exercise 4.2. Let f : Ω→ R2 be a smooth map, where Ω ⊂ R2 is

open, and let Df(z) = (∂kfj(z))2
j,k=1 be the Jacobi matrix of f .

(a) Show that f is conformal, i.e. f ∗h = ch where h is the Eu-

clidean metric, if and only if (Df(z))tDf(z) = c(z)Id.

(b) Show that f is holomorphic in Ω if and only if

(Df(z))tDf(z) = c(z)Id, detDf(z) > 0 in Ω,
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for some smooth positive function c(z) in Ω. (Hint: identify

vectors in R2 with complex numbers and use complex notation

to write v · w = Re(vw̄), Df(z)v = (∂f)v + (∂f)v̄, detDf =

|∂f |2−|∂f |2, where ∂f = 1
2
(∂1f+i∂2f) and ∂f = 1

2
(∂1f−i∂2f).

Also use that f satisfies the Cauchy-Riemann equations if and

only if ∂f = 0.)

Theorem 4.3 (Complex structure induced by g). Let (M, g) be

an oriented 2D manifold, and let (Uα) be an open cover of M so that

there are isothermal coordinate charts ϕα : Uα → R2. Then ϕ−1
β ◦ϕα is

holomorphic ϕα(Uα∩Uβ)→ R2 whenever Uα∩Uβ 6= ∅. Thus the charts

(Uα, ϕα) induce a complex structure on M corresponding to J(v) = v⊥.

This complex structure is independent of the choice of the isothermal

coordinate charts, and hence it is uniquely determined by g.

Proof. The fact that gjk(x) = e2λ(x)δjk in isothermal coordinates

can be rewritten as

(ϕ−1
α )∗g = e2λαh

where h is the Euclidean metric in R2. Suppose that Uα ∩ Uβ 6= ∅ and

let Φ = ϕβ ◦ ϕ−1
α . Then Φ is a smooth map from an open set of R2 to

R2, and one has

Φ∗h = (ϕ−1
α )∗ϕ∗βh = (ϕ−1

α )∗(e−2ϕ∗βλβg) = e2(λα−Φ∗λβ)h.

Since h is the Euclidean metric, the identity Φ∗h = ch, where c =

e2(λα−Φ∗λβ) is a positive smooth function, means that Φ is a conformal

bijective map between open sets in R2. Since isothermal coordinate

charts are positively oriented, Φ is orientation preserving. Thus Φ must

be holomorphic. This proves that any atlas consisting of isothermal

coordinate charts is a complex atlas. It is also clear from this argument

that if one uses different isothermal coordinate charts, then one obtains

an equivalent atlas.

It remains to show that the almost complex structure J given by

isothermal coordinates satisfies J(v) = v⊥. But in isothermal coordi-

nates J(∂x1) = ∂x2 = (∂x1)
⊥ and J(∂x2) = −∂x1 = (∂x2)

⊥, so one must

have J(v) = v⊥. �

If (M, g) is a two-dimensional oriented Riemannian manifold, we

will always use the complex structure induced by g on M . In fact the

complex structure only depends on the conformal class

[g] = {cg ; c ∈ C∞(M) positive},
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and conversely any complex structure on M arises from some conformal

class.

Theorem 4.4 (Complex structures vs conformal classes). Let M be

an oriented two-dimensional manifold. There is a 1−1 correspondence

between conformal classes of Riemannian metrics on M and complex

structures on M .

Proof. Isothermal coordinates for a metric g are also isother-

mal for cg: if (ϕ−1)∗g = e2λh with h the Euclidean metric, then

(ϕ−1)∗(cg) = e2µh for µ = λ+ 1
2

log((ϕ−1)∗c). Thus the complex struc-

ture on M obtained in Theorem 4.3 is the same for g and cg.

Conversely, suppose that M is equipped with a complex structure.

We wish to produce a metric g which induces this structure. Such a

metric can be defined locally: if p ∈ M and if (U,ϕ) is a complex

coordinate chart near p, we can define g = ϕ∗h in U where h is the

Euclidean metric in ϕ(U) ⊂ R2. More generally, if M is covered by

complex coordinate charts (Uα, ϕα) and if (χα) is a locally finite parti-

tion of unity subordinate to the cover (Uα), we can define

g =
∑

χαϕ
∗
αh.

Then g is a Riemannian metric on M . The complex coordinate charts

(Uα, ϕα) above are isothermal for g, since

(ϕ−1
α )∗g =

∑
β

((ϕ−1
α )∗χβ)(ϕβ ◦ ϕ−1

α )∗h =
∑
β

((ϕ−1
α )∗χβ)cαβh = ch

for some positive smooth functions cαβ and c. Here we used that ϕβ ◦
ϕ−1
α is holomorphic, hence conformal, and thus satisfies (ϕβ ◦ϕ−1

α )∗h =

cαβh. This shows that the complex structure on M induced by g is the

same as the original one. �

It remains to prove Theorem 4.2. It is convenient to consider rota-

tions on T ∗M instead of TM .

Definition (Hodge star). For any ξ ∈ T ∗xM let ∗ξ ∈ T ∗xM be the

rotation of ξ by 90◦ counterclockwise, i.e.

∗ξ := ((ξ])⊥)[,

where ], [ are the musical isomorphisms associated with g.
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Exercise 4.3. If x = (x1, x2) are local coordinates and ξ = ξ1 dx
1+

ξ2 dx
2, show that ∗ξ = η1 dx

1 + η2 dx
2 where

~η = g1/2(−(g−1/2~ξ)2, (g
−1/2~ξ)1)

with the notation ~ξ = (ξ1, ξ2)t, ~η = (η1, η2)t, g = (gjk), and where A1/2

denotes the square root of a positive definite symmetric matrix A.

Clearly ∗ξ is the unique covector so that |∗ξ|g = |ξ|g, 〈ξ, ∗ξ〉 = 0,

and (ξ, ∗ξ) is a positively oriented basis of T ∗xM when ξ 6= 0. The

operator ∗ is just the Hodge star operator specialized to 1-forms on a

two-dimensional manifold. We can identify the almost complex struc-

ture J(v) = v⊥ with the operator ∗.

Proof of Theorem 4.2. Let p ∈M . We wish to show that there

are smooth functions u and v near p so that

(4.1) |du|g = |dv|g > 0, 〈du, dv〉 = 0 near p.

Since du and dv are linearly independent at p, the inverse function

theorem shows that choosing x1 = u, x2 = v and λ = − log |du|g yields

the required coordinate system near p.

The equations (4.1) state that du and dv should be orthogonal

and have the same (positive) length. Since M is two-dimensional, it

follows that dv must be the rotation of du by 90◦ (either clockwise or

counterclockwise). Thus, given u with du|p 6= 0, it would be enough to

find v such that

(4.2) dv = ∗du

where ∗ is the Hodge star operator in Definition 4.2.

Now if the metric were Euclidean, the equations (4.2) would read

∂xu = ∂yv, ∂yu = −∂xv.

These are exactly the Cauchy-Riemann equations for an analytic func-

tion f = u + iv in the complex plane. In particular, u and v would

necessarily be harmonic. The same is true in the general case: by

Exercise 4.5 below, on a two-dimensional oriented manifold one has

d ∗ du = (∆gu) dVg.

Since d2 = 0, it follows from (4.2) that u and v have to be harmonic.

We use Lemma 4.6 below which shows that there is a harmonic

function u near p with du|p 6= 0. Then ∗du is a closed 1-form (since
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d(∗du) = ∗∆gu = 0), and the Poincaré lemma shows that in any small

ball near p one can find a smooth function v satisfying (4.2). Since

du|p 6= 0, one has (4.1) in some neighborhood of p which proves the

theorem. �

Exercise 4.4. Prove the formula d ∗ du = (∆gu) dVg used in the

proof of Theorem 4.2 in the case where M ⊂ Rn and g is the Euclidean

metric.

Exercise 4.5. Prove the formula d ∗ du = (∆gu) dVg on a general

Riemannian manifold (M, g).

We formulate part of the above proof as a lemma:

Lemma 4.5 (Harmonic conjugate). Let (M, g) be a simply connected

oriented 2-manifold. Given any u ∈ C∞(M) satisfying ∆gu = 0 in M ,

there is v ∈ C∞(M) satisfying

dv = ∗du in M.

The function v, called a harmonic conjugate of u, is harmonic and

unique up to an additive constant. The function f = u+ iv is holomor-

phic in the complex structure induced by g. Conversely, the real and

imaginary parts of any holomorphic function are harmonic.

Lemma 4.6. Let (M, g) be a Riemannian n-manifold and let p ∈M .

There is a harmonic function u near p with du|p 6= 0.

Proof. We will work in normal coordinates at p. Writing out the

local coordinate formula for ∆g, it follows that

∆gu = ∆eu+Qu, Qu = ajk∂jku+ bk∂ku,

where ∆e is the Euclidean Laplacian and ajk, bk are smooth functions

near 0. Since in normal coordinates one has gjk(0) = δjk and ∂jgkl(0) =

0, it follows that

ajk(0) = bk(0) = 0.

We will look for u in the ball Br = Br(0), where r > 0 is small, in

the form

u(x) := x1 + w(x).

The idea is that if r is small, then ∆gx1 ≈ 0 in Br (since ∆g is close to

∆e and ∆ex1 = 0), so there should be a solution of ∆gu = 0 close to

x1. We choose w as the solution of

∆gw = −∆gx1 in Br, w|∂Br = 0.
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Clearly ∆gu = 0 in Br. In order to estimate w, note that w solves

∆ew = −Qu in Br, w|∂Br = 0.

Writing wr(x) = w(rx) etc, we can rescale the previous equation to the

unit ball:

∆ewr = −r2(Qu)r in B1, wr|∂B1 = 0.

For any m ≥ 0, we may use elliptic regularity for the Dirichlet problem

to get that

‖wr‖Hm+2(B1) . r2‖(Qu)r‖Hm(B1)

with the implied constant independent of r. Now ajk(0) = bk(0) = 0

and u = x1 + w, so a short computation gives that

r2‖(Qu)r‖Hm(B1) . r3 + r‖wr‖Hm+2(B1).

If r is small enough, combining the last two equations gives

‖wr‖Hm+2(B1) . r3.

Choosing m+2 > n/2+1, the Sobolev embedding gives ‖∇wr‖L∞(B1) .
r3, which yields

‖∇w‖L∞(Br) . r2.

If we choose r small enough, it follows that du|0 = dx1|0+dw|0 6= 0. �

4.3. The uniformization theorem

We will next prove the existence of global isothermal coordinates

on compact simply connected surfaces with boundary. This is part of

the uniformization theorem for Riemann surfaces, and reduces to the

following result. (Recall that D denotes the unit disk in R2.)

Theorem 4.7 (Uniformization theorem in the boundary case). Let

(M, g) be a compact oriented simply connected 2-manifold with smooth

boundary and let p ∈M int. There is a bijective holomorphic map

Φ : M int → D

with Φ(p) = 0 which extends smoothly as a diffeomorphism M → D.

The result can be reformulated as follows:
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Theorem 4.8 (Global isothermal coordinates). If (M, g) is a com-

pact oriented simply connected 2-manifold with smooth boundary, then

there are global coordinates (x1, x2) in M so that in these coordinates

gjk(x) = e2λ(x)δjk

where λ is a smooth real-valued function.

We will begin by giving a proof for a version of the standard Rie-

mann mapping theorem. This proof is based on constructing a Green

function for the Laplace operator. We will then indicate how to extend

this argument to prove Theorem 4.7.

Theorem 4.9 (Riemann mapping theorem). Let Ω ⊂ C2 be a

bounded simply connected domain with smooth boundary and let z0 ∈ Ω.

There is a bijective holomorphic map

Φ : Ω→ D

with Φ(z0) = 0 which extends smoothly as a diffeomorphism Ω→ D.

Proof. After a translation, we may assume that z0 = 0. We look

for Φ in the form Φ = eΨ where Ψ is holomorphic in Ω \ {0}. Write

Ψ = u+ iv where u = Re(Ψ) and v = Im(Ψ). The condition Φ(0) = 0

means that Ψ should behave roughly like log z near 0, and the condition

Φ(∂Ω) = ∂D means that u should vanish on ∂Ω. The condition that

Ψ is holomorphic implies that u and v should be harmonic in Ω \ {0}.
Noting that Re(log z) = log |z| is harmonic in Ω \ {0}, we look for

u in the form

u = log |z|+ h

where h solves the equation

∆h = 0 in Ω, h|∂Ω = −(log |z|)|∂Ω.

The Dirichlet data is in C∞(∂Ω) since 0 /∈ ∂Ω, and hence there is a

unique solution h ∈ C∞(Ω). We mention that the function u thus

obtained is a multiple of the Green function for the Laplacian in Ω (it

satisfies −∆u = 2πδ0 in Ω with u|∂Ω = 0).

We turn to finding the imaginary part v. Since Ψ should be holo-

morphic, v should be a harmonic conjugate of u. It is enough to choose

some harmonic conjugate h1 ∈ C∞(Ω) of h in Ω (this is possible by
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Lemma 4.5 using the assumption that Ω is simply connected). We then

define

v = Im(log z) + h1 in Ω.

The function Im(log z) is multivalued (it is well defined modulo 2πZ),

but eiv is well defined in Ω\{0} since e2πik = 1 for any k ∈ Z. We then

define in Ω \ {0}

(4.3) Φ := eu+iv = elog z+h+ih1 = zeh+ih1 .

Since h + ih1 ∈ C∞(Ω) is holomorphic in Ω, it follows that Φ extends

as a holomorphic function to Ω and satisfies

Φ ∈ C∞(Ω), Φ(0) = 0, |Φ(z)| = 1 for z ∈ ∂D.

The maximum modulus principle then implies that |Φ| ≤ 1 in D, i.e.

that Φ maps Ω into D.

It remains to show that Φ is bijective Ω → D. Given any q ∈ D,

the argument principle in complex analysis states that the number of

points z ∈ Ω satisfying Φ(z) = q, counting multiplicity, is equal to the

winding number of the curve Φ ◦ γ around q, where γ is the boundary

curve of Ω. Using the formula (4.3) for Φ, we see that there is precisely

one z ∈ Ω with Φ(z) = 0 and this point is z = 0. Thus the winding

number of Φ ◦ γ around 0 is 1. Since the winding number of Φ ◦ γ is

constant in D, it follows that the winding number around any q ∈ D is

1. This proves that

Φ : Ω→ D is bijective.

The fact that Φ is bijective ∂Ω → ∂D follows since Φ ◦ γ has winding

number 1 and since Φ|∂Ω has nowhere vanishing derivative (see [Ta,

Section 8.4] for the details). �

We next indicate how the proof above can be modified in order to

prove Theorem 4.7.

Proof of Theorem 4.7. We look for the desired function Φ with

Φ(p) = 0 in the form Φ = eΨ, where Ψ = u + iv is holomorphic in

M int \ {p} and satisfies u|∂M = 0. Choose a complex coordinate chart

x = (x1, x2) in a neighborhood U of p and write z = x1 + ix2. We look

for u in the form

u = χ log |z|+ h
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where χ ∈ C∞c (U) satisfies 0 ≤ χ ≤ 1 and χ = 1 near p, and where h

solves

∆gh = −∆g(χ log |z|) in M, h|∂M = 0.

The right hand side function looks like it might have a singularity

at z = 0 (i.e. at p), but since log |z| is harmonic in U \ {p} the right

hand side actually vanishes in a neigborhood of p and can be continued

smoothly by zero across p. It follows that there is a unique real valued

solution h ∈ C∞(M). This completes the construction of the Green

function u.

To construct the (multivalued) harmonic conjugate v, we start with

the function

v0 = χ Im(log z) + h1

where h1 is the solution of

∆gh1 = −∆g(χ Im(log z)) in M, h1|∂M = 0.

As before, the right hand side is a function in C∞(M) vanishing near p,

and hence h1 ∈ C∞(M). Then both u and v0 are harmonic in M \{p},
but they are not necessarily harmonic conjugates. To rectify this we

will look for v in the form v = v0 + v1 where v should satisfy dv = ∗du
(the equation for harmonic conjugates). In other words, we wish to

find v1 satisfying

dv1 = ∗du− dv0.

One can check that the right hand side is a closed smooth 1-form in

M that vanishes near p. Then by the Poincaré lemma (i.e. the fact

that H1
dR(M) = {0}) there is indeed a function v1 ∈ C∞(M) with this

property. Then Φ = eu+iv is the required bijective holomorphic map

by an argument similar to that in the end of proof of Theorem 4.9. �

We now proceed to the full uniformization theorem. There are

several possible ways to state this theorem, and one of them is the

following.

Theorem 4.10 (Uniformization theorem, first version). Let (X, g)

be a Riemann surface with no boundary. Assume that X is simply con-

nected, or that H1
dR(X) = {0}. Then (X, g) is conformally equivalent

either with the sphere S2, the plane C, or the open unit disk D.
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We sketch one possible proof following [Hu]. Suppose first that X

is noncompact and p ∈ X. Then one can construct an exhaustion of

X via a sequence of open subsets (Xj)
∞
j=1, i.e.

X =
∞⋃
j=1

Xj, Xj ⊂ Xj+1,

where each Xj is compact, simply connected (or at least H1
dR(X) =

{0}), has smooth boundary, and p ∈ Xj. By Theorem 4.7 there are

conformal bijective maps Φj : Xj → D with Φj(p) = 0. If we fix

v ∈ TpX and apply scalings and rotations, we obtain new conformal

bijective maps φj : Xj → B(0, rj) that satisfy φj(p) = 0 and (φj)∗(v) =

e1. These maps form a normal family in complex analysis, and hence

some subsequence of (ϕj) converges uniformly on compact subsets to a

conformal bijective map φ : X → B(0, R) where R = sup rj ∈ (0,∞].

This map φ is the required conformal equivalence with C if R = ∞,

and with D otherwise.

Now suppose that X is compact and p ∈ X. One can show that

then H1
dR(X \ {p}) = {0}, and the argument above shows that X \ {p}

is conformally equivalent with C or D. But it is not hard to see that

X \ {p} cannot be conformally equivalent with D. Hence X \ {p}
must be conformally equivalent with C, and X must be conformally

equivalent with S2.

We now state a version of the uniformization theorem that applies

to closed manifolds.

Theorem 4.11 (Uniformization theorem, second version). Let (M, g)

be a closed connected oriented 2-manifold. Then there is a conformal

metric on M that has constant Gaussian curvature +1, 0, or −1.

The proof is based on the fact that the universal cover X of such a

manifold M is a simply connected Riemann surface with no boundary.

By Theorem 4.10, X is conformally equivalent to S2, C or D and each

of these has a constant curvature metric. Since M is the quotient of X

by its fundamental group, also M has a constant curvature metric.



CHAPTER 5

Hodge theory

Let (M, g) be a compact oriented Riemannian manifold with no

boundary, having dimension dim(M) = n. In this section we introduce

a Laplace operator acting on differential forms in M , prove the Hodge

decomposition for differential forms that generalizes the Helmholtz de-

composition for vector fields, and study the topology of M by identi-

fying the de Rham cohomology groups with spaces of harmonic differ-

ential forms.

Motivation. Recall that we defined the Laplace-Beltrami opera-

tor ∆g acting on scalar functions in M by looking at minimisers of the

Dirichlet energy functional

E(u) =

∫
M

|du|2 dV = (du, du)L2 , u ∈ H1(M).

One has the trivial inequality

‖u‖2
H1(M) ≤ E(u) + ‖u‖2

L2 , u ∈ H1(M).

This shows that E(u) “controls all derivatives of u”, which leads to the

fact that ∆g is an elliptic operator.

Now if u is a k-form in M with k ≥ 1, we have seen two types of

derivatives of u: the exterior derivative du ∈ Ωk+1(M) and also the

codifferential δu ∈ Ωk−1(M). We could introduce an energy functional

E(k)(u) = (du, du)L2 + (δu, δu)L2 , u ∈ H1(M,ΛkM).

The following result shows that this energy functional controls all first

order derivatives of the k-form u. We refer to [Ta, Proposition 8.1] for

a proof.

Theorem 5.1. (Gaffney’s inequality) There is C > 0 such that

‖u‖H1 ≤ C(‖u‖L2 + ‖du‖L2 + ‖δu‖L2)

whenever u ∈ H1(M,ΛkM) and 0 ≤ k ≤ n.

87
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Example. Let us look at this inequality in a simple case. If u is

a compactly supported 1-form in R3, so that u = Fj dx
j where F =

(F1, F2, F3) ∈ C∞c (R3,R3), then an analogue of Gaffney’s inequality

would be
3∑
j=1

‖Fj‖H1 ≤ C(‖F‖L2 + ‖∇ × F‖L2 + ‖∇ · F‖L2).

Integration by parts gives

‖∇ × F‖2
L2 + ‖∇ · F‖2

L2 = (∇× (∇× F )−∇(∇ · F ), F )L2 .

But ∇× (∇× F )−∇(∇ · F ) = (−∆F1,−∆F2,−∆F3) (this is quickly

seen on the Fourier side), so another integration by parts gives

3∑
j=1

‖∇Fj‖2
L2 = ‖∇ × F‖2

L2 + ‖∇ · F‖2
L2 .

This implies the required inequality.

Now, if u is a minimiser of E(k) in H1(M,ΛkM), then for any ϕ ∈
H1(M,ΛkM) we have

0 =
d

dt
E(k)(u+ tϕ)

∣∣∣
t=0

=
d

dt
(E(k)(u) + 2t [(du, dϕ) + (δu, δϕ)] + t2E(k)(ϕ))

= ((dδ + δd)u, ϕ).

This is true for any ϕ, so a minimizer u must satisfy (dδ + δd)u = 0.

Definition. If 0 ≤ k ≤ n, we define the Hodge Laplacian to be

the map ∆ : Ωk(M)→ Ωk(M) satisfying

−∆ = dδ + δd.

Example. If U ⊂ R3 is an open set and u = uj dx
j is a 1-form in

U , the computation in the previous example implies that

(dδ + δd)u = ∇× (∇× ~u)−∇(∇ · ~u) = (−∆uj) dx
j.

A similar (but much longer) computation shows that if U ⊂ Rn is open

and if u = uI dx
I is a k-form in U , then

∆u = (∆uI) dx
I

where ∆uI is the Euclidean Laplacian of uI ∈ C∞(U).
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Next we study the solvability of the equation −∆u = f on k-forms.

Definition. Let H−1(M,ΛkM) be the dual space of H1(M,ΛkM)

(i.e. the space of bounded linear functionals on H1(M,ΛkM)). Given

f ∈ H−1(M,ΛkM), we say that u ∈ H1(M,ΛkM) is a weak solution of

−∆u = f in M

if

(du, dv)L2 + (δu, δv)L2 = f(v) for all v ∈ H1(M,ΛkM).

The next theorem gives a detailed account of the existence, unique-

ness and regularity of weak solutions to −∆u = f ; we postpone the

proof until the end of the section.

Theorem 5.2. Fix k with 0 ≤ k ≤ n.

1. (Weak solutions) There is a countable set {λj}∞j=1 ⊂ R with

0 ≤ λ1 ≤ λ2 ≤ . . .→∞

such that whenever λ ∈ C \ {λ1, λ2, . . .}, the equation

(−∆− λ)u = f

has a unique weak solution u ∈ H1(M,ΛkM) for any f ∈ H−1(M,ΛkM).

2. (Kernel of −∆) The space

Hk := Ker(∆|H1(M,ΛkM)) = {u ∈ H1(M,ΛkM) ; ∆u = 0}

is finite dimensional and its elements are C∞.

3. (Elliptic regularity) There is a bounded linear map

G : L2(M,ΛkM)→ H2(M,ΛkM)

such that

−∆Gu = (I − Pk)u, u ∈ L2(M,ΛkM)

where Pk is the orthogonal projection from L2(M,ΛkM) onto Hk.

For j ≥ 0, G is a bounded map Hj(M,ΛkM)→ Hj+2(M,ΛkM).

The finite dimensional space Hk is called the space of harmonic

k-forms, and it has the following characterization:

Theorem 5.3. One has

Hk = {u ∈ Ωk(M) ; du = δu = 0}.
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One has

H0 = {u ∈ C∞(M) ; u is constant on each component of M}

and thus dim(H0) is the number of connected components of M .

Proof. If u ∈ Hk, so that (dδ + δd)u = 0, then using u as a test

function gives

0 = ((dδ + δd)u, u)L2 = (du, du)L2 + (δu, δu)L2 = ‖du‖2
L2 + ‖δu‖2

L2

which implies du = δu = 0. Conversely, if u ∈ Ωk(M) satisfies du =

δu = 0, then clearly (dδ + δd)u = 0 so u ∈ Hk.

If k = 0 one has

H0 = {u ∈ C∞(M) ; du = 0}

and clearly this consists of the functions that are constant on each

connected component. �

The next result is a powerful generalization of the Helmholtz de-

composition, which allows to decompose a vector field F in Rn into

curl-free and divergence-free components, i.e.

F = ∇p+W

where p is a scalar function and ∇ ·W = 0. The Helmholtz decompo-

sition corresponds to the next theorem in the case of 1-forms.

Theorem 5.4. (Hodge decomposition) Any u ∈ L2(M,ΛkM) has

the decomposition

u = dδGu+ δdGu+ Pku

where the three components are L2-orthogonal.

Remark. The Hodge decomposition of u ∈ L2(M,ΛkM) can also

be written as

u = dα + δβ + γ

where α = δGu ∈ H1(M,Λk−1M) and β = dGu ∈ H1(M,Λk+1M),

and where γ = Pku ∈ Hk is a harmonic k-form (and hence C∞).

Proof of Theorem 5.4. Let u ∈ L2(M,ΛkM). By Theorem 5.2

we have

−∆(Gu) = (I − Pk)u.
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The decomposition follows by using that −∆ = dδ + δd. The orthogo-

nality follows since

(dα, δβ)L2 = (d2α, β)L2 = 0

and since any harmonic form γ is L2-orthogonal to any dα or δβ using

that dγ = δγ = 0. �

Let now M be a compact smooth manifold. We define the de Rham

cohomology groups for 0 ≤ k ≤ n by

Hk
dR(M) := Ker(d|Ωk(M))/Im(d|Ωk−1(M)).

These are actually vector spaces. If F : M → N is a diffeomorphism

between two compact smooth manifolds, the property dF ∗ = F ∗d im-

mediately implies that F ∗ induces an isomorphism between the vector

spaces Hk
dR(N) and Hk

dR(M). Thus the de Rham cohomology groups

are diffeomorphism invariants; it is not too hard to show that they are

actually topological and even homotopy invariants (and thus do not

depend on the particular smooth structure that M has).

The next theorem due to Hodge shows that if one assigns a Rie-

mannian metric g on M , then Hk
dR(M) can be identified with the space

of harmonic k-forms. This shows, in particular, that the dimension of

Hk is independent of g and in fact is a topological invariant.

Theorem 5.5. (Hodge isomorphism) If 0 ≤ k ≤ n, then any equiv-

alence class in Hk
dR(M) has a unique harmonic representative. The

map

Jk : Hk → Hk
dR(M), u 7→ [u]

is an isomorphism.

Proof. Let w ∈ Ωk(M) satisfy dw = 0, and let [w] ∈ Hk
dR(M) be

the corresponding equivalence class. We need to show that [w] = [u] for

a unique u ∈ Hk. To show existence, write the Hodge decomposition

for w:

w = dδGw + δdGw + Pkw.

But since dw = 0, we have (w, δα) = 0 for all α, and in particular

0 = (w, δdGw) = (dδGw + δdGw + Pkw, δdGw) = ‖δdGw‖2.

Thus δdGw = 0, which implies that

w = u+ dδGw
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where u = Pkw is harmonic. This shows that [w] = [u] for some

harmonic u. To show uniqueness we note that if [u1] = [u2] with uj
harmonic then u1 − u2 = dα for some α, but then

‖u1 − u2‖2 = (u1 − u2, dα) = (δ(u1 − u2), α) = 0

showing that u1 = u2. The fact that Jk is an isomorphism follows

immediately from the above facts. �

We record an immediate consequence:

Corollary 5.6. (Betti numbers) Let M be a compact oriented

smooth manifold. The de Rham cohomology groups of M are finite

dimensional vector spaces, and their dimensions are given by

bk(M) = dim(Hk
dR(M)) = dim(Ker(∆g|Ωk(M)))

where g is any Riemannian metric on M .

Next we discuss Poincaré duality, which states that there is a natu-

ral isomorphism between Hk
dR(M) and Hn−k

dR (M) whenever 0 ≤ k ≤ n.

In terms of Betti numbers, this implies that bk(M) = bn−k(M). The

isomorphism is given by the following operator.

Theorem 5.7. (Hodge star operator) Let (M, g) be an oriented

Riemannian manifold of dimension n. There is a unique linear operator

(called the Hodge star operator)

∗ : Ωk(M)→ Ωn−k(M)

which satisfies the following identity for u, v ∈ Ωk(M):

(5.1) u ∧ ∗v = 〈u, v〉 dV.

It has the following properties:

(1) ∗∗ = (−1)k(n−k) on k-forms

(2) ∗1 = dV

(3) ∗(ε1 ∧ . . . ∧ εk) = εk+1 ∧ . . . ∧ εn whenever (ε1, . . . , εn) is a

positive local orthonormal frame on T ∗M

(4) The codifferential has the expression

δ = (−1)(k−1)(n−k)−1 ∗ d ∗ on k-forms.

Before the proof, we give two examples.
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Example. Let dim(M) = 2 and u ∈ Ω1(M). If (ε1, ε2) is a local

orthonormal frame of 1-forms, we may write u = u1ε
1 + u2ε

2. Then

the property (3) in the theorem implies that

∗(u1ε
1 + u2ε

2) = −u2ε
1 + u1ε

2.

Consequently

|∗u| = |u|, 〈u, ∗u〉 = 0.

Thus on 2D manifolds the Hodge star on 1-forms corresponds to rota-

tion by 90◦ counterclockwise.

Example. Let dim(M) = 3 and u ∈ Ω1(M), so we may write

u = ujε
j if (ε1, ε2, ε3) is a local orthonormal frame of 1-forms. Property

(3) in the theorem implies that

∗(ujεj) = ujε
ĵ

where ε1̂ = ε2 ∧ ε3, ε2̂ = ε3 ∧ ε1, ε3̂ = ε1 ∧ ε2.

Proof of Theorem 5.7. Let us first show that if two linear op-

erators ∗ and ∗̃ satisfy (5.1), then ∗ = ∗̃. In fact, in this case one

has

u ∧ (∗v − ∗̃v) = 0

for any u, v ∈ Ωk(M). If U is a coordinate neighborhood and if

{ε1, . . . , εn} is an orthonormal frame of T ∗U , we may write ∗v−∗̃v|U =

wJε
J where the sum is over J ∈ In−k. Choosing u = χεI above where

χ ∈ C∞c (U) and I ∈ Ik, and varying χ and I imply that wJ = 0 in U

for all J . Thus ∗v = ∗̃v in U , and varying U shows that ∗ ≡ ∗̃.
Let us next construct a linear operator ∗ satisfying (5.1). It is

enough to define ∗ : Λk(TqM) → Λn−k(TqM) for q in a coordinate

neighborhood U . If (ε1, . . . , εn) is a positive orthonormal frame of

T ∗U , then Λk(TqM) has an orthonormal basis {εI}I∈Ik . We define

∗(εj1 ∧ . . . ∧ εjk) := εjk+1 ∧ . . . ∧ εjn

where the indices are chosen so that (εj1 , . . . , εjn) is a positive orthonor-

mal frame. This gives a well-defined operator acting on basis elements,

and we extend it as a linear operator acting on Λk(TqM). It is easy to

check that for any I, J ∈ Ik,

εI ∧ ∗εJ =

{
dV, I = J,

0, I 6= J.
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If u, v ∈ Ωk(M) have local expressions u = uIε
I , v = vJε

J , then

u ∧ ∗v = uIvJε
I ∧ ∗εJ =

∑
I

uIvI dV

and

〈u, v〉 dV = uIvJ〈εI , εJ〉 dV =
∑
I

uIvI dV

since the εI are orthonormal. Thus our operator satisfies (5.1). We

have seen that this defines ∗ uniquely, so we have an invariantly defined

operator ∗ : Ωk(M)→ Ωn−k(M) satisfying (5.1).

The properties (1)–(3) follow from the definition of ∗ in terms of

the εj. To prove (4), we let u ∈ Ωk−1(M), v ∈ Ωk(M) and compute

(du, v)L2 =

∫
M

〈du, v〉 dV =

∫
M

du ∧ ∗v

=

∫
M

[
d(u ∧ ∗v)− (−1)k−1u ∧ (d ∗ v)

]
= (−1)k(−1)(n−k+1)(k−1)

∫
M

u ∧ (∗ ∗ d ∗ v)

=

∫
M

〈u, (−1)(k−1)(n−k)−1 ∗ d ∗ v〉 dV

= (u, (−1)(k−1)(n−k)−1 ∗ d ∗ v)L2 .

We used the definitions, the formula for d(u ∧ ∗v), and the Stokes

theorem. This shows (4). �

Theorem 5.8. (Poincaré duality) If (M, g) is a compact oriented

Riemannian manifold and 0 ≤ k ≤ n, there is an isomorphism

Hk
dR(M) ≈ Hn−k

dR (M).

Proof. Consider the Hodge star operator acting on harmonic k-

forms,

∗ : Hk → Ωn−k(M).

If u ∈ Hk, the formulas ∗∗ = ±1 and δ = ± ∗ d∗ (the precise sign does

not matter here) imply that d(∗u) = ± ∗ ∗d(∗u) = ± ∗ δu = 0 and

δ(∗u) = ± ∗ d(∗ ∗ u) = ± ∗ du = 0. Thus

∗ : Hk → Hn−k.

But since ∗∗ = ±1, the above map is invertible and hence is a vector

space isomorphism. Now Hk
dR(M) is isomorphic to Hk by Theorem 5.5,

so the result follows. �
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Since H0
dR(M) is the number of connected components of M , we have

the following corollary.

Corollary 5.9. If (M, g) is a compact connected oriented Rie-

mannian manifold without boundary, then

dim(H0
dR(M)) = dim(Hn

dR(M)) = 1.

We remark that the Hodge star operator also explains the duality

between the sequences (2.15) and (2.16) in Section 2.6. If

Hk
d (M) := Ker(d|Ωk(M))/Im(d|Ωk−1(M)),

Hk
δ (M) := Ker(δ|Ωk(M))/Im(δ|Ωk+1(M)),

it is easy to check that ∗ : Ωk(M)→ Ωn−k(M) induces an isomorphism

between Hk
d (M) and Hn−k

δ (M).

To end this section we will sketch the proof of Theorem 5.2. We

assume throughout that (M, g) is a compact oriented n-dimensional

Riemannian manifold with no boundary, and 0 ≤ k ≤ n. We begin

with a simple result that only uses Gaffney’s inequality and elementary

Hilbert space methods.

Lemma 5.10. For any positive real number µ, the equation

(−∆ + µ)u = f

has a unique solution u ∈ H1(M,ΛkM) for any f ∈ H−1(M,ΛkM).

Proof. Define the bilinear form

Bµ(u, v) = (du, dv)L2 + (δu, δv)L2 + µ(u, v)L2 , u, v ∈ H1(M,ΛkM).

This is a symmetric bilinear form, and Gaffney’s inequality implies that

it satisfies for some cµ > 0

Bµ(u, u) ≥ cµ‖u‖2
H1 , u ∈ H1(M,ΛkM).

We also have |Bµ(u, v)| ≤ C‖u‖H1‖v‖H1 . Consequently Bµ( · , · ) is

an inner product on H1(M,ΛkM) that induces a norm equivalent to

the usual norm on H1 (hence also the usual topology). Then for any

f ∈ H−1(M,ΛkM), the Riesz representation theorem shows that there

is a unique u ∈ H1(M,ΛkM) satisfying

Bµ(u, v) = f(v), v ∈ H1(M,ΛkM).

This proves the theorem. �
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The previous result can be considerable improved if one observes

that the inverse of −∆ + µ is a compact operator and applies the

spectral theorem for compact operators. The basic underlying result is

the compact Sobolev embedding theorem [Ta, Proposition 4.3.4].

Theorem 5.11. (Rellich-Kondrachov compact embedding theorem)

The inclusion H1(M,ΛkM) → L2(M,ΛkM) is compact, meaning that

any bounded sequence in H1(M,ΛkM) has a convergent subsequence in

L2(M,ΛkM).

For the proof of Theorem 5.2 we also need the following elliptic

regularity result [Ta, Theorem 5.1.3].

Theorem 5.12. (Elliptic regularity) If u ∈ H1(M,ΛkM) is a weak

solution of −∆u = f where f ∈ Hj(M,ΛkM) for some j ≥ 0, then

u ∈ Hj+2(M,ΛkM) and

‖u‖Hj+2 ≤ C(‖f‖Hj + ‖u‖Hj+1)

where C is independent of u and f .

Proof of Theorem 5.2 part 1. We fix µ > 0 and let

T = (−∆ + µ)−1 : H−1(M,ΛkM)→ H1(M,ΛkM)

be the solution operator from Lemma 5.10. By compact embedding,

we have that T : L2(M,ΛkM) → L2(M,ΛkM) is compact. It is also

self-adjoint and positive semidefinite, since for f, h ∈ L2 (with u = Tf)

(Tf, h) = (u, (−∆ + µ)Th) = (du, dTh) + (δu, δTh) + µ(u, Th)

= ((−∆ + µ)u, Th) = (f, Th),

(Tf, f) = (Tf, (−∆ + µ)Tf) = (dTf, dTf) + (δTf, δTf) + µ(Tf, Tf)

≥ 0.

By the spectral theorem for compact operators [Ta], there exist µ1 ≥
µ2 ≥ . . . with µj → 0 and φl ∈ L2(M,ΛkM) with Tφl = µlφl such that

{φl}∞l=1 is an orthonormal basis of L2(M,ΛkM) and

(5.2) Ker(T − µl) is finite dimensional for each l.

Note that 0 is not in the spectrum of T , since Tf = 0 implies f = 0.

Defining

λl =
1

µl
− µ



5. HODGE THEORY 97

gives that

{φl}∞l=1 is an orthonormal basis of L2(M,ΛkM) and −∆φl = λlφl.

If λ 6= λl for all l then for u ∈ H1(M,ΛkM) and f ∈ H−1(M,ΛkM),

(−∆−λ)u = f ⇔ u = T (f + (λ+µ)u) ⇔ (
1

λ+ µ
−T )u =

1

λ+ µ
Tf.

Since 1
λ+µ
6= µl for all l, 1

λ+µ
Id−T is invertible and we see that −∆−λ

is bijective and bounded H1 → H−1, therefore an isomorphism. �

Proof of Theorem 5.2 part 2. If 0 is an eigenvalue of −∆ (i.e.

λ1 = 0), then 1/µ is an eigenvalue of T . The equivalence

−∆u = 0 ⇔ Tu =
1

µ
u

and (5.2) show that Ker(−∆) is finite-dimensional. On the other hand,

if 0 is not an eigenvalue of −∆, then Ker(−∆) = {0}. By elliptic

regularity, elements of Ker(−∆) are C∞. �

Proof of Theorem 5.2 part 3. Let dim(Ker(−∆)) = m ≥ 0,

so λ1 = . . . = λm = 0 and λm+1 > 0. Using the notation above, we

define

Gu :=
∞∑

l=m+1

1

λl
(u, φl)L2φl, u ∈ L2(M,ΛkM).

The sum converges in L2 by orthogonality and G becomes a bounded

operator on L2. Since −∆φl = λlφl, it is not hard to check that

−∆Gu =
∞∑

l=m+1

(u, φl)L2φl = (I − Pk)u.

A short argument using elliptic regularity shows that G is a bounded

operator from L2 to H2, and also from Hj to Hj+2 for j ≥ 0. �





CHAPTER 6

Curvature

6.1. Background

Curvature of curves. Let γ : (a, b) → R3 be a regular smooth

curve, so γ̇(t) 6= 0 for t ∈ (a, b). We can always reparametrize γ by arc

length, and in the new parametrisation one has |γ̇(t)| ≡ 1 (such a curve

is called a unit speed curve). Differentiating the identity |γ̇(t)|2 ≡ 1

shows that

γ̈(t) · γ̇(t) = 0.

Thus for unit speed curves the acceleration vector γ̈(t) is orthogonal to

the tangent vector. The vector γ̈(t) measures how quickly the curve de-

viates from its tangent line at γ(t), and leads to the notions of curvature

and the osculating circle which is a good second order approximation

of γ.

Lemma 6.1. (Osculating circle) Let γ : (a, b) → R3 be a smooth

unit speed curve. Given t0 ∈ (a, b), there is a unique unit speed circle

η : [t0 − πR, t0 + πR]→ R3 (called the osculating circle for γ at γ(t0))

that satisfies

η(t0) = γ(t0), η̇(t0) = γ̇(t0), η̈(t0) = γ̈(t0).

If γ̈(t0) = 0 then η is a tangent line of γ, and if γ̈(t0) 6= 0 then η is

a circle with radius R = 1
|γ̈(t0)| lying in the two-plane spanned by γ̇(t0)

and γ̈(t0) (called the osculating plane).

Proof. We normalise matters so that t0 = 0. If γ̈(0) = 0, then η

is given by η(t) = γ(0) + tγ̇(0). Assume now that γ̈(0) 6= 0. We look

for η in the form

η(t) = x0 +R(cos(t/R)q1 + sin(t/R)q2)

where x0 ∈ R3, R > 0, and the unit vectors q1, q2 ∈ R3 are to be

determined. The equations for η and γ at t = 0 imply that

x0 +Rq1 = γ(0), q2 = γ̇(0), − 1

R
q1 = γ̈(0).

99
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Taking absolute values in the last equation gives R = 1
|γ̈(0)| , and then

the last two equations give q1 = − γ̈(0)
|γ̈(0)| and q2 = γ̇(0). The first

equation implies x0 = γ(0)−Rq1, and this determines η uniquely. �

The number R = R(s) above is called the radius of curvature of γ

at γ(s), and its reciprocal

κ(s) =
1

R(s)

is called the curvature at γ(s). If γ̈(s) 6= 0 and if we choose a normal

vector N(s) = ± γ̈(s)
|γ̈(s)| to γ in the osculating plane, we can also define

the signed curvature

κN(t) := γ̈(t) ·N(t).

Curvature of surfaces in R3. Let now M be a smooth hyper-

surface in R3, equipped with the Riemannian metric induced by the

Euclidean metric in R3. We assume for simplicity that M = f−1(0)

where f : R3 → R is a smooth function with ∇f 6= 0 on M .

For a fixed point p ∈ M , we can study the curvature of M at p by

computing the signed curvatures κ(v) with respect to a normal N(p)

of curves γv, where v ∈ TpM is a unit tangent vector and γv is a unit

speed curve on M with γv(0) = p and γ̇v(0) = v. We will use the

choice N := −∇f/|∇f |, so N is a smooth unit normal vector field on

M (to see this, observe that if v ∈ TpM and if γv is as above, then

0 = d
dt
f(γv(t))

∣∣
t=0

= ∇f(p) · v).

The curvatures κ(v) depend on the point p and on the direction v

(but not on the particular choice of γv, as shown by the next proof).

The curvatures κ(v) are conveniently described by the shape operator.

Lemma 6.2. (Shape operator) There is a smooth map S : TM →
TM , called the shape operator of S, such that S|TpM is a linear map

on TpM for each p and κ(v) = 〈S(v), v〉 for any unit tangent vector

v ∈ TM . The map S is characterised by

〈S(v), w〉 = 〈 f
′′(p)

|∇f(p)|
v, w〉, p ∈M, v,w ∈ TpM.

Proof. The last identity defines a symmetric linear map S on

TpM . It is enough to check that κ(v) = 〈S(v), v〉 for any unit tangent

vector v ∈ TpM . If γ is a unit speed curve on M with γ(0) = p and
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γ̇(0) = v, it follows that f(γ(t)) ≡ 0. Thus

0 =
d2

dt2
f(γ(t))

∣∣∣
t=0

= f ′′(p)v · v +∇f(p) · γ̈(0).

It follows that

κ(v) = N(p) · γ̈(0) = − 1

|∇f(p)|
∇f(p) · γ̈(0) =

f ′′(p)

|∇f(p)|
v · v

which proves the result. �

Definition. The principal curvatures ofM at p are the eigenvalues

κ1 and κ2 (with κ1 ≤ κ2) of the linear map S|TpM considered as a

symmetric 2× 2 matrix. The Gaussian curvature (or total curvature)

of M is

K := κ1κ2 = det(S|TpM)

and the mean curvature of M is

H :=
1

2
(κ1 + κ2) =

1

2
tr(S|TpM).

Example. Consider two hypersurfaces M and M̃ in R3, defined by

M = {x ∈ R3 ; x3 = 0, 0 < x2 < π},

M̃ = {x ∈ R3 ; x2
2 + x2

3 = 1, x3 > 0}.

The map F : M → M̃, (x1, x2, 0) 7→ (x1, cosx2, sinx2) is an isometry

between M and M̃ (equipped with the metric induced by the Euclidean

metric in R3), since the vectors

F∗∂1|F (x1,x2,0) = (1, 0, 0),

F∗∂2|F (x1,x2,0) = (0,− sinx2, cosx2)

give an orthonormal basis at each point and consequently

F∗v · F∗w = v · w, v, w ∈ TpM.

The principal curvatures κj and κ̃j of M and M̃ are

κ1 = κ2 = 0, κ̃1 = 0, κ̃2 = 1.

(We use the normal vector on M pointing downward, and the corre-

sponding vector on M̃ .)

The previous example shows that the principal curvatures and mean

curvature are not invariant under isometries. However, both M and M̃

have the same Gaussian curvature. The Gaussian curvature turns out

to be invariant under isometries in general:
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Theorem 6.3. (Gauss’s Theorema Egregium, 1827) The Gaussian

curvature is intrinsic, in the sense that it only depends on the structure

of (M, g) as a Riemannian manifold (and not in its embedding in R3)

and is invariant under isometries.

The above theorem means that the Gaussian curvature of a 2D hy-

persurface M can be measured by inhabitants of M , whereas measuring

the principal or mean curvatures would require information about the

particular embedding in R3. Also in this direction, the Gaussian curva-

ture is uniquely determined by the perimeters of small geodesic balls:

Theorem 6.4. (Bertrand, Puiseux) If (M, g) is a 2D hypersurface

in R3 and if B(p, ε) = {q ∈M ; dg(p, q) < ε}, then ∂B(p, ε) is a smooth

curve for ε > 0 small and

Lg(∂B(p, ε)) = 2πε− π

3
K(p)ε3 + o(ε3) as ε→ 0.

Since the Gaussian curvature K is invariant under isometries, any

hypersurface that is isometric to a piece of the flat plane {x3 = 0}
satisfies K ≡ 0. The converse also holds: if (M, g) is a hypersurface

and if K = 0 near p, then some neighborhood of p is isometric to a piece

of {x3 = 0}. This shows that the Gaussian curvature is a sufficiently

powerful invariant to characterize local flatness.

The arguments above suggest that the Gaussian curvature can be

defined for any 2D Riemannian manifold, not just for hypersurfaces.

An important (and nontrivial) related theorem is the Gauss-Bonnet

theorem:

Theorem 6.5. (Gauss-Bonnet) Let (M, g) be a compact oriented

smooth Riemannian manifold with dim(M) = 2. Then∫
M

K dVg = 2πχ(M)

where χ(M) is the Euler characteristic of M .

Since χ(M) is a topological invariant, the theorem implies among

other things that the topology ofM puts strong constraints on the kinds

of Riemannian metrics that M admits. In particular, if M admits a

metric with


K > 0

K = 0

K < 0

everywhere, then


χ(M) > 0

χ(M) = 0

χ(M) < 0.
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Curvature in higher dimensions. The Habilitation lecture of

Riemann in 1854 is a landmark in geometry. In this lecture, Riemann

• considered (not so rigorously) the notion of an abstract smooth

manifold

• suggested that the geometry of such a space could be described

by a length element (i.e. a Riemannian metric)

• introduced a higher dimensional generalization of Gaussian

curvature.

There are many different approaches to understanding curvature.

We describe some of these informally.

1. Riemann’s approach. Riemann’s idea for measuring curvature in

higher dimensions was to look at certain second order coefficients

Rijkl in the Taylor expansion of the Riemannian metric in normal

coordinates (i.e. coordinates obtained by following geodesics starting

at a fixed point).

2. Sectional curvature approach. If (M, g) is a Riemannian mani-

fold and p ∈ M , consider a 2-plane Π in TpM . Following geodesics

in M starting at p with initial direction in Π, one obtains a 2-

dimensional Riemannian manifold MΠ. By the Theorema Egregium,

the total curvature K(Π) of MΠ only depends on the metric struc-

ture. The numbers K(Π), called the sectional curvatures of M at p,

for different 2-planes Π ⊂ TpM can be used to measure the curva-

ture of (M, g). Knowing K(Π) for each Π is equivalent to knowing

the numbers Rijkl.

3. Parallel transport approach. On any Riemannian manifold, if

γ is a smooth regular curve from p to q and if v ∈ TpM , there is a

unique way of transporting v along γ to a vector Pγv ∈ TqM . Let

X and Y be two vector fields near p that commute ([X, Y ] = 0),

and let PX(t) be the parallel transport for time t along the flow of

X. Given v ∈ TpM , let

QX,Y (s, t)v = PY (−t)PX(−s)PY (t)PX(s)v.

Since X and Y commute, QX,Y (t) is a linear map TpM → TpM that

corresponds to parallel translating v along a small quadrilateral with

sidelength t determined by X and Y . It turns out that

Rijkl =
∂

∂s

∂

∂t
〈Q∂i,∂j(s, t)∂k, ∂l〉

∣∣∣
s,t=0

.
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Thus, curvature measures how tangent vectors are changed under

parallel translation along small loops.

4. Connection approach. On any Riemannian manifold, there is a

natural way of differentiating a vector field Y in the direction of

another vector field X to produce a new vector field ∇XY . The

operator ∇ is called the Levi-Civita connection, Riemannian con-

nection, or covariant derivative. Curvature measures the extent to

which second order covariant derivatives commute:

Rijkl = 〈(∇∂i∇∂j −∇∂j∇∂i)∂k, ∂l〉.

These constructions are equivalent and they give a complete set

{Rijkl} of isometry invariants, in the sense that the vanishing of all

these invariants near p is equivalent with local flatness (i.e. a neigh-

bourhood of p being isometric to a piece of Rn). The functions Rijkl

are the component functions of the coordinate representation a certain

4-tensor field on (M, g), called the Riemann curvature tensor.

At this point it is convenient to pause the geometric discussion, in

order to develop some abstract machinery that could be used to

• compute curvatures

• prove some basic properties of curvature.

We will begin by discussing geodesics.

6.2. Geodesics and the Riemannian connection

Lengths of curves and the distance function dg can be defined on

any Riemannian manifold (M, g) in the same way as we did in open

sets in Rn. In that setting, recall that if γ is a curve that minimizes

length between its endpoints, we showed that γ satisfies the geodesic

equation by computing

d

ds
L(γs) =

∫ b

a

∂

∂s
〈γ̇s(t), γ̇s(t)〉1/2 dt

where (γs) was a variation of γ. This computation involved inserting

the local coordinate expression of 〈γ̇s(t), γ̇s(t)〉 and taking its derivative.

The geodesic equation and Christoffel symbols then came out from this

local coordinate computation.

It will be very useful to be able to do computations like this in an

invariant way, without resorting to local coordinates. For this purpose
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we want to be able to take derivatives of vector fields in a way which

is compatible with the Riemannian inner product 〈 · , · 〉.
We first recall the commutator of vector fields. Any vector field

X ∈ C∞(M,TM) gives rise to a first order differential operator X :

C∞(M)→ C∞(M) by

Xf(p) = X(p)f.

If X and Y are vector fields, their commutator [X, Y ] is the differential

operator acting on smooth functions by

[X, Y ]f := X(Y f)− Y (Xf).

The commutator of two vector fields is itself a vector field, and any

coordinate vector fields satisfy [∂i, ∂j] = 0 (both results follow by the

equality of mixed partial derivatives in Rn).

The next result is sometimes called the fundamental lemma of Rie-

mannian geometry.

Theorem 6.6. (Riemannian connection) On any Riemannian man-

ifold (M, g) there is a unique R-bilinear map

∇ : C∞(M,TM)× C∞(M,TM)→ C∞(M,TM),

(X, Y ) 7→ ∇XY,

which satisfies

(1) ∇fXY = f∇XY (linearity)

(2) ∇X(fY ) = f∇XY + (Xf)Y (Leibniz rule)

(3) ∇XY −∇YX = [X, Y ] (symmetry)

(4) X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉 (metric connection).

Here X, Y, Z are vector fields and f is a smooth function on M .

Proof. If ∇ satisfies (1)–(4), it is possible to derive the following

identity known as Koszul’s formula:

(6.1) 2〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈X,Z〉 − Z〈X, Y 〉
+ 〈[X, Y ], Z〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉.

It turns out that this identity defines a unique bilinear map satisfying

(1)–(4). See [Le1] for the details. �
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The map ∇ is called the Riemannian connection or Levi-Civita

connection of (M, g). The vector field ∇XY is called the covariant

derivative of the vector field Y in direction X.

Example. In (Rn, e) the Levi-Civita connection is given by

∇XY = Xj(∂jY
k)∂k.

This is just the natural derivative of Y in direction X.

Example. On a general Riemannian manifold (M, g), applying

Koszul’s formula (6.1) to coordinate vector fields gives that

2〈∇∂j∂k, ∂l〉 = ∂j〈∂k, ∂l〉+ ∂k〈∂j, ∂l〉 − ∂l〈∂j, ∂k〉
= ∂jgkl + ∂kgjl − ∂lgjk.

It follows that

∇∂j∂k = Γljk∂l

where Γljk are the Christoffel symbols

Γljk =
1

2
glm(∂jgkm + ∂kgjm − ∂mgjk).

For any two vector fields X = Xj∂j and Y = Y k∂k, one has

∇XY = Xj(∂jY
k)∂k +XjY kΓljk∂l.

Covariant derivative of tensors. At this point we will define the

connection and covariant derivatives also for other tensor fields. Let X

be a vector field on M . The covariant derivative of 0-tensor fields is

given by

∇Xf := Xf.

For k-tensor fields u, the covariant derivative is defined by

∇Xu(Y1, . . . , Yk) := X(u(Y1, . . . , Yk))−
k∑
j=1

u(Y1, . . . ,∇XYj, . . . , Yk).

Exercise 6.1. Show that these formulas give a well defined covari-

ant derivative

∇X : C∞(M,T kM)→ C∞(M,T kM).

Example. An example of the above construction is the covariant

derivative of 1-forms, which is uniquely specified by the identity

∇∂jdx
k = −Γkjldx

l.
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By using ∇X on tensors, it is possible to define the total covariant

derivative as the map

∇ : C∞(M,T kM)→ C∞(M,T k+1M),

∇u(X, Y1, . . . , Yk) := ∇Xu(Y1, . . . , Yk).

Example. On 0-forms ∇f = df .

Example. If f is a smooth function, then the covariant Hessian

of f is

Hess(f) := ∇2f.

In local coordinates it is given by

∇2f = (∂jkf − Γljk∂lf) dxj ⊗ dxk.

Finally, we mention that the total covariant derivative can be used

to define higher order Sobolev spaces invariantly on a Riemannian man-

ifold.

Definition. If k ≥ 0, consider the inner product on C∞(M) given

by

(u, v)Hk(M) :=
k∑
j=0

(∇ju,∇jv)L2(M).

Here the L2 norm is the natural one using the inner product on tensors.

The Sobolev space Hk(M) is defined to be the completion of C∞(M)

with respect to this inner product. This coincides with the earlier

definition which was based on local coordinates.

The next result says that the Riemannian connection is invariant

under isometries. In particular, this will imply that the curvature ten-

sors constructed via ∇ will also be invariant under isometries.

Lemma 6.7. If F is a diffeomorphism, then if T is any tensor or

vector field one has

F ∗(∇gT ) = ∇F ∗gF
∗T.

Geodesics. Let us return to length minimizing curves. If γ :

[a, b] → M is a curve and X : [a, b] → TM is a smooth vector field

along γ (meaning that X(t) ∈ Tγ(t)M), we define the derivative of X

along γ by

∇γ̇X := ∇γ̇X̃
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where X̃ is any vector field defined in a neighborhood of γ([a, b]) such

that X̃γ(t) = Xγ(t). It is easy to see that this does not depend on the

choice of X̃. The relation to geodesics now comes from the fact that

in local coordinates, if γ(t) corresponds to x(t),

∇γ̇ γ̇ = ∇ẋj∂j(ẋ
k∂k)

= (ẍl + Γljk(x)ẋjẋk)∂l.

Thus the geodesic equation is satisfied iff ∇γ̇ γ̇ = 0. We now give the

precise definition of a geodesic.

Definition. A regular curve γ is called a geodesic if ∇γ̇ γ̇ = 0.

The arguments above give evidence to the following result. The

first statement follows from Theorem 2.12 and the second statement is

proved for instance in [Le1].

Theorem 6.8. (Length minimizing curves) If γ is a piecewise regu-

lar length minimizing curve from p to q, then γ is regular and ∇γ̇ γ̇ = 0.

Conversely, if γ is a regular curve and ∇γ̇ γ̇ = 0, then γ minimizes

length at least locally.

We next list some basic properties of geodesics.

Lemma 6.9. (Properties of geodesics) Let (M, g) be a Riemannian

manifold without boundary. Then

(1) for any p ∈ M and v ∈ TpM , there is an open interval I

containing 0 and a geodesic γv : I → M with γv(0) = p and

γ̇v(0) = v,

(2) any two geodesics with γ1(0) = γ2(0) and γ̇1(0) = γ̇2(0) agree

in their common domain,

(3) any geodesic satisfies |γ̇(t)| = const,

(4) if M is compact then any geodesic γ can be uniquely extended

as a geodesic defined on all of R.

Exercise 6.2. Prove this theorem by using the existence and unique-

ness of solutions to ordinary differential equations.

By (3) in the theorem, we may (and will) always assume that

geodesics are parametrized by arc length and satisfy |γ̇| = 1. Part

(4) says that the maximal domain of any geodesic on a closed manifold

is R, where the maximal domain is the largest interval to which the
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geodesic can be extended. We will always assume that the geodesics

are defined on their maximal domain.

Normal coordinates. The following important concept enables

us to parametrize a manifold locally by its tangent space.

Definition. If p ∈M let Ep := {v ∈ TpM ; γv is defined on [0, 1]},
and define the exponential map

expp : Ep →M, expp(v) = γv(1).

This is a smooth map and satisfies expp(tv) = γv(t). Thus, the

exponential map is obtained by following radial geodesics starting from

the point p. This parametrization also gives rise to a very important

system of coordinates on Riemannian manifolds.

Theorem 6.10. (Normal coordinates) For any p ∈ M , expp is a

diffeomorphism from some neighborhood V of 0 in TpM onto a neigh-

borhood of p in M . If {e1, . . . , en} is an orthonormal basis of TpM

and we identify TpM with Rn via vjej ↔ (v1, . . . , vn), then there is a

coordinate chart (U,ϕ) such that ϕ = exp−1
p : U → Rn and

(1) ϕ(p) = 0,

(2) if v ∈ TpM then ϕ(γv(t)) = (tv1, . . . , tvn),

(3) one has

gjk(0) = δjk, ∂lgjk(0) = 0, Γljk(0) = 0.

Proof. The smoothness of the exponential map follows by express-

ing the geodesics starting near p in terms of the flow of a certain vector

field, called the geodesic vector field, on TM . Then the fact that expp
is smooth near 0 follows from the existence and uniqueness theorem for

ODEs. It is a diffeomorphism near 0 since a short computation shows

that the derivative (expp)∗ : T0(TpM)→ TpM is just the identity map

under the identification T0(TpM) = TpM . For details see [Le1]. �

The local coordinates in the theorem are called normal coordinates

at p. In these coordinates geodesics through p correspond to rays

through the origin, and thus these geodesics are called radial geodesics.

Further, by (3) the metric and its first derivatives have a simple form

at 0. This fact is often exploited when proving an identity where both

sides are invariantly defined, and thus it is enough to verify the iden-

tity in some suitable coordinate system. The properties given in (3)

sometimes simplify these local coordinate computations dramatically.
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Finally, we will need the fact that when switching to polar coordi-

nates in a normal coordinate system, the metric has special form in a

full neighborhood of 0 instead of just at the origin.

Theorem 6.11. (Polar normal coordinates) Let (U,ϕ) be normal

coordinates at p. If (r, θ) are the corresponding polar coordinates (thus

r(q) = |ϕ(q)| > 0 and θ(q) is the corresponding direction in Sn−1), then

the metric has the form

(gjk(r, θ)) =

(
1 0

0 gαβ(r, θ)

)
.

This implies that gradg(r) = ∂/∂r, |∂/∂r| = 1, 〈∂/∂r, ∂/∂θ〉 = 0, and

r(q) = d(p, q).

Proof. This is essentially Theorem 6.10 combined with the Gauss

lemma, which states that 〈∂/∂r, ∂/∂θ〉 = 0. To prove the last state-

ment, one shows that it holds at the origin and the inner product in

question is constant along radial geodesics (this uses the symmetry

of the Riemannian connection and the fact that geodesics have unit

speed). For details see [Le1]. �

6.3. Curvature tensors

It is now possible to give a precise definition of the Riemann cur-

vature tensor described earlier.

Definition. If X, Y, Z,W are vector fields in some open set in M ,

the Riemann curvature tensor is defined by

Rm(X, Y, Z,W ) := 〈(∇X∇Y −∇Y∇X −∇[X,Y ])Z,W 〉.

If p ∈ M and the vector fields are defined near p, one can check

that Rm(X, Y, Z,W )|p only depends on the values of the vector fields

at p. Thus Rm is in fact a smooth 4-tensor field on M . If x are local

coordinates and {∂i} are corresponding coordinate vector fields, the

tensor Rm has the coordinate representation

Rm = Rijkl dx
i ⊗ dxj ⊗ dxk ⊗ dxl

where

Rijkl = Rm(∂i, ∂j, ∂k, ∂l) = 〈(∇∂i∇∂j −∇∂j∇∂i)∂k, ∂l〉.
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We also define the Ricci tensor and scalar curvature, which are obtained

from the Riemann tensor by taking traces with respect to certain in-

dices.

Definition. If v, w ∈ TpM , we define the Ricci tensor

Ric(v, w) =
n∑
j=1

R(ej, v, w, ej)

where {e1, . . . , en} is any orthonormal basis of TpM . We also define

the scalar curvature

S =
n∑
j=1

Ric(ej, ej).

It follows that Ric is a smooth 2-tensor field and S is a smooth

function on M . The Ricci tensor has coordinate representation

Ric = Rjk dx
j ⊗ dxk, Rjk = gilRijkl,

and the scalar curvature has coordinate representation

S = gjkRjk.

The Riemann curvature tensor has the following basic symmetries

[Le1, Proposition 7.4]:

(a) Rm(X, Y, Z,W ) = −Rm(Y,X,Z,W )

(b) Rm(X, Y, Z,W ) = −Rm(X, Y,W,Z)

(c) Rm(X, Y, Z,W ) = Rm(Z,W,X, Y )

(d) Rm(X, Y, Z,W ) +Rm(Y, Z,X,W ) +Rm(Z,X, Y,W ) = 0.

Here (a) is trivial, (b) follows since∇ is compatible with the metric, (d)

follows since ∇ is symmetric, and (c) follows by combining the other

symmetries. The identity in (d) is called the first Bianchi identity.

These are all the algebraic symmetries of the curvature tensor, since

any 4-tensor satisfying (a)–(d) at a point p can be realised as the cur-

vature tensor at p of some Riemannian metric. There is an additional

differential symmetry called the second Bianchi identity.

The following related notion allows to connect the above abstract

definitions to geometry:

Definition. Let p ∈ M . We define the sectional curvature at p

for any 2-plane Π ⊂ TpM by

K(Π) :=
Rm(X, Y, Y,X)

|X|2|Y |2 − 〈X, Y 〉
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where X, Y ∈ TpM are any vectors with Π = span{X, Y } (the defini-

tion is independent of the choice of X and Y ).

To illustrate the above notions, we give a list of facts (without

proofs) related to curvature tensors.

1. The Riemann curvature tensor at p and the sectional curvatures

{K(Π) ; Π ⊂ TpM 2-plane} are equivalent information. The proof

is a simple algebraic argument using the symmetries (a)–(d) of the

curvature tensor [Le1, Lemma 8.9].

2. If (M, g) is a 2-dimensional manifold, then any TpM is 2-dimensional.

The Gaussian curvature of (M, g) is defined to be the function

K(p) := K(TpM), p ∈M.

On 2D manifolds, the Gaussian curvature completely determines the

Riemann, Ricci and scalar curvatures [Le1, Lemma 8.7]:

Rijkl = K(gilgjk − gikgjl),
Rjk = Kgjk,

S = 2K.

3. On 3D manifolds, the Ricci tensor completely determines the Rie-

mann curvature tensor:

Rm = (Ric− S

3
g) ◦ g +

S

12
g ◦ g

where ◦ is the Kulkarni-Nomizu product.

4. If (M, g) is any Riemannian manifold, the sectional curvature K(Π)

equals the Gaussian curvature of the 2-dimensional manifold MΠ

obtained by following geodesics with initial direction in Π [Le1,

Proposition 8.8].

5. One has Rm ≡ 0 near p (equivalently, all sectional curvatures vanish

near p) if and only if some neighbourhood of p is isometric to a subset

of Euclidean space [Le1, Theorem 7.3].

6. The sphere SnR := {x ∈ Rn+1 ; |x| = R} with its canonical metric

(the metric induced by the Euclidean metric in Rn+1) is a Riemann-

ian manifold whose sectional curvatures are all equal to 1/R2.

7. The hyperbolic space Hn
R = {x ∈ Rn ; |x| < R} with metric gjk =

4R4

(R2−|x|2)2
δjk is a Riemannian manifold with sectional curvatures equal

to −1/R2.
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8. The model spaces Rn, SnR, H
n
R and their quotients are the only con-

nected complete Riemannian n-manifolds with constant sectional

curvature [Le1, Corollary 11.13].

6.4. Curvature bounds

The purpose in this section is to indicate how curvature bounds

affect various properties of manifolds. There is a large literature on

this topic, see for instance [Pe] and the references therein. Relevant

bounds include upper and lower bounds for the following quantities:

• sectional curvatures

• Ricci tensor

• scalar curvature

• diameter

• volume

• injectivity radius

Suitable bounds on these quantities put certain restrictions on e.g. the

• topological properties (compactness, fundamental group, Betti

numbers, homeomorphism type)

• metric and geometric properties (diameter, volume growth,

isometry group)

• analytic properties (isoperimetric/Sobolev/Poincaré inequali-

ties, heat kernel estimates)

of the manifold in question.

A few simple ideas to keep in mind in this context:

• sectional curvature bounds are stronger than Ricci curvature

bounds

• Ricci curvature bounds are stronger than scalar curvature bounds

• positive curvature causes geodesics to converge

• negative curvature causes geodesics to spread out

• curvature bounds sometimes allow to compare properties of a

manifold to properties of a constant curvature manifold

Here are just a few examples of results with sectional curvature

lower bounds (K ≥ a means that K(Π) ≥ a for all 2-planes Π ⊂ TpM

for all p ∈M):

Theorem 6.12. Let (M, g) be a connected complete n-dimensional

Riemannian manifold.
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(1) (Bonnet-Myers 1935) If K ≥ δ > 0, then M is compact and

has finite fundamental group.

(2) (Sphere theorem, Brendle-Schoen 2007) If (M, g) is simply

connected and 1
4
< K ≤ 1, then M is diffeomorphic to Sn.

(3) (Finiteness of Betti numbers, Gromov 1981) If K ≥ 0, then

χ(M) ≤ C(n). Moreover, if K ≥ −k2 and diam ≤ D, then

χ(M) ≤ C(n,D, n).

Here are examples of results where the weaker Ricci curvature lower

bounds are sufficient to obtain some control (Ric ≥ a means that

Ric(v, v) ≥ a|v|2 for all v ∈ TM):

Theorem 6.13. Let (M, g) be a connected complete n-dimensional

Riemannian manifold.

(1) (Myers 1941) If Ric ≥ δ > 0, then M is compact with finite

fundamental group.

(2) (Hamilton 1982) If (M, g) is a compact simply connected 3-

manifold and if Ric > 0, then M is diffeomorphic to S3.

(3) (Bochner 1948) If (M, g) is compact oriented and Ric ≥ 0,

then b1(M) ≤ n.

In the remainder of this text, we focus on lower bounds for Ricci

curvature. In particular, we prove the Bochner vanishing theorem and

Myers’ theorem, and also discuss the important Bishop-Gromov volume

comparison method. The presentation partly follows [Pe] and [Zh].

A basic tool for exploiting Ricci curvature lower bounds is the fol-

lowing identity due to Bochner.

Lemma 6.14. (Bochner identity) If u ∈ C3(M), then

∆(
1

2
|∇u|2) = |∇2u|2 + 〈∇(∆u),∇u〉+Ric(∇u,∇u).

Remark. The identity is often applied to harmonic functions (so

∆u = 0) or to distance functions (so |∇u|2 ≡ 1): in both cases one

term drops out, the term |∇2u|2 is nonnegative, and having a bound

for the Ricci term will lead to very useful inequalities.

Proof. We will use the “Ricci calculus” for tensor computations:

vector fields are written as Xk and tensor fields as Tj1···jk , covariant

derivatives are written as

∇iTj1···jk = (∇T )ij1···jk .
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We will also raise and lower indices freely via g, and these operations

commute with each ∇i by the compatibility of ∇ with g. Under these

conventions, we have ∆ = ∇i∇i and the commutation formula for

covariant derivatives acting on 1-forms is

(∇i∇j −∇j∇i)θk = −Rijklθ
l.

We now compute

∇i∇i(
1

2
∇ju∇ju) =

1

2
∇i(∇i∇ju∇ju+∇ju∇i∇ju)

= |∇2u|2 +∇i∇j∇iu∇ju

= |∇2u|2 +∇j∇i∇iu∇ju−Ri
jil∇lu∇ju

= |∇2u|2 + 〈∇(∆u),∇u〉+Ric(∇u,∇u). �

We now invoke the Bochner identity applied to a certain harmonic

function to prove that Ric ≥ 0 implies a bound on the first Betti

number.

Theorem 6.15. (Bochner vanishing theorem) Suppose that (M, g)

is a compact oriented n-manifold. If Ric ≥ 0, then b1(M) ≤ n. More-

over, if Ric ≥ 0 and Ric|p > 0 at some point p, then b1(M) = 0.

Proof. By Hodge theory (Theorem 5.5) we have b1(M) = dimH1,

so it is enough to study harmonic 1-forms in M . Let ω ∈ H1, so that

ω is a 1-form with dω = δω = 0. We claim the Bochner-type identity

(6.2) ∆(
1

2
|ω|2) = |∇ω|2 +Ric(ω, ω).

To prove this fix a point q ∈M , and choose a coordinate neighbourhood

U of q whose image in Rn is a ball. Since dω = 0 in U , the Poincaré

lemma (Lemma 2.9) shows that there is u ∈ C∞(U) so that

ω = du in U,

and thus ∆u = −δdu = −δω = 0 in U . Bochner’s identity applied to u

in U implies (6.2) near q, but since q was arbitrary we have that (6.2)

holds in M .

We now integrate (6.2) over M . Observing that
∫
M

∆f dV = 0 for

any smooth function f 1, we obtain∫
M

(|∇ω|2 +Ric(ω, ω)) dV = 0.

1since
∫
M

∆f dV = (∆f, 1)L2 = −(df, δ(1))L2 = 0
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Since Ric ≥ 0, both terms in the integrand are nonnegative and we get

the following identities in M :

∇ω ≡ 0, Ric(ω, ω) ≡ 0.

Writing Y = ω[ for the vector field corresponding to ω, the first

condition means that

∇XY = 0

for all vector fields X in M . Thus Y is a parallel vector field, and in

particular it is constant along any curve. For any q ∈ M , the vector

field Y is completely determined by its value at q, so the map

Jq : H1 → TqM, ω 7→ ω[(q)

is injective. This proves that b1(M) ≤ n. If additionally Ric|p > 0 for

some p, then the condition Ric(ω, ω) ≡ 0 implies that ω(p) = 0, so any

harmonic form is ≡ 0 showing that b1(M) = 0. �

Next we apply the Bochner identity to an eigenfunction, in order

to control the constant in an L2 Poincaré inequality by a Ricci lower

bound.

Theorem 6.16. (Lichnerowicz 1958) Let (M, g) be a compact ori-

ented n-manifold. If Ric ≥ (n− 1)H > 0, then

nH‖u‖2
L2(M) ≤ ‖∇u‖2

L2(M), u ∈ H1(M),

∫
M

u dV = 0.

The constant is optimal, as is shown by the sphere of radius 1√
H

.

We need a simple lemma that will also be useful later:

Lemma 6.17. If (M, g) is n-dimensional and if u ∈ C2(M), then

|∇2u|2|p ≥
(∆u)2|p
n−m

if ∇2u|p has at least m zero eigenvalues where 0 ≤ m ≤ n−1. Equality

holds iff the remaining n−m eigenvalues are all equal.

Proof. Fix geodesic normal coordinates x near p, so the 1-forms

{dx1, . . . , dxn} are orthonormal at p. Then

∇2u|p = ajkdx
j ⊗ dxk
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where the matrix A = (ajk)
n
j,k=1 is symmetric and has eigenvalues

λ1, . . . , λn. We may choose λ1 = . . . = λm = 0. Then by Cauchy-

Schwarz

|∇2u|2|p = tr(AtA) = λ2
m+1 + . . .+ λ2

n

≥ (λm+1 + . . .+ λn)2

n−m
=

(tr(A))2

n−m
=

(∆u)2|p
n−m

with equality iff λm+1 = . . . = λn. �

Proof of Theorem 6.16. Denote by λ1 the first positive eigen-

value of the Laplace-Beltrami operator −∆. We will prove that

(6.3) λ1‖u‖2
L2 ≤ ‖∇u‖2

L2 , u ∈ H1(M),

∫
M

u dV = 0

and

(6.4) λ1 ≥ nH.

The result follows by combining these facts.

We may assume that M is connected (otherwise argue on each

connected component). The spectral theory for the Hodge Laplacian

in Chapter 5, specialized to 0-forms, shows that there is a sequence

{λj}∞j=0 with

0 = λ0 < λ1 ≤ λ2 ≤ . . .→∞

and an orthonormal basis {φj}∞j=0 of L2(M) such that

−∆φj = λjφj.

Here λ0 = 0 is a simple eigenvalue and the corresponding eigenfunction

φ0 is constant, since M is connected and Ker(−∆)) consists of the

locally constant functions by Theorem 5.3. Now, if u ∈ H1(M) satisfies

(u, 1)L2 = 0, and if additionally u =
∑N

j=0 cjφj, then c0 = 0 and

‖∇u‖2
L2 = (du, du)L2 = −(∆u, u)L2 =

N∑
j=1

λjc
2
j ≥ λ1

N∑
j=1

c2
j = λ1‖u‖2

L2 .

Since any u ∈ H1(M) can be approximated in the H1 norm by finite

sums of eigenfunctions, we obtain (6.3).

Take now u = φ1 to be an eigenfunction corresponding to λ1:

−∆u = λ1u.
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We will prove (6.4) by applying the Bochner identity to u. Indeed, the

Bochner identity gives

∆(
1

2
|∇u|2) = |∇2u|2 − λ1|∇u|2 +Ric(∇u,∇u).

We integrate this identity over M . Since
∫
M

∆f dV = 0, we get

0 =

∫
M

(|∇2u|2 − λ1|∇u|2 +Ric(∇u,∇u)) dV.

By Lemma 6.17 (with m = 0) we have |∇2u|2 ≥ (∆u)2

n
=

λ21
n
u2, and by

assumption Ric(∇u,∇u) ≥ (n− 1)H|∇u|2 . Thus we get

0 ≥ λ2
1

n

∫
M

u2 dv + ((n− 1)H − λ1)

∫
M

|∇u|2 dV.

Since ∫
M

|∇u|2 dV = (du, du)L2 = (−∆u, u)L2 = λ1

∫
M

u2 dV,

we obtain (6.4). �

Our final aim is to sketch the proof the Bishop-Gromov volume

comparison results. Along the way, we will also prove Myers’ theorem.

Theorem 6.18. Let (M, g) be a complete Riemannian n-manifold,

and let Ric ≥ (n− 1)H for some H ∈ R.

1. (Bishop volume comparison)

Volg(B(p, r)) ≤ VolH(B(r)) for r > 0.

2. (Gromov relative volume comparison)

Volg(B(p, r))

VolH(B(r))
is nonincreasing for r > 0.

Here VolH(B(r)) is the volume of a ball of radius r in the model space

with constant curvature H.

To prove this result, we will apply the Bochner identity to distance

functions q 7→ dg(q, p) for fixed p. Let (M, g) be a Riemannian manifold

and p ∈M . Recall from Theorems 6.10 and 6.11 that geodesic normal

coordinates are defined in some neighbourhood U of p, and if (r, θ) are
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corresponding polar normal coordinates then r is smooth in U \ {p}
and Lipschitz in U . One has the following properties:

r(q) = dg(q, p), ∇r =
∂

∂r
, |∇r| = 1,

g(r, θ) =

(
1 0

0 g0(r, θ)

)
.

The main tool is the following result.

Theorem 6.19. (Laplacian comparison) If Ric ≥ (n− 1)H, then

∆r ≤ ∆Hr in U \ {p},

where ∆H is the Laplace operator of the model space with constant

curvature H.

Proof. The Bochner identity applied to u = r in U \ {p} gives

|∇2r|2 +
∂

∂r
(∆r) +Ric(∇r,∇r) = 0.

The form of the metric g(r, θ) implies ∇∂rdr = 0 upon computing

Christoffel symbols. Thus for any X

(∇2r)(∂r, X) = (∇∂rdr)(X) = 0,

which implies that one eigenvalue of ∇2r is zero. By Lemma 6.17,

|∇2r|2 ≥ (∆r)2

n− 1
.

The condition Ric(∇r,∇r) ≥ (n− 1)H|∇r|2 = (n− 1)H now implies

(∆r)2

n− 1
+

∂

∂r
(∆r) + (n− 1)H ≤ 0.

The left hand side contains a Riccati type expression for ∆r.

If we had done the computation above for a metric with constant

curvature H, all the inequalities above would have been equalities. This

shows that
(∆Hr)

2

n− 1
+

∂

∂r
(∆Hr) + (n− 1)H = 0.

A simple comparison for the two Riccati ODE now implies the required

inequality ∆r ≤ ∆Hr. �

At this point we can prove Myers’ theorem.
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Theorem 6.20. (Myers 1941) Let (M, g) be a connected complete

n-dimensional Riemannian manifold. If Ric ≥ n−1
R2 where R > 0, then

(M, g) has diameter ≤ πR, M is compact, and M has finite fundamen-

tal group.

Proof. The main point is to prove the diameter estimate. We

argue by contradiction and assume that the diameter is > πR. Since

(M, g) is complete, there are points p, p1 ∈ M and a minimizing unit

speed geodesic γ : [0, L]→ M with γ(0) = p, γ(L) = p1, and L > πR.

(Here we used the Hopf-Rinow theorem [Pe, Section 5.8].) Letting

r(q) = dg(q, p), the fact that γ is minimizing implies that r is smooth

near γ((0, πR]) [Pe, Section 5.9]. Thus

∆r ≤ ∆Hr near γ(πR)

where H = 1/R2. But since R > 0, one can compute that

∆Hr = (n− 1)
√
H cot

√
Hr

and thus

lim
r→πR−

∆r ≤ lim
r→πR−

∆Hr = −∞.

This contradicts the fact that ∆r was smooth near γ(πR).

We have now proved that the diameter of (M, g) is ≤ πR. Now

M = expp(BπR(0)), so M is compact as the continuous image of a

compact set. To prove the statement about the fundamental group,

observe that the universal cover of M is also complete and satisfies

the same Ricci lower bound, hence has finite diameter and is compact.

There is a bijective map between the fundamental group of M and

the inverse image of any p ∈ M in the universal cover. The last set

is discrete, hence compactness of the universal cover implies that the

fundamental group is finite. �

To conclude, we sketch the proof of the volume comparison results.

Proof of Theorem 6.18. (Sketch) It is possible to derive other

expressions for ∆r. For example, writing the volume form in polar

normal coordinates as

dV = A(r, θ) dr ∧ dθ
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where dθ is the standard volume form on Sn−1, one can check (see [Zh]

for the details) that

∆r(r, θ) =
∂rA(r, θ)

A(r, θ)
.

Thus the Laplacian comparison result (Theorem 6.19) implies

∂rA(r, θ)

A(r, θ)
≤ ∂rAH(r, θ)

AH(r, θ)

where AH is the corresponding quantity for a constant curvature H

metric. The previous inequality can be written as ∂r(log A
AH

) ≤ 0,

which gives that

r 7→ A(r, θ)

AH(r, θ)
is nonincreasing for each θ.

In particular, since A
AH
→ 1 as r → 0 (the metric becomes Euclidean

as we approach the origin in normal coordinates), we have

A(r, θ) ≤ AH(r, θ).

Since A and AH are infinitesimal volume elements, integrating the

last two inequalities proves the Bishop and Gromov comparison results

(a) and (b) at least for small r > 0. An additional argument, related

to looking at the set where r is not smooth (i.e. the cut locus), proves

(a) and (b) for all r > 0. �
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