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Abstract. In this article we present three robust instability mechanisms for linear and non-
linear inverse problems. All of these are based on strong compression properties (in the sense
of singular value or entropy number bounds) which we deduce through either strong global
smoothing, only weak global smoothing or microlocal smoothing for the corresponding for-
ward operators, respectively. As applications we for instance present new instability argu-
ments for unique continuation, for the backward heat equation and for linear and nonlin-
ear Calderón type problems in general geometries, possibly in the presence of rough coeffi-
cients. Our instability mechanisms could also be of interest in the context of control theory,
providing estimates on the cost of (approximate) controllability in rather general settings.
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1. INTRODUCTION

The purpose of this article is to revisit and to systematically extend instability arguments
for certain classes of inverse problems. In such problems the forward operator does not
have a continuous inverse, and these problems are thus automatically unstable. In fact
instability, or ill-posedness, lies at the heart of inverse problems research and much of the
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related literature addresses various aspects of it. We mention very briefly a few selected
aspects:

• Inverting the two-dimensional Radon transform, or the geodesic X-ray transform
in geometries without conjugate points, is a mildly ill-posed inverse problem [Na01,
AS20]. Variants involving limited data or geometries with conjugate points may be
severely ill-posed [Na01, SU04, MSU15].

• For the boundary rigidity problem a stability theory has been developed in [SU04,
SU08]. A main feature is that suitable stability for the linearized problem implies
local uniqueness and stability for the corresponding nonlinear problem. Corre-
sponding abstract results are given in [SU09].

• In the Calderón problem one has logarithmic stability [Al88] and this is optimal in
general [Ma01]. Stability improves if the unknowns are restricted to a finite dimen-
sional space [AV05]. For certain partial data or anisotropic variants only double
logarithmic stability is known [CS14, CDR16].

• For the wave equation, the problem of determining coefficients from the hyper-
bolic Dirichlet-to-Neumann map is often quite stable in geometries without con-
jugate points [SU05, Mo14]. In the presence of conjugate points only weak stability
results are known [AKK+04, BKL17].

• Even in the presence of ill-posedness, regularization can be used to reduce the ef-
fect of measurement errors and to obtain more stable approximate reconstructions
[EHN96].

Many of the above results focus on showing that the inverse problem in question has at
least a certain (weak) degree of stability. In this article we consider corresponding insta-
bility results, showing that a certain type of instability is inherent to the inverse problem
and cannot be improved. In the literature several arguments deducing the degree of insta-
bility are known also in cases where direct singular value computations are not immedi-
ately feasible. Prominent examples for linear inverse problems are based on (microlocal)
regularization for the forward operator e.g. in the setting of the geodesic X-ray transform
and related problems, see [Qu93, Qu06, SU09, SU12, SU13, MSU15, HU18]. For nonlin-
ear Calderón type inverse problems there is a method due to Mandache [Ma01] based on
the construction of certain exponentially decaying bases and entropy arguments, see also
[DR03, Is11, Is13a, Is13b, Al07, ZZ19]. However, the latter results rely on strong assump-
tions on the operators (e.g. constant coefficients in the principal part) or on the geometry
in which the problem is phrased (e.g. in the form of symmetry of the underlying domain
such that separation of variables arguments can be used). Even for linear inverse prob-
lems the available results showing that logarithmic stability is optimal often rely on ex-
plicit computations for special operators and geometries, see e.g. [AB18] or the classical
works [Ha23, Jo60] for instability of the unique continuation principle. We further remark
that, in general, there is no direct relation between the instability of a nonlinear inverse
problem and its linearization [EKN89, Appendix].

As a key novelty of this article, we present three robust instability mechanisms which
can be applied to many different inverse problems involving general variable coefficient



On instability mechanisms for inverse problems 3

operators in general domains. A prototypical setting to which this applies are Calderón
type problems (both linearized and nonlinear) in nonsmooth domains with coefficients
having low, scaling critical regularity. As other examples we consider instability in general
settings for the unique continuation principle for elliptic and hyperbolic equations, insta-
bility for the backward heat equation, the cost of approximate controllability in various
problems from control theory (of elliptic, parabolic and hyperbolic type), and examples
involving microlocal smoothing such as Radon transforms with limited data. An impor-
tant aspect of these instability mechanisms is that they allow us to read off the degree of
instability of an inverse problem from directly accessible properties of the forward opera-
tor (which may now lack symmetry or high regularity). In spite of their wide applicability,
a central feature of our arguments which is shared by all three mechanisms is that while
a stability result for an inverse problem is “hard” (one needs a quantitative version of a
uniqueness result), the corresponding instability result is often rather “soft”.

Before turning to the explicit mechanisms, let us formulate the abstract set-up of the
problem we are interested in. To this end, consider a (possibly nonlinear) map

F : X → Y ,

where X ,Y are metric spaces (often Banach spaces) and F is continuous injective map
modelling the forward operator of the inverse problem under consideration. We then seek
to investigate the stability properties of the associated inverse problem: given y ∈ F (X ),
find x ∈ X so that

F (x) = y.

In typical inverse problems the map F : X → F (X ) does not have a continuous inverse. Yet,
it is well-known that when restricted to a compact set K ⊂ X the operator F |K : K 7→ F (K ) is
a homeomorphism whose inverse has some modulus of continuityω (see Lemma 2.1). It is
the purpose of this article to identify general properties of the forward operator F yielding
information on the possible moduli ω in dependence of the choice of X ,Y ,K .

In the sequel, we discuss the three instability mechanisms and address prominent ex-
amples to which these apply. We however emphasise that the methods which we intro-
duce in this article are applicable to a much larger class of problems and that we have only
selected a number of expository examples to illustrate these.

1.1. Instability by strong (analytic) smoothing properties of the forward operator. In
our first instability mechanism we are mainly motivated by inverse problems for ellip-
tic or parabolic equations. Here one of the most prominent examples which had been
studied by Mandache [Ma01] and Di Cristo-Rondi [DR03] is the instability of the Calderón
problem. In this problem which goes back to work of Calderón [Ca80] one is interested in
recovering a positive conductivity function γ in the equation

∇·γ∇u = 0 in Ω⊂Rn ,

u = f on ∂Ω,
(1.1)
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from the knowledge of the Dirichlet-to-Neumann map

Λγ : f 7→ γ∂νu|∂Ω,

where ∂νu|∂Ω denotes the normal derivative of u on the boundary (viewed in an appropri-
ate weak sense). This problem is further closely related to the problem of recovering the
potential q in the Schrödinger equation

−∆u +qu = 0 in Ω,

u = f on ∂Ω,
(1.2)

from the knowledge of the Dirichlet-to-Neumann operator

Λq : f 7→ ∂νu|∂Ω.

The Calderón problem with a sufficiently regular scalar conductivity can be reduced to
this problem by a Liouville transform. For simplicity, we assume that q is such that zero is
not a Dirichlet eigenvalue of the equation (1.2). Both problems are well-studied non-linear
inverse problems with (for n Ê 3) uniqueness proofs at different regularities [SU87, No88,
Ch90, LN91, Ha15, Ha17], stability estimates [Al88] and reconstruction algorithms [Na88]
available (we refer to [Uh14] for an overview of the known results and further references).
We are mainly interested in the stability properties of these problems. By virtue of the
work of Alessandrini [Al88] it is known that both problems (in suitable regularity scales)
enjoy logarithmic stability estimates under mild a priori assumptions on the data, e.g. if
q1, q2 ∈ L∞(Ω) with ‖q j‖L∞(Ω) É M , there exists a constant C =C (Ω,n, M) > 0 such that

‖q1 −q2‖H−1(Ω) Éω(‖Λq1 −Λq2‖H
1
2 (∂Ω)→H− 1

2 (∂Ω)
),

where ω(t ) É C |log t |− 2
n+2 for t small. A natural question then concerns the optimality of

these estimates. This was studied by Mandache [Ma01] who proved the following necessity
of the exponential instability:

Theorem 1.1 ([Ma01]). Let B1(0) ⊂ Rn for n Ê 2 denote the unit ball. Let q0 ∈ L∞(B1)∩
C m(B 1) with supp(q0) ⊂ B1/2(0). Then there is ε0 > 0 such that for any ε ∈ (0,ε0) and m Ê 1
there exist potentials q1, q2 ∈C m(B 1)∩L∞(B1) with supp(q j ) ⊂ B1/2(0) and constants C > 0,
γ> 0 such that we have

‖Λq1 −Λq2‖H
1
2 (∂B1)→H− 1

2 (∂B1)
É exp(−Cε−γ),

‖q1 −q2‖L∞(B1) = ε,

‖q j −q0‖L∞(B1) É ε, j ∈ {1,2},

‖q j −q0‖C m (B 1) É 1.

We emphasize that bounds as in Theorem 1.1 directly imply conditions on possible
moduli of continuity for the Calderón problem showing that for the function spaces from
the theorem the modulus of continuity cannot be better than of logarithmic type. More
precisely, if for all potentials q with ‖q‖C m (B 1) É 1 an estimate of the form

‖q1 −q2‖L∞(B1) Éω(‖Λq1 −Λq2‖H
1
2 (∂Ω)→H− 1

2 (∂Ω)
)
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holds, then necessarily ω(t ) ÊC | log(t )|− 1
γ .

Mandache’s argument relied on two key observations which were later systematically
investigated and extended by Di Cristo-Rondi [DR03]:

(i) For the setting of the unit ball B1(0) it is possible to explicitly construct a basis

( f j )∞j=1 ⊂ H
1
2 (∂B1(0)) such that

|((Λq −Λ0) f j1 , f j2 )L2(∂B1)| ÉCe−c max{ j1, j2},

for some constants c,C > 0.
(ii) Using (i), on the one hand, Mandache proved an entropy estimate showing that the

map q 7→ Γ(q) := Λq −Λ0 is highly compressing (with respect to suitable Hilbert-
Schmidt type norms). This means that the image of a ball in L∞(B1) under the
operator Γ can be covered by a relatively small δ-net. On the other hand, the metric
space of admissible potentials has a large ε-discrete set, which corresponds to a
capacity estimate (see Section 3 for the corresponding definitions). Relying on a
pigeonhole argument, the comparison of the entropy vs the capacity estimate thus
leads to the result of Theorem 1.1.

While the argument in (ii) is rather general (and mainly based on entropy and capacity es-
timates), (i) is a rather problem specific ingredient in Mandache’s original work. It highly
uses the interplay of the geometry of B1(0) and the constant coefficient Laplacian in sepa-
rating variables and working with spherical harmonics.

Thus, natural questions which arise are:

(Q1) Does the exponential instability remain true in more general geometries which en-
joy less symmetry than the unit ball?

(Q2) Do the instability arguments persist for more general elliptic operators with vari-
able coefficients (i.e., with L0 = ∂i ai j∂ j +∂ j b1

j +b2
j∂ j + c)?

Our first instability mechanism gives a positive answer to these questions in the pres-
ence of strong (analytic) smoothing properties: We prove that if the forward operator is
analytically smoothing, then exponential instability in the associated inverse problem is
unavoidable. This in particular allows us, for instance, to reprove Mandache type instabil-
ity results for Calderón type inverse problems in rather general (analytic) geometries with
analytic background metrics. One of the novelties here is that we obtain instability results
for general geometries and coefficients under real-analyticity assumptions, whereas most
earlier results have been restricted to special geometries that allow explicit computations
based on separation of variables. It is possible to establish a rather general, abstract frame-
work for this (see Section 3).

As an example of this abstract scheme, we present a new proof of the exponential insta-
bility of the Calderón problem relying on abstract smoothing arguments (see Section 4 for
the details and proofs).

Theorem 1.2. Let (M , g ) be a compact Riemannian n-manifold with smooth boundary ∂M.
Let M ′bM int. Fix s > n

2 and δ> 0, and suppose that

‖q1 −q2‖H s (M) Éω(‖Λq1 −Λq2‖H 1/2(∂M)→H−1/2(∂M)),
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when ‖q j‖H s+δ(M) É 1, supp(q j ) ⊂ M ′, and 0 is not a Dirichlet eigenvalue of −∆g +q j . Then
ω(t ) cannot be a Hölder modulus of continuity. Moreover, if M, g and ∂M are real-analytic,

then ω(t )& |log t |− δ(2n−1)
n for t small.

Remark 1.3. We highlight that while the formulation of the instability statement in Theo-
rem 1.1 may appear to be more quantitative at first sight than the formulation of our Theo-
rem 1.2, under very mild conditions both types instability formulations are indeed equiva-
lent. We refer to Remark 3.4 for a detailed discussion of this.

In contrast to the argument of Mandache, a key feature of this first instability mecha-
nism is the robustness of our arguments with respect to (analytic) domain or coefficient
perturbations. Instead of constructing explicit singular value bases by hand as in the first
step of Mandache’s argument, we use certain analytic smoothing properties and abstract
entropy/capacity number arguments. These allow us to conclude the existence of corre-
sponding singular value bases for which the operator has exponential decay. We remark
that this is not restricted to linear problems and that similar arguments apply to any in-
verse problem where the forward operator has suitable analytic smoothing properties.

1.2. Instability through an iterated small regularity gain. While our first instability mech-
anism from Section 1.1 allows us to generalize the Mandache type exponential instability
results to more general geometries, it still relies on very strong (real-analytic) smoothing
properties of the forward operators and can only be used if the underlying structures (co-
efficients and boundaries) are real-analytic. A further natural question thus addresses the
necessary regularity of the forward operator.

(Q3) Are the analytic smoothing properties of the forward operator necessary for expo-
nential instability of the inverse problem? Can one find operators with possibly
irregular coefficients so that there are stronger stability results?

In the case of the Calderón problem there are particularly three points which have an
influence on the smoothing properties of the forward operator: These are the regularity
of the underlying domain, the regularity of the coefficients of the operator L0 and the fact
that the potential q0 is still chosen to vanish near ∂Ω. It is thus natural to wonder whether
it is possible to weaken these assumptions and whether this has an effect on the instability
properties of the inverse problem.

As our second mechanism we show that (in mainly elliptic and parabolic inverse prob-
lems) it is not necessary to have a high degree of smoothing for instability. In these cases
it is not possible to construct operators at lower regularity for which better stability es-
timates hold. On the contrary, we show that by a suitable iteration already a very small
amount of regularity in the equation suffices to deduce (exponential) instability in the in-
verse problem. As an example of this type of instability mechanism, we present instability
results for the Calderón problem with scaling critical low regularity metrics and poten-
tials which are non-smooth up to the boundary and prove that even in this framework (in
which e.g. the unique continuation principle in general fails) one can prove logarithmic
instability.
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Theorem 1.4. Let Ω⊂Rn with n Ê 2 be a bounded Lipschitz domain and let

L =−∂ j a j k∂k +b j∂ j +∂ j c j +q0

with (a j k ) ∈ L∞(Ω,Rn×n) symmetric and uniformly elliptic, b j ,c j ∈ Ln(Ω) and q0 ∈ L
n
2 (Ω).

Assume that zero is not a Dirichlet eigenvalue of L. Denote the associated Dirichlet-to-
Neumann map by ΛL . Then, for any δ > 0 there are ε0 > 0 and C > 0 such that for any
ε ∈ (0,ε0), there exist potentials q1, q2 ∈W δ, n

2 (Ω) with

‖ΛL+q1 −ΛL+q2‖H
1
2 (∂Ω)→H− 1

2 (∂Ω)
É exp(−Cε−

n
δ(2n+1) ),

‖q1 −q2‖L
n
2 (Ω)

Ê ε,

‖q j‖W δ, n
2 (Ω)

É 1, j ∈ {1,2}.

In the setting of the Calderón problem this gives a complete answer to the questions
(Q1)-(Q3) showing that even in settings in which the unique continuation property fails,
one can at best hope for logarithmic stability in the inverse problem.

In contrast to the arguments in the previous section, where we deduced the decay of the
singular values of the relevant maps through a high degree of regularity, we here deduce
the decay of the singular values through an iteration of only a very small amount of regu-
larity. This improvement allows us to treat equations and systems with rough coefficients
in (relatively) rough domains. Related observations which however build on the separa-
bility of Green’s functions have been used in the numerical analysis literature to prove
(quantitative) approximation properties by means of hierarchical matrices [BH03, EZ18].
Also, in these works only minimal regularity – encoded in the validity of Caccioppoli in-
equalities – is required.

While the Calderón problem is a prototypical example of a nonlinear inverse problem
to which these ideas apply, we emphasize that they are not restricted to this specific prob-
lem but could also be used to explain the instability of related inverse problems such as
for instance the fractional Calderón problem [RS18], inverse inclusion or scattering prob-
lems as treated in [DR03] and the deterioration of Lipschitz stability estimates for finite
dimensional problems depending on the available degrees of freedom [Ro06]. As further
applications, we employ these ideas to prove that the unique continuation property for
elliptic equations up to the boundary can at best have a logarithmic modulus of continu-
ity (see Theorem 5.7). This shows that the classical instability result of Hadamard [Ha23]
(see also [ARRV09]), involving the constant coefficient Laplacian in a flat domain, remains
valid for quite general coefficients and geometries. The instability of unique continua-
tion is also closely related to estimates on the cost of approximation in control theoretic
problems. For instance, in Section 5.4 we present a sample result of this for lower bounds
on the cost of controllability for the heat equation under low regularity assumptions, see
Theorem 5.11.

1.3. Instability through microlocal smoothing properties. As a last instability mecha-
nism, we discuss microlocal smoothing properties.
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In contrast to the previous two mechanisms, this type of instability mechanism does not
require the forward operator to be globally smoothing. Instabilities of different type can
already be deduced from microlocal smoothing properties. This includes for instance in-
stability properties of the limited data Radon transform [Qu93, Qu06] as well as the super-
polynomial instability of the geodesic X-ray transform [SU12, MSU15, HU18]. We will dis-
cuss these examples and give an abstract framework for this in Section 6.

A further example to which this applies, and which might be of interest also to the con-
trol theory community, is the logarithmic instability of the unique continuation property
for the wave equation in the absence of the geometric control condition of Bardos-Lebeau-
Rauch [BLR92]:

Theorem 1.5. Let (M , g ) be an analytic, closed Riemannian manifold. Let Ω ⊂ M be an
open set. Assume that T > 2max{dist(x,Ω), x ∈ M } and assume that there exists a ray of
geometric optics which does not intersect Ω× [0,T ]. Consider the solution to

∂2
t u −∆g u = 0 in M × (0,T ),

(u,∂t u) = (u0,u1) on M × {0}.

Suppose that there is an inequality of the form

‖(u0,u1)‖L2(M)×H−1(M) Éω
( ‖u‖L2((0,T ),H 1(Ω))

‖(u0,u1)‖H 1(M)×L2(M)

)
‖(u0,u1)‖H 1(M)×L2(M)

for some modulus of continuity ω. Then for any ε> 0 there exists Cε > 0 such that we have

ω(t ) ÊCε| log(t )|− n+2
n −ε for t small.

Although this is a known result in the control theory community (see for instance [Le92]
or the recent article [LL18] providing corresponding stability estimates), our argument
presents a simple and conceptually very clear way of obtaining this instability property.
It shows that in particular our third mechanism applies in non-elliptic and non-parabolic
contexts.

All in all, the three outlined mechanisms provide methods of deducing instability in in-
verse and control theory problems in a “soft” but robust way. In particular our second
instability mechanism shows that high order regularity is not the only mechanism lead-
ing to instability. Instability should rather be viewed as relying on a strong compression
mechanism.

1.4. Outline of the article. The remainder of the article is organised as follows. Section
2 includes some useful facts related to abstract inverse problems, singular values, Weyl
asymptotics, and Sobolev and Gevrey/real-analytic spaces. In Section 3 we formulate the
abstract instability framework based on entropy and capacity estimates. Entropy num-
bers for various embeddings between spaces of functions or operators are also discussed.
Next, in Section 4, we present our first robust instability mechanism, the “analytic smooth-
ing implies exponential instability” argument outlined in Section 1.1. As examples, we
discuss the instability of unique continuation and the linearized and nonlinear Calderón
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problems for C∞ or analytic coefficients. In Section 5 we then address the instability ar-
guments in the presence of low regularity as outlined in Section 1.2. In addition to the low
regularity Calderón problem we also investigate here linear problems such as the back-
ward heat equation or unique continuation at low regularity. In Section 6 we discuss our
last instability mechanism based on microlocal smoothing properties, and apply this to
the limited data Radon transform, geodesic X-ray transform and an inverse problem for
the transport equation.

The article includes four appendices. Appendix A presents a framework for instability
properties of linear inverse problems based on singular value arguments. In the linear
case this gives an alternative, more direct approach than the entropy/capacity approach
in Section 3. Appendix B includes some (technical) proofs from Section 2. Appendix C
discusses optimal stability for interior unique continuation, and shows how Carleman es-
timates can lead to complementary lower bounds on the singular values of the relevant
operators. Finally, Appendix D includes some facts related to Gevrey/analytic pseudodif-
ferential operators.

Notation. We will write A . B (resp. A & B) if A É C B (resp. A Ê cB) for some constants
C ,c > 0 which do not depend on asymptotic parameters. We also write A ∼ B if c A É
B É C A for such constants C ,c > 0. For example, the singular value estimate σk ∼ k−s

means that ck−s Éσk ÉC k−s uniformly over k Ê 1, and the modulus of continuity estimate
ω(t ) & tα for small t means that ω(t ) Ê ctα when 0 É t É t0 for some small t0 > 0. We
will also use the Einstein summation convention where a repeated index in upper and
lower position is summed, e.g. ∂ j (a j k∂k u) denotes

∑n
j ,k=1∂ j (a j k∂k u) if u is a function in a

domain in Rn .
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2. PRELIMINARIES

2.1. Abstract setup for stability. Let F : X → Y be a continuous map (linear or nonlinear)
between two metric spaces. We also call F the forward operator. We consider the basic
inverse problem for F : given y ∈ Y , find x ∈ X with

F (x) = y.

In this section, we will make the following simplifying assumptions (which will be true in
most of our examples):

• y ∈ F (X ), so that there exists at least one x ∈ X with F (x) = y (more generally, one
could consider approximate solutions such as regularized or least squares solu-
tions);

• F is injective, so that there exists at most one x ∈ X with F (x) = y (more generally,
one could consider equivalence classes of solutions such as those related by some
gauge invariance, or minimal norm solutions).

We are interested in cases where the inverse problem for F is ill-posed, meaning that the
continuous bijective map F : X → F (X ) does not have a continuous inverse.

It is well known that one can restore some stability in ill-posed problems when the un-
knowns are restricted to a compact subset of X (see for instance [Ti43, Jo60]). This corre-
sponds to imposing a priori bounds on the unknowns, and leads to conditional stability
results which are often formulated in terms of a modulus of continuity, i.e. an increasing
function ω : [0,∞] → [0,∞] which is continuous at 0 with ω(0) = 0. The basis for this is the
following simple topological result.

Lemma 2.1. Let F : X → Y be a continuous injective map between two metric spaces. If K
is any compact subset of X , the map F |K : K → F (K ) is a homeomorphism and there is a
modulus of continuity ω such that

dX (x1, x2) Éω(dY (F (x1),F (x2))), x1, x2 ∈ K .

Proof. The map F |K : K → F (K ) is a continuous bijective map from a compact space to
a Hausdorff space, hence it is a homeomorphism. Its inverse G : F (K ) → K is uniformly
continuous since F (K ) is compact, and thus

dX (G(y1),G(y2)) Éω(dY (y1, y2)), y j ∈ F (K ),

for some modulus of continuity ω. The result follows since y j = F (x j ) for a unique x j ∈
K . �

With the previous observation in hand, we thus define the modulus of stability for an
inverse problem given the spaces X ,Y and the compact set K :

Definition 2.2. Let F : X → Y be a continuous map between metric spaces, let K be a sub-
set of X (usually compact), and let ω be a modulus of continuity. We say that the inverse
problem for F is ω-stable in K if

dX (x1, x2) Éω(dY (F (x1),F (x2))), x1, x2 ∈ K .
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We note that the modulus of continuity ω in the above definition depends on

• the forward operator F ;
• the spaces X and Y and their topologies (there could be several reasonable choices);

and
• the set K (again there could be many possible choices).

In the following sections, given F , X , Y , K , we seek to find necessary conditions for ω
(thus providing bounds on the instability of an inverse problem).

In many places of this article, we will consider a less general set-up than the one out-
lined in Definition 2.2: Often the relevant operator A : X → Y will be linear with X , Y
normed spaces (or even separable Hilbert spaces) and K := {x ∈ X : ‖x‖X1 É 1} where X1 is
a normed space (or even separable Hilbert space) which embeds into X compactly. In this
setting we will consider two closely related notions of ω-stability:

(a) ‖x‖X Éω(‖Ax‖Y ) for all x ∈ X with ‖x‖X1 É 1,

(b) ‖x‖X Éω
(‖Ax‖Y
‖x‖X1

)
‖x‖X1 for all x ∈ X1 \ {0}.

We note that, on the one hand, by linearity of A and scaling, the stability condition (a)
always implies the condition (b). If, on the other hand, (b) is satisfied and if ω(t ) is such
that “a concavity condition at zero” holds, i.e.

rω

(
t

r

)
Éω(t ) whenever 0 < r É 1,(2.1)

then also the condition (a) holds.
We remark that the condition (2.1) does not pose any essential restrictions, since any

continuous map on a compact metric space admits a concave modulus of continuity sat-
isfying (2.1). Under these conditions one thus has the equivalence of (a) and (b).

2.2. Singular value decomposition. If the forward map F is a linear, compact operator
between separable Hilbert spaces (in which case we often write F = A), then it has a sin-
gular value decomposition and the decay of singular values plays a crucial role in the in-
stability properties. We recall the properties of singular values that will be useful for our
purposes.

Proposition 2.3. Let A : X → Y be a compact linear operator between separable Hilbert
spaces with X infinite dimensional. Let λ1 Ê λ2 Ê . . . Ê 0 be the eigenvalues of A∗A, and let
(ϕ j )∞j=1 be a corresponding orthonormal basis of X consisting of eigenfunctions. Let σ j :=√
λ j for j Ê 1, and let ψ j := 1

σ j
Aϕ j when σ j 6= 0. Then ψ j are orthonormal in Y , and A has

the singular value decomposition

Au = ∑
σ j 6=0

σ j (u,ϕ j )Xψ j , u ∈ X .

Here (ϕ j )∞j=1 is called a singular value basis for A. In particular one has

Aϕ j =σ jψ j , A∗ψ j =σ jϕ j when σ j 6= 0.

The singular values σ j =σ j (A) =σ j (A∗) have the following properties:
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(a) ‖A‖ =σ1(A) Êσ2(A) Ê . . . Ê 0.
(b) If A is injective, then σ j (A) > 0 for all j Ê 1.
(c) If B : X → Y is compact, then for all j ,k Ê 1 one has

σ j+k−1(A+B) Éσ j (A)+σk (B).

(d) If C : X1 → X is compact, then for all j ,k Ê 1 one has

σ j+k−1(A ◦C ) Éσ j (A)σk (C ).

(e) If Φ : X1 → X and Ψ : Y → Y1 are bounded linear operators, one has

σ j (A ◦Φ) Éσ j (A)‖Φ‖, σ j (Ψ◦ A) É ‖Ψ‖σ j (A).

Moreover, if Φ and Ψ are isometries, then

σ j (A ◦Φ) =σ j (Ψ◦ A) =σ j (A).

Proof. Since A∗A : X → X is compact and self-adjoint, by the spectral theorem there is
an orthonormal basis (ϕ j )∞j=1 of X and eigenvalues λ1 Ê λ2 Ê . . . Ê 0 with λ j → 0 so that
A∗Aϕ j = λ jϕ j . The expression for Au and the equations Aϕ j = σ jψ j and A∗ψ j = σ jϕ j

follow immediately, and one also has σ j (A) =σ j (A∗).
For (a) it is enough to note that σ1(A)2 = λ1(A∗A) = ‖A∗A‖ = ‖A‖2, and (b) is clear. The

standard Weyl inequality in (c) follows from the Courant minimax principle

σ j+k−1(A+B) =λ j+k−1((A+B)∗(A+B))1/2 = min
S

max
u⊥S,‖u‖=1

‖Au +Bu‖
where the minimum is over all subspaces S ⊂ X with dim(S) É j + k − 2. Applying the
minimax principle to A∗A and B∗B , there are subspaces U and V of X of dimension j −1
and k −1, respectively, so that

‖Au‖ Éσ j (A)‖u‖, ‖B v‖ Éσk (B)‖v‖
when u ⊥U and v ⊥V . Let S be a subspace of X containing U and V with dim(S) = j+k−2.
Then

σ j+k−1(A+B) É max
u⊥S,‖u‖=1

‖Au +Bu‖ Éσ j (A)+σk (B).

For (d) we argue as in (c) and find subspaces U and V of X having dimension j −1 and
k −1, respectively, so that when u ⊥U and v ⊥V one has

‖Au‖ Éσ j (A)‖u‖, ‖C v‖ Éσk (C )‖v‖.

Let S be a subspace of X having dimension j +k −2 and containing both C∗U and V . If
w ⊥ S, one has C w ⊥U and

‖AC w‖ Éσ j (A)‖C w‖ Éσ j (A)σk (C )‖w‖.

The minimax principle proves (d). Finally, for (e) note that

σ j (Ψ◦ A) = min
S

max
u⊥S,‖u‖=1

‖Ψ(Au)‖ É ‖Ψ‖σ j (A)

where the minimum is over subspaces S with dimension j −1. It also follows that σ j (A ◦
Φ) =σ j (Φ∗ ◦ A∗) É ‖Φ∗‖σ j (A∗) = ‖Φ‖σ j (A). The last part of (e) follows by looking at A∗A
and using that eigenvalues are preserved under isometries. �
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2.3. Weyl asymptotics. Most of the instability results proved in this article involve some
form of Weyl asymptotics for the eigenvalues or singular values of certain operators. We
will state three such results. The first one is just the usual Weyl law for the Laplace-Beltrami
operator on a compact manifold without boundary.

Let (M , g ) be a closed (i.e. compact with no boundary) oriented smooth Riemannian
manifold with dim(M) = n. Then there is a natural L2 space L2(M) equipped with the
measure induced by the volume form on (M , g ). The Laplace-Beltrami operator ∆g of
(M , g ) is given in local coordinates by

∆g = |g |−1/2∂ j (|g |1/2g j k∂k u)

where (g j k ) is the metric g in local coordinates, (g j k ) is the inverse matrix of (g j k ), and
|g | = det(g j k ). The operator −∆g (with domain C∞(M)) is an unbounded self-adjoint op-
erator on L2(M) with compact resolvent and hence has a discrete spectrum. The eigenval-
ues have the following Weyl asymptotics (see e.g. [Ta96, Section 8.3 in vol. II]).

Theorem 2.4. Let (M , g ) be a closed smooth n-manifold, and let 0 = λ1 É λ2 É . . . be the
eigenvalues of −∆g on L2(M). The eigenvalues of −∆g satisfy

lim
λ→∞

#{ j ; λ j Éλ}

λn/2
= Vol(M)

Γ( n
2 +1)(4π)n/2

.

In particular, the nonzero eigenvalues satisfy

λ j ∼ j
2
n .

The next result is a Weyl law for the Dirichlet Laplacian with bounded measurable co-
efficients [BS72]. It is sufficient for us to state this result in a bounded Euclidean domain
with smooth boundary, but various generalizations are available (see e.g. [BNR18]).

Theorem 2.5. Let Ω ⊂ Rn be a bounded domain with smooth boundary, and let g be a
symmetric matrix function with g ∈ L∞(Ω,Rn×n) and g j k (x)ξ jξk Ê c|ξ|2 for a.e. x ∈Ωwhere
c > 0. If 0 <λ1 Éλ2 É . . . are the eigenvalues of the Dirichlet Laplacian −∆g on Ω, then

λ j ∼ j 2/n .

Finally we state a Weyl law for classical pseudodifferential operators of negative order
on a closed manifold (M , g ) that have nonvanishing principal symbol (i.e. are elliptic or
noncharacteristic) at some point of T ∗M . These operators are compact on L2(M), and the
behaviour of their singular values will be useful when studying instability in the presence
of microlocal smoothing effects. The result essentially follows from [BS77b, BS79, Ka15]
but for completeness we give a proof in Appendix B. We refer to [Hö85, Chapter 18] for the
notation and basic facts related to pseudodifferential operators (ΨDOs).

Theorem 2.6. Let (M , g ) be a closed smooth n-manifold and let A ∈Ψ−m
cl (M) have nonva-

nishing principal symbol at some (x0,ξ0) ∈ T ∗M \ {0}, where m > 0. The compact operator
A : L2(M) → L2(M) satisfies

σ j (A) ∼ j−m/n .
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2.4. Sobolev spaces. In many inverse problems the forward operator acts between Sobolev
type function spaces. Here we will set up certain spaces that will be relevant for this article,
mostly in the L2 setting on C∞ manifolds (more general Lp based spaces will be considered
in the low regularity setting in Section 5).

Let first (M , g ) be a closed smooth n-manifold. For any s ∈R one can define the L2 based
Sobolev space H s(M) using local coordinates and the space H s(Rn), see [Ta96, Section 4.3
in vol. I]. This is a Hilbert space and there are many equivalent definitions. For example, if
k Ê 0 is an integer one has the equivalent norm (see [Be87, Appendix B])

(2.2) ‖u‖2
H k (M)

=
k∑

j=0
‖∇ j u‖2

L2(M)

where ∇ is the total covariant derivative induced by the Levi-Civita connection on (M , g ),
and the L2 norms on the right are norms on tensor fields induced by the metric g . More-
over, for any s ∈Rwe may consider the Bessel potential

J su = (1−∆g )s/2u.

Here J s is an elliptic pseudodifferential operator of order s on M , and we may use the
equivalent norm ‖u‖H s (M) = ‖J su‖L2(M) on H s(M) (see e.g. [Sh87]).

It will be particularly convenient for us that H s(M) can be identified with a sequence
space with polynomial weights. To see this, let (ϕ j )∞j=1 be an orthonormal basis of L2(M)
consisting of eigenfunctions of the Laplace-Beltrami operator−∆g , corresponding to eigen-
values 0 =λ1 Éλ2 É . . . →∞. Then

J su =
∞∑

j=1
(1+λ j )s/2(u,ϕ j )L2(M)ϕ j .

By Theorem 2.4 one has the Weyl law 1 +λ j ∼ j 2/n for j Ê 1. This gives the following
equivalent norm on H s(M):

Proposition 2.7. Let (M , g ) be a closed smooth n-manifold, and let (ϕ j )∞j=1 be an orthonor-

mal basis of L2(M) consisting of eigenfunctions of −∆g as above. Then

‖u‖2
H s (M) ∼

∞∑
j=1

j
2s
n |(u,ϕ j )|2.

The previous result shows that indeed H s(M) is isomorphic to a sequence space. We
will also need such a space in an abstract setting.

Definition 2.8. Let X be a separable Hilbert space and let ϕ = (ϕ j )∞j=1 be an orthonormal
basis of X . Let also n Ê 1. For any s ∈R define

J su =
∞∑

j=1
j

s
n (u,ϕ j )ϕ j

and the norm

‖u‖hs = ‖J su‖`2 =
( ∞∑

j=1
j

2s
n |(u,ϕ j )|2

)1/2

.
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For s Ê 0 let hs = hs
n,X ,ϕ be the subspace of X consisting of elements with finite hs norm, and

for s < 0 let hs be the completion of X under the hs norm.

Thus Proposition 2.7 states that H s(M) = hs with equivalent norms when n = dim(M),
X = L2(M), and ϕ= (ϕ j )∞j=1 is an orthonormal basis of L2(M) consisting of eigenfunctions
of the Laplace-Beltrami operator −∆g . Note that we slightly abuse notation and write J s

both for the Bessel potential (1−∆g )s/2, which is convenient when we want to use ΨDO
properties, and for the sequence space operator in Definition 2.8.

We will also need Sobolev spaces H s(M) when (M , g ) is a compact manifold with smooth
boundary. In this case the H k (M) spaces can be defined using the norm (2.2), and more
generally H s(M) is defined as in [Ta96, Section 4.4 in vol. I]. In the low regularity setting
we will use the spaces H s(Ω) when Ω⊂Rn is a bounded open set with Lipschitz boundary
and also the spaces H t (∂Ω) for −1 É t É 1, see e.g. [Mc00].

For M a smooth, not necessarily compact manifold, we define “localized” Sobolev spaces:

Definition 2.9. For M a smooth manifold, the space H s
L(M) with L ⊂ M int compact will be

identified with the space H s
L(M1) := {u ∈ H s(M1) ; supp(u) ⊂ L}, where M1 is a (fixed) closed

manifold containing an open neighbourhood of L in M.

2.5. Normal derivatives of solutions. We record here a standard fact regarding weak nor-
mal derivatives of solutions of elliptic equations, which will be used several times later. Let
Ω⊂Rn be a bounded open set with Lipschitz boundary, and consider the operator

L =−∂ j a j k∂k +b j∂ j +∂ j c j +q0

with (a j k ) ∈ L∞(Ω,Rn×n) symmetric and uniformly elliptic, b j ,c j ∈ Ln(Ω) and q0 ∈ L
n
2 (Ω).

In terms of scaling this is the roughest possible framework in which the Dirichlet problem
for L is well-posed outside its spectrum and satisfies the Fredholm alternative. This also
includes the case where q0 ∈W −1,n(Ω) (see Remark 5.15).

If u ∈ H 1(Ω) is a weak solution of Lu = 0 in Ω, the normal derivative ∂L
νu|∂Ω is defined

weakly as an element of H−1/2(∂Ω) by

〈∂L
νu|∂Ω,h〉∂Ω :=

ˆ

Ω

(a j k∂ j u∂k v + vb j∂ j u −uc j∂ j v +q0uv)d x, h ∈ H
1
2 (∂Ω),(2.3)

where v ∈ H 1(Ω) is a function such that v |∂Ω = h. We remark that the right hand side of
(2.3) is well-defined by the Hölder inequality and Sobolev embedding and that the weak
definition of the normal derivative is independent of the choice of the extension v ∈ H 1(Ω)

of h ∈ H
1
2 (∂Ω). Indeed, the latter follows from the fact that u is a weak solution of the

equation Lu = 0, which means that the right hand side of (2.3) vanishes if v ∈ H 1
0 (Ω).

The definition (2.3) is justified by the fact that when u and the coefficients are suffi-
ciently regular, an integration by parts shows that ∂L

νu = (a j k∂ j u−ck u)νk . Similar consid-
erations are valid for second order elliptic operators on a compact Riemannian manifold
(M , g ) with smooth boundary.

2.6. Gevrey spaces. In cases where the forward operator is analytic smoothing, one needs
to consider spaces of real analytic functions. It is convenient to work more generally with
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Gevrey functions. We recall the necessary definitions following [Gr87, Ro93, HR01, Tr80]
and [Hö85, Chapter 8.4] (and use the convention that 00 = 1).

Definition 2.10. Let U ⊂Rn be an open set, σÊ 1 and f : U →C. We say that f is Gevrey-σ
regular, or f ∈Gσ(U ), iff f ∈C∞(U ) and for each compact set K ⊂U there exists a constant
CK > 1 such that

sup
x∈K

|∂α f (x)| ÉC |α|+1
K |α|σ|α| with α ∈ (N∪ {0})n .

Further, Gσ
c (U ) :=Gσ(U )∩C∞

c (U ).

We note that the space G1(U ) corresponds to the real analytic functions and thus G1
c (U ) =

;. This leads to a number of technical difficulties, since partitions of unity are not avail-
able and one needs to work with sequences of cutoff functions that are “analytic up to
a finite order” (see Lemma D.4). However, for σ > 1, we have that Gσ

c (U ) 6= ; (even with
Gσ

c (U ) dense in function spaces like C∞
c (U ) or in L1

loc(U ), see [Ro93, Section 1.4]). In the se-
quel, for simplicity, we will in certain applications restrict our attention to the case σ> 1.
We remark that Gevrey spaces for σ > 1 allow for the construction of partitions of unity,
implying that all local definitions can also be transferred to manifolds with Gσ atlases.

Next we consider certain Hilbert spaces of Gevrey functions on closed manifolds, de-
fined in terms of Fourier coefficients. We first define an abstract sequence space. Here it
is natural to consider sequences over j Ê 0 instead of j Ê 1.

Definition 2.11. Let X be a separable Hilbert space and let ϕ= (ϕ j )∞j=0 be an orthonormal
basis of X . Let also n Ê 1. For 1 Éσ<∞ and ρ > 0, define

‖u‖aσ,ρ =
( ∞∑

j=0
e2ρ j

1
nσ |(u,ϕ j )|2

)1/2

.

Let aσ,ρ = aσ,ρ
n,X ,ϕ be the subspace of X consisting of elements with finite aσ,ρ norm.

Now consider a closed smooth n-manifold (M , g ). Let ϕ = (ϕ j )∞j=0 be an orthonormal
basis of eigenfunctions for −∆g with eigenvalues 0 = λ0 É λ1 É λ2 É . . .. By Weyl asymp-
totics, λ j ∼ j 2/n for j Ê 1. Given 1 Éσ<∞ and ρ > 0, consider the Hilbert space

Aσ,ρ(M) = aσ,ρ
n,L2(M),ϕ

(2.4)

with the norm

‖u‖Aσ,ρ := (
∞∑

j=0
e2ρ j

1
nσ |(u,ϕ j )|2)1/2.

Clearly Aσ,ρ(M) ⊂ C∞(M). For (M , g ) analytic, we also define the Gevrey space (with the
convention 00 = 1)

Gσ(M) = {u ∈C∞(M) ; there is C > 0 with ‖∇k u‖L∞(M) ÉC k+1kσk for k Ê 0}.

Then G1(M) is the space of real-analytic functions.
The connection of Gσ(M) with the Hilbert spaces Aσ,ρ(M) is given in Lemma B.1, which

states that
Gσ(M) =∪ρ>0 Aσ,ρ(M).



On instability mechanisms for inverse problems 17

The point is roughly that functions satisfying |∇k u| É C Rk kσk for fixed R > 0 form a Ba-
nach space (where C > 0 corresponds to the norm), and the Fourier coefficients of these

functions satisfy |(u,ϕ j )| É C ′e−c j
1

nσ for some fixed c > 0 leading to the spaces Aσ,ρ(M)
above. We refer to Appendix B for more details.

Similarly as in Definition 2.9 we also use the following localized Aσ,ρ spaces:

Definition 2.12. Let (M , g ) be a smooth manifold and L ⊂ M int compact. We define

Aσ,ρ
L (M) := {u ∈ Aσ,ρ(M1) ; supp(u) ⊂ L} .

Here M1 is a (fixed) closed manifold containing a neighbourhood of L.

We remark that by virtue of Lemma B.1 and the connection to the Gevrey spaces, the
choice of M1 has an influence on the value of ρ but not the one of σ.

3. ABSTRACT FRAMEWORK FOR INSTABILITY

In this section, following ideas introduced by Mandache [Ma01] in the context of the
Calderón problem (see also [SV93] for an even earlier application of these ideas in the
specific context of analytic continuation), we exploit the observation that the instability
of a map can be encoded in entropy and capacity estimates in suitable function spaces.
These quantities measure complexity in an information-theoretic sense (see the Appendix
II in [KT59]). These and related concepts have also been used in the context of statistical
minimax theory (see [GN21, Chapter 6.3 and Theorem 6.3.2] and the references therein)
and, more recently, in machine learning contexts [BGKP19]. While using the same notions
and objects as in these works, in our context and applications, we have to make problem-
dependent choices and develop the theory for these (e.g. including general complexity
estimates on certain operator spaces, see Section 3.5). We stress that this approach works
equally well for linear and nonlinear inverse problems.

We recall that the argument of Mandache relied on two main steps:

(i) the construction of an explicit orthonormal basis with (exponential) decay,
(ii) general entropy and capacity estimates.

While (ii) consisted of a very general argument, Mandache strongly exploited symmetries
of the domain and operator to infer (i).

In the sequel, we argue that step (i) is in fact not required: instability can be deduced
from pure singular value, entropy and capacity considerations. In particular, this allows
us to discard the strong symmetry assumptions that have been used in Mandache’s argu-
ment and all adaptations of it (see for instance [DR03, Is11, Is13a, Is13b]). Examples for
applications of this in inverse problems will be discussed in Section 4.

In Section 5 we extend this idea even further and prove that it is also applicable if only a
minimal amount of regularization is available.

3.1. General principle. First we address step (ii) in the argument of Mandache and for-
mulate this as a general principle. To this end, we begin by recalling the notions of ε-
discrete sets and δ-nets.
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Definition 3.1. Let (X ,dX ) denote a metric space and let δ> 0. A set X1 ⊂ X is a δ-net for X ,
if for every x ∈ X there exists x̃ ∈ X1 such that dX (x, x̃) É δ.

Let ε > 0. A subset X2 ⊂ X is an ε-discrete subset of X , if for each pair x, x̃ ∈ X2 it holds
dX (x, x̃) Ê ε.

Informally speaking, on the one hand, ε-discrete sets measure how large a function
space is, by providing lower bounds on its “extendedness”. On the other hand, δ-nets
measure how compact a space is by yielding upper bounds on its size. In order to de-
duce instability results for a forward map F : X → Y restricted to a compact set K ⊂ X , it
is enough to show that the image F (K ) in Y is “compressed” (meaning that it can be cov-
ered by relatively few δ-balls), while K is sufficiently “extended” (meaning that it has many
points at least ε apart).

The two notions are closely related:

Lemma 3.2. Let X be a metric space and let δ> 0.

(a) Let A be a δ-net and B be ε-discrete where ε> 2δ. Then #B É #A.
(b) A maximal δ-discrete set is a δ-net.
(c) If f : X → Y is continuous with modulus of continuity µ(r ), then a δ-net of X is

mapped to a µ(δ)-net of f (X ). If ρ is a monotonically increasing function and

d(x, y) É ρ(d( f (x), f (y))),

the image of a δ-discrete set in X is ρ−1(δ)-discrete in f (X ).

Proof. For (a), it suffices to observe that for any point x ∈ A there is at most one point y ∈ B
with d(x, y) É δ. For (b) we note that if S is a maximal δ-discrete set, then S ∪ {x} cannot
be δ-discrete for any x ∉ S, which means that for any x ∉ S there is y ∈ S with d(x, y) < δ.
Thus S is a δ-net. The claims in (c) also follow directly from the definition. The claim on
the δ-nets follows by the definition of continuity. The claim on the δ-discrete sets follow
from the fact that if x, y are elements in a δ-discrete set, then

δÉ d(x, y) É ρ(d( f (x), f (y))).

Inverting ρ yields the claim. �

The closely related concepts of entropy and capacity of a metric space are discussed in
[KT59, ET08].

With the notions of δ-nets and ε-discrete sets in hand, we formulate the second step (ii)
of the instability argument of Mandache [Ma01] in a general framework. This framework
has the advantage that one can consider mappings between general metric spaces (it is
not necessary to work with Sobolev type spaces).

Theorem 3.3 ([Ma01]). Let X and Y be metric spaces, let K ⊂ X be compact, and let F :
K → Y be an injective map. Let f , g be strictly decreasing continuous functions on R+, with
f (0+) = g (0+) =+∞, so that for any sufficiently small δ,ε> 0,

(i) there is a δ-net Yδ ⊂ Y for F (K ) with É f (δ) elements,
(ii) there is a ε-discrete set Xε ⊂ K with > g (ε) elements.
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Then the following statements hold:

(a) For any small ε> 0 there are x1, x2 such that

x1, x2 ∈ K , dX (x1, x2) Ê ε, dY (F (x1),F (x2)) É 2 f −1(g (ε)).(3.1)

(b) If ω is a modulus of continuity such that

(3.2) dX (x1, x2) Éω(dY (F (x1),F (x2))), x1, x2 ∈ K ,

then ω(t ) Ê g−1( f (t/2)) for t small.

We deduce the result as a consequence of the pigeonhole principle.

Proof. Let δ > 0 be small, and let Yδ ⊂ Y be a δ-net for F (K ) with |Yδ| É f (δ). Let ε > 0
be such that f (δ) = g (ε), i.e. ε = g−1( f (δ)). Then there is a ε-discrete set Xε ⊂ K with
|Xε| > g (ε). It follows that

|Yδ| É f (δ) = g (ε) < |Xε|.(3.3)

By the pigeonhole principle, there exist x1, x2 ∈ Xε such that

dY (F (x1),F (x2)) É 2δ, but dX (x1, x2) Ê ε.

This proves (a) since δ= f −1(g (ε)). If (3.2) holds, by the monotonicity of ω, one has

εÉω(2δ).

Thus ω(t ) Ê g−1( f (t/2)) for t > 0 small, proving (b). �

Remark 3.4. It is easy to see that (a) and (b) above are equivalent, if F is required to be
continuous. Indeed, assume that (a) is valid. If (3.2) holds, then choosing ε > 0 small and
x1, x2 ∈ K as in (a) gives that ε É ω(2 f −1(g (ε)), which implies (b). Conversely, assume that
F is continuous and (b) is valid. By Lemma 2.1 there is a modulus of continuity ω such that

dX (x1, x2) Éω(dY (F (x1),F (x2))), x1, x2 ∈ K .

Here we may replaceω by the corresponding minimal modulus of continuity. Then (b) gives
that ω(t ) Ê g−1( f (t/2)). On the other hand, the minimal modulus satisfies

ω(t ) = sup{dX (x1, x2) ; dY (F (x1),F (x2)) É t , x j ∈ K }.

By compactness the supremum is in fact a maximum, and hence given t > 0 there are x1, x2 ∈
K with dY (F (x1),F (x2)) É t and dX (x1, x2) Êω(t ). Since ω(t ) Ê g−1( f (t/2)), the claim in (a)
follows.

We emphasise that the assumption on the continuity of F is natural and is always true in
our applications (see for instance Section 2 where our general setting is described). Thus it
makes no difference if the instability results are formulated in the form of (a) or in the form
of (b) above.

3.2. Entropy numbers. Our first instability mechanism is based on global smoothing prop-
erties of the forward map F . Here we assume that F maps into a Banach space Y . If F (K )
is contained in a “smooth” or “compressed” subspace Y1 of Y , we may write

F |K = i ◦ F̃
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where F̃ : K → Y1 satisfies F̃ (x) = F (x), and i is the inclusion Y1 → Y . If F̃ is continuous,
then F (K ) ⊂ i (B) where B is a ball in Y1. To show that F (K ) is compressed, it is enough to
show that i (B) can be covered by relatively few δ-balls in Y .

The notion of entropy numbers (see [CS90, ET08]), which measure the compactness of
a linear operator, is ideally suited to the setup described above. We also introduce the
related capacity numbers [CS90].

Definition 3.5. Let X ,Y be Banach spaces and let A : X → Y be a bounded linear operator.
Put UX := {x ∈ X : ‖x‖X É 1}. Then for any k Ê 1, the kth entropy number ek (A) of A is
defined by

ek (A) := inf

{
ε> 0 : A(UX ) ⊂

2k−1⋃
j=1

(y j +εUY ) for some y1, . . . , y2k−1 ∈ Y

}
= inf{ε> 0 : there exists an ε-net for A(UX ) of cardinality 2k−1}.

The kth capacity number ck (A) of A is

ck (A) := sup{ε> 0 : there are x1, . . . , xN ∈UX with N > 2k−1 and

dY (Ax j , Axk ) Ê 2ε for j 6= k}

= sup{ε> 0 : there is a 2ε-discrete set for A(UX ) of cardinality 2k−1 +1}.

The entropy and capacity numbers are very similar (see also [CS90, Section 1.1]):

Lemma 3.6. One has

(3.4)
1

2
ek (A) É ck (A) É ek (A).

Proof. Let ε > ek (A), so that A(UX ) ⊂ ∪2k−1

j=1 B(y j ,ε). Let also ρ < ck (A), so that there is a

2ρ-discrete set S in A(UX ) with cardinality 2k−1 +1. Then some two points z, w ∈ S must
lie in some ball B(y j ,ε). One has 2ρ É d(z, w) É 2ε, which proves that ck (A) É ek (A).

On the other hand, if ck (A) < ρ, then there is a maximal 2ρ-discrete set S in A(UX ) with
cardinality É 2k−1. By Lemma 3.2 S is also a 2ρ-net, showing that ek (A) É 2ρ. Thus ek (A) É
2ck (A). �

By (3.4) it will be sufficient to focus on entropy number estimates. The following simple
result shows how typical entropy number bounds could be used for showing instability
based on Theorem 3.3.

Lemma 3.7. Let X ,Y be Banach spaces, and let X1 ⊂ X and Y1 ⊂ Y be closed subspaces so
that the inclusions i : X1 → X and j : Y1 → Y are compact. Let K = {x ∈ X ; ‖x‖X1 É r } for
some r > 0, and assume that F : K → Y is a map such that F (K ) ⊂ {y ∈ Y1 ; ‖y‖Y1 É R} for
some R > 0. Suppose that, for some function ω :R+ →R+,

‖x1 −x2‖X Éω(‖F (x1)−F (x2)‖Y ), x1, x2 ∈ K .

(a) If ek (i )& k−m and ek ( j ). k−s for some m, s > 0, then for t small

ω(t )& t m/s .
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(b) If ek (i )& k−m and ek ( j ). e−ckα for some m,c,α> 0, then for t small

ω(t )& |log t |−m/α.

(c) If ek (i )& e−dkβ and ek ( j ). e−ckα for some c,d ,α,β> 0, then for t small

ω(t )& e−c1|log t |β/α
.

Proof. The main point is to use the entropy bounds to estimate the functions f (δ) and g (ε)
in Theorem 3.3.

(a) If ek (i ) Ê c0k−m , by (3.4) one has ck (i ) Ê c0
2 k−m , and thus for any ε< c0

2 r k−m there is
a set Xε ⊂ K so that |Xε| > 2k−1 and Xε is ε-discrete in X . Now

ε= c0

2
r k−m ⇐⇒ 2k−1 = 1

2
e((

c0r
2 )1/m log2)ε−1/m

.

Thus one may choose

g (ε) = ec1/mε−1/m
, c = c0r

2m+1
.

The inverse function is g−1(η) = c(logη)−m .
If ek ( j ) < C0k−s , by the bound on F (K ), the set F (K ) can be covered with 2k−1 balls of

radius RC0k−s . Now

δ= RC0k−s ⇐⇒ 2k−1 = 1

2
e((C0R)1/s log2)δ−1/s

.

Hence, if δÊ RC0k−s , there is a δ-net Yδ for F (K ) with |Yδ| É e(C0R)1/sδ−1/s
. This proves that

one may choose

f (δ) = eCδ−1/s
, C = (C0R)1/s .

By Theorem 3.3, for t small one has

ω(t ) Ê g−1( f (t/2)) = c(C (t/2)−1/s)−m & t m/s .

(b) We can use the same g (ε) as in part (b). If ek ( j ) ÉC0e−ckα for some C0,c,α> 0, then
a computation shows that one may choose for δ small

f (δ) = eC |logδ|1/α
.

It follows that ω(t ) Ê g−1( f (t/2))& |log t |−m/α.
(c) We can take f (δ) as in part (b), and a computation shows that one may take

g (ε) = eC1|logε|1/β
.

The inverse function is g−1(η) = e−c0(logη)β , and ω(t ) Ê g−1( f (t/2))& e−c1|log t |β/α
. �

3.3. Properties of entropy numbers. In the remainder of this section we will study esti-
mates for entropy numbers. We note that entropy numbers have the following properties
(cf. Chapter 1.3 in [ET08]).

Lemma 3.8. Let X ,Y , Z be Banach. For bounded linear operators A,B : X → Y and C : Y →
Z with A 6≡ 0, we have the following properties:

(i) ‖A‖ = e1(A) Ê e2(A) Ê . . . > 0.
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(ii) For all j ,k Ê 1 one has

e j+k−1(C ◦ A) É e j (C )ek (A).

(iii) For all j ,k Ê 1 one has

e j+k−1(A+B) É e j (A)+ek (B).

(iv) A is compact if and only if ek (A) → 0 as k →∞.
(v) A has finite rank if and only if ek (A). e−ck for some c > 0.

(vi) If X and Y are Hilbert spaces, then ek (A) = ek (A∗) = ek (
p

A∗A).

The above result shows that entropy numbers are indeed related to compactness. Sin-
gular values also encode compactness properties of linear operators. There are various
relations between these two notions (see [CS90, ET08]). For us, the following result stating
the equivalence of typical decay rates will be sufficient.

Lemma 3.9. Let A : X → Y be a compact operator between separable Hilbert spaces. For
any s > 0, one has

σk (A). k−s ⇐⇒ ek (A). k−s ,

σk (A)& k−s =⇒ ek (A)& k−s .

Moreover, if µ> 0, then

σk (A). e−ckµ for some c > 0 ⇐⇒ ek (A). e−c̃k
µ

1+µ
for some c̃ > 0,

σk (A)& e−ckµ for some c > 0 =⇒ ek (A)& e−c̃k
µ

1+µ
for some c̃ > 0.

Proof. The argument is based on [CS90, Proposition 1.3.2], which states that for any N Ê 1,

(3.5) sup
kÊ1

2−N−1
2k (σ1(A) · · ·σk (A))1/k É eN (A) É 6 sup

kÊ1
2−N−1

2k (σ1(A) · · ·σk (A))1/k .

In fact this is stated in [CS90] for diagonal operators `2 → `2, but
p

A∗A is unitarily equiv-
alent to such an operator D and unitary equivalence does not affect singular values or
entropy numbers. Thus the result holds first for D , and then also for A since σ j (

p
A∗A) =

σ j (A) and e j (
p

A∗A) = e j (A). We rewrite (3.5) in the more convenient form, with c1 > 0 an
absolute constant,

(3.6) sup
kÊ1

e− N
2k (σ1 · · ·σk )1/k É eN . sup

kÊ1
e−c1N /k (σ1 · · ·σk )1/k .

If σ j . j−s , then (σ1 · · ·σk )1/k . (k !)−s/k ∼ k−s by Stirling’s formula. Now optimizing
the function f (k) := ck−se−c1N /k in k yields that k ∼ cs N and thus (3.6) gives eN . N−s .
Conversely, if eN . N−s , then choosing k = N on the left of (3.6) and using σ1 Ê σ2 Ê . . .
gives σN . N−s . The statement that σ j & j−s implies eN & N−s follows from the Stirling
formula as above.

Now if σk . e−ckµ , then evaluating a Riemann sum gives

(σ1 · · ·σk )1/k . e− c
µ+1 kµ .
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Given N , the expression e−c1N /k e− c
µ+1 kµ is maximal when k ∼ N

1
1+µ . Choosing this value of

k on the right of (3.6) gives eN . e−c̃N
µ

1+µ
. Conversely, assume eN . e−c̃N

µ
1+µ

. Fixing j Ê 1,
choosing k = j on the left of (3.6) and using that σ1 Êσ2 Ê . . . gives

σ j . ec0N / j−c̃N
µ

1+µ
, N Ê 1.

The right hand side is minimal when N ∼ j 1+µ, and this choice gives σ j . e−c jµ for some
c > 0 as required. Finally, ifσ j & e−c jµ , then a Riemann sum argument gives (σ1 · · ·σk )1/k &

e− c
µ+1

(k+1)µ+1

k & e−c̃kµ . By (3.6) one has eN & supkÊ1 e−c0N /k e−c̃kµ , and choosing k ∼ N
1

1+µ

gives eN & e−c̃N
µ

1+µ
. �

3.4. Embeddings between Sobolev or Gevrey spaces. Recall from the beginning of this
subsection that we are interested in entropy numbers of inclusions i : Y1 → Y , where Y1 is
a subspace of a Banach space Y . The case of Sobolev type spaces, at least on domains in
Rn , is well understood [ET08]. The estimates on manifolds are similar, and we give a proof
for completeness.

Theorem 3.10. Let M be a compact smooth n-manifold with or without smooth boundary,
and let s1, s2 ∈Rwith s1 > s2. The embedding i : H s1 (M) → H s2 (M) satisfies

σk (i ) ∼ k−(s1−s2)/n ,

ek (i ) ∼ k−(s1−s2)/n .

The same bounds hold for the embedding i : hs1
n,X ,ϕ→ hs2

n,X ,ϕ (see Definition 2.8).

Proof. By Lemma 3.9, it is enough to prove the statement about singular values. Assume
first that M has no boundary, and consider the norm ‖ f ‖H s = ‖J s f ‖L2 where

J s f =
∞∑

j=1
j

s
n ( f ,ϕ j )L2ϕ j

as in Definition 2.8. Note that

(i∗i ( f ),h)H s1 = ( f ,h)H s2 = (J−2(s1−s2) f ,h)H s1 .

Thus i∗i = J−2(s1−s2) on H s1 (M), and using the isometries J±s1 we have

σk (i )2 =σk (i∗i ) =σk (J s1 ◦ i∗i ◦ J−s1 ) =σk (J−2(s1−s2) : L2(M) → L2(M))

= k− 2(s1−s2)
n .

In the last step we used that J−2(s1−s2) : L2(M) → L2(M) is a diagonal operator.
Next assume that M is compact with smooth boundary. Let N be a closed manifold con-

taining M , let E : H s1 (M) → H s1 (N ) be a bounded extension operator, and let R : H s2 (N ) →
H s2 (M),Ru = u|M be the restriction operator. Then i = R ◦ ι ◦E , where ι is the inclusion
H s1 (N ) → H s2 (N ). Consequently we have the upper bound

σk (i ) É ‖R‖σk (ι)‖E‖. k−(s1−s2)/n .



24 H. Koch, A. Rüland & M. Salo

For the lower bound on σk (i ), we choose a compact set K ⊂ M int and a cutoff function
χ ∈C∞(N ) with supp(χ) ⊂ K and χ 6= 0 somewhere. Consider the operator

A : H s1 (N ) → H s2 (N ), A = E0 ◦ i ◦R ◦mχ

where E0 denotes extension by zero, and mχ denotes multiplication by χ. Then

σk (A) É ‖E0‖σk (i )‖R ◦mχ‖.σk (i ).

It is enough to prove a lower bound for σk (A). We compute A∗A as

(A∗A f ,h)H s1 = (χ f ,χh)H s2 = (χJ 2s2χ f ,h)L2 = (J−2s1χJ 2s2χ f ,h)H s1

where we now choose J s = (1−∆g )s/2. Thus A∗A f = J−2s1χJ 2s2χ f on H s1 (N ). Using the
isometries J±s1 yields

σk (A)2 =σk (A∗A : H s1 → H s1 ) =σk (J−s1χJ 2s2χJ−s1 : L2 → L2).

Now J−s1χJ 2s2χJ−s1 is a classical pseudodifferential operator of order −2(s1− s2) on N and
it has nonvanishing principal symbol at points where χ 6= 0. Thus by Theorem 2.6 its sin-

gular values on L2(N ) satisfy σk & k− 2(s1−s2)
n . This concludes the proof. �

By using similar localization arguments as in Theorem 3.10, one obtains the following
localized bounds which will be used in Section 6.1.

Proposition 3.11. Let N be a smooth n-dimensional manifold. Let Q ⊂ N be compact and
let t ∈ R, m > 0. Then for H t+m

Q (N ) := { f ∈ H t+m(N ) : supp( f ) ⊂Q} and for the embedding

i : H t+m
Q (N ) → H t

Q (N ) we have

ek (i ) ∼ k−m/n .

For later purposes we note that similar estimates also hold under weaker assumptions
on the domain (no high smoothness necessary), see [Tr97, Theorem 23.2].

Proposition 3.12. Let Ω be a bounded Lipschitz domain in Rn . If s1 > s2, then the embed-
ding i : H s1 (Ω) → H s2 (Ω) has entropy numbers satisfying

ek (i ) ∼ k− s1−s2
n , k Ê 1.

Next we consider spaces of real-analytic or more generally Gevrey functions. Let (M , g )
be a compact connected smooth n-manifold without boundary, and recall the spaces
Aσ,ρ(M) of Gevrey functions introduced in (2.4) and below in Section 2.6. These Hilbert
spaces have the following entropy properties.

Theorem 3.13. Let (M , g ) be a closed smooth n-manifold, let 1 É σ <∞, ρ > 0 and s ∈ R.
The embedding i : Aσ,ρ(M) → H s(M) satisfies for some ρ̃ > 0

σk (i ) ∼ k s/n exp(−ρ(k −1)
1

nσ ),

ek (i ). exp(−ρ̃k
1

nσ+1 ).

The same bounds hold for the embedding i : aσ,ρ
n,X ,ϕ→ hs

n,X ,ϕ (see Definitions 2.8 and 2.11).
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Proof. By Lemma 3.9, it is enough to prove the statement about singular values. Since
M is closed, H s(M) is isomorphic to the space hs of sequences x = (x0, x1, . . .) with norm

‖x‖hs = (
∑∞

j=0(1+ j )
2s
n |x j |2)1/2 (see Proposition 2.7), and Aσ,ρ(M) is isomorphic to the space

aσ,ρ = {x = (x0, x1, . . .) ∈ `2 ; ‖x‖aσ,ρ := (
∞∑

j=0
e2ρ j

1
nσ |x j |2)1/2 <∞}.

Then σk (i ) ∼σk (ι) where ι is the inclusion aσ,ρ → hs . We compute
∞∑

j=0
e2ρ j

1
nσ (ι∗ι(x)) j y j = (ι∗ι(x), y)aσ,ρ = (ι(x), ι(y))hs =

∞∑
j=0

(1+ j )2s/n x j y j .

Thus ι∗ι is the diagonal operator with (ι∗ι(x)) j = (1+ j )2s/ne−2ρ j
1

nσ x j for j Ê 0, which shows

that σk (ι) = k s/ne−ρ(k−1)
1

nσ for k large. �

The above results immediately yield decay rates for singular values of smoothing oper-
ators. Further results of this type may be found in [BS77a].

Theorem 3.14. Let M and N be compact C∞ manifolds, having dimensions nM and nN .
Let A : H s2 (N ) → H s1 (M) be a compact linear operator with singular values σ j (A).

(i) If A extends as a bounded operator A1 : H s2−m2 (N ) → H s1 (M) such that

A1(H s2−m2 (N )) ⊂ H s1+m1 (M)

where m1,m2 Ê 0 with m1 +m2 > 0, then

σ j (A). j−m1/nM−m2/nN .

In particular, if M is a closed n-manifold and B ∈Ψ−s(M), where B is considered as
a compact operator H t (M) → H t (M) for some t ∈R, then

σ j (B). j−s/n .

(ii) If (M , g ) is a closed analytic n-manifold and if A(H s2 (N )) ⊂ Aσ,ρ(M), then for some
c > 0

σ j (A). exp(−c j
1

nσ ).

In particular if B ∈Ψ−∞
σ (M), i.e. B is Gevrey Gσ-smoothing on M, and B is consid-

ered as an operator L2(M) → L2(M), then

σ j (B). exp(−c j
1

nσ ).

We refer to Appendix D.1 for definitions and results on Gevrey smoothing operators.

Proof of Theorem 3.14. (i) We write A = i1 ◦ Ã ◦ i2, where Ã : H s2−m2 (N ) → H s1+m1 (M) is
bounded (this holds by the closed graph theorem since A1(H s2−m2 (N )) ⊂ H s1+m1 (M)) and
i1 : H s1+m1 (M) → H s1 (M), i2 : H s2 (N ) → H s2−m2 (N ) are the natural inclusions. Write j +1 =
2`+ r where `Ê 1 and r ∈ {0,1}. Then

σ j (A) =σ2`+r−1(i1 ◦ Ã ◦ i2) Éσ`(i1)σ`+r (Ã ◦ i2) Éσ`(i1)‖Ã‖σ`(i2).
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Next we use that

σ`(i1). `−m1/nM ,

σ`(i2). `−m2/nN .

Thus, since `Ê j /2, it follows that

σ j (A). `−m1/nM−m2/nN . j−m1/nM−m2/nN .

The result for B follows immediately.
(ii) Write A = i ◦ Ã where Ã : H s2 (N ) → Aσ,ρ(M) is bounded (by the closed graph theorem

since A(H s2 (N )) ⊂ Aσ,ρ(M)) and i : Aσ,ρ(M) → H s1 (M) is the natural inclusion. Then

σ j (A) Éσ j (i )‖Ã‖. ‖Ã‖e−c j
1

nσ .

Now if B is Gσ smoothing on M , then B has a Gσ integral kernel KB (x, y) so that

Bu(x) =
ˆ

M
KB (x, y)u(y)dVg (y).

The Hilbert-Schmidt bound gives

‖(−∆g )k Bu‖L2(M) É ‖(−∆g ,x)k KB‖L2(M×M)‖u‖L2(M).

Since KB is a Gσ function, there are C ,R > 0 so that

‖(−∆g )k Bu‖L2(M) ÉC R2k (2k)2kσ‖u‖L2(M).

Lemma B.1(c) implies that for ρ = c0R−1/σ, one has

‖Bu‖Aσ,ρ(M) É c1C‖u‖L2(M).

Thus B induces a bounded map L2(M) → Aσ,ρ(M), and the result follows from the first
part of (ii). �

3.5. Embeddings between spaces of operators. Finally, in order to deal with inverse prob-
lems where the measurement is a Dirichlet-to-Neumann type operator, we discuss en-
tropy bounds between spaces of operators. In this case the range of the forward map lies
in the Banach space B(H s(M), H−s(M)) of bounded linear operators from a Sobolev space
H s(M) to its dual H−s(M), where M is a closed n-manifold.

We first consider the case s = 0 and prove the following entropy bound when embedding
smoothing operators of order m into the space of bounded operators on L2.

Theorem 3.15. Let (M , g ) be a closed smooth n-manifold. If m > 0, then the embedding
i : B(H−m ,L2)∩B(L2, H m) → B(L2,L2) satisfies

(3.7) ek (i ). k− m
2n +δ

for any δ> 0.

In the proof we will work with Hilbert spaces instead of the Banach space B(X ,Y ). This
amounts to replacing B(X ,Y ) by the space HS(X ,Y ) of Hilbert-Schmidt operators (i.e.
replacing the Schatten class S∞ by S2). We first recall some definitions. Let X and Y be
separable Hilbert spaces. The space HS(X ,Y ) consists of those compact linear operators
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T : X → Y for which the quantity

(3.8) ‖T ‖2
HS(X ,Y ) =

∞∑
j=1

σ j (T )2 = tr(T ∗T ) =
∞∑

j=1
‖Tϕ j‖2

Y =
∞∑

j ,k=1
|(Tϕ j ,ψk )Y |2

is finite and independent of the choice of orthonormal bases (ϕ j ) and (ψk ) of X and Y ,
respectively. This is a Hilbert space with inner product

(S,T )HS(X ,Y ) = tr(T ∗S) =
∞∑

j=1
(Sϕ j ,Tϕ j )Y .

Recall also that when X = Y = L2(M), any T ∈ HS(L2,L2) has a Schwartz kernel KT ∈
L2(M ×M) and

(3.9) ‖T ‖HS(L2,L2) = ‖KT ‖L2(M×M).

Proof of Theorem 3.15. We argue in two steps, first proving an initial (suboptimal) entropy
bound when m > n/2, and then improving on this in the second step by using a decom-
position of operators into smooth and small parts. In the proof we fix an orthonormal
basis (ϕ j )∞j=1 of L2(M) consisting of eigenfunctions of −∆g , and use the Sobolev norm

‖ f ‖H s (M) = ‖J s f ‖L2(M) where J s f =∑∞
j=1 j

s
n ( f ,ϕ j )ϕ j . We will also write ‖T ‖∗ = ‖T ‖B(H−m ,L2)+

‖T ‖B(L2,H m ).
Step 1: Initial entropy bound. Assuming m > n/2, we will prove that whenever 0 É r <

m −n/2 one has

(3.10) ek (i : B(H−m ,L2)∩B(L2, H m) → B(L2,L2)). k− r
2n .

We first claim that there is a continuous embedding

(3.11) B(H−m ,L2)∩B(L2, H m) ⊂ HS(H−r ,L2)∩HS(L2, H r ).

In fact, by (3.8) and interpolation we have

‖T ‖2
HS(H−r ,L2) =

∑‖T J rϕ j‖2
L2 É

∑‖T ‖2
∗‖J rϕ j‖2

H−m É ‖T ‖2
∗
∑

j−
2(m−r )

n ,

‖T ‖2
HS(L2,H r ) =

∑‖Tϕ j‖2
H r É

∑‖Tϕ j‖
2(m−r )

m

L2 ‖Tϕ j‖
2r
m
H m É ‖T ‖2

∗
∑

j−
2(m−r )

n .

Since m − r > n/2, this proves (3.11).
The next step is to show that the embedding ι : HS(H−r ,L2)∩HS(L2, H r ) → HS(L2,L2)

satisfies
ek (ι). k− r

2n .

Using (3.8) and (3.9), it is easy to check that

‖T ‖HS(H−r ,L2)∩HS(L2,H r )) = ‖T J r ‖HS(L2,L2) +‖J r T ‖HS(L2,L2)

= ‖J r
y KT ‖L2(M×M) +‖J r

x KT ‖L2(M×M).

Since ‖KT ‖H r É ‖J r
y KT ‖L2 +‖J r

x KT ‖L2 , by Theorem 3.10 one has

ek (ι) É ek (i : H r (M ×M) → L2(M ×M)). k− r
2n .
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We have proved that one has continuous embeddings

B(H−m ,L2)∩B(L2, H m) ⊂ HS(H−r ,L2)∩HS(L2, H r ) ⊂ HS(L2,L2) ⊂ B(L2,L2)(3.12)

where the middle embedding has entropy numbers ek . k− r
2n . This implies (3.10).

Step 2: Improvement and derivation of the claimed entropy bound. Now we assume
m > 0 and improve the bound (3.10) to the claimed bound ek (i ). k− m

2n +δ.
Our strategy is to fix N Ê 1 and split the map i as

i (T ) =αN (T )+βN (T )

where, using the projection PN f =∑N
j=1( f ,ϕ j )L2ϕ j , one has

αN (T ) = PN T PN , βN (T ) = T −PN T PN .

Note that for any s Ê t

‖PN f ‖H s É N
s−t

n ‖ f ‖H t , ‖(I −PN ) f ‖H t É N− s−t
n ‖ f ‖H s .

These estimates imply that

‖βN (T ) f ‖L2 É ‖(I −PN )T f ‖L2 +‖PN T (I −PN ) f ‖L2 É N−m
n ‖T ‖∗‖ f ‖L2 .

On the other hand, for any s > max(m,n/2+1) one has

‖αN (T ) f ‖H s É N
s−m

n ‖T PN f ‖H m É N
s−m

n ‖T ‖∗‖ f ‖L2 ,

‖αN (T ) f ‖L2 É ‖T ‖∗‖PN f ‖H−m É N
s−m

n ‖T ‖∗‖ f ‖H−s .

Thus αN maps B(H−m ,L2)∩B(L2, H m) to B(H−s ,L2)∩B(L2, H s) with norm É N
s−m

n . Com-
bining this with (3.10) using the choice r = s −n/2−1/2, we have

ek (αN : B(H−m ,L2)∩B(L2, H m) → B(L2,L2)).N
s−m

n k− r
2n .

On the other hand, since e1(βN ) É ‖βN‖ one has

e1(βN : B(H−m ,L2)∩B(L2, H m) → B(L2,L2)) É N−m
n .

It follows from the above estimates and Lemma 3.8(iii) that

ek (i ) É ek (αN )+e1(βN ).N
s−m

n k− r
2n +N−m

n .

Choosing N ∼ k
r

2s yields that ek (i ). k− m
2n

r
s = k− m

2n (1− n+1
2s ). This proves the bound ek (i ).

k− m
2n +δ for any δ> 0 by taking s large. �

We next give a more general version of Theorem 3.15. It is related to embedding the
space of operators which are smoothing of order m (resp. Gevrey smoothing), and whose
adjoints are also smoothing, into B(H s , H−s). Recall that any T ∈ B(H s , H−s) has a formal
adjoint T ′ ∈ B(H s , H−s) defined by

(T ′u, v) = (u,T v), u, v ∈ H s ,

using the standard distributional (or L2) pairing.

Theorem 3.16. Let M be a closed smooth n-manifold, let s ∈R, and let H t = H t (M).
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(a) Let m > 0, and define

Z m(H s , H−s) := {T ∈ B(H s , H−s) ; T (H s) ⊂ H−s+m and T ′(H s) ⊂ H−s+m}.

Then Z m(H s , H−s) is a Banach space with norm

T 7→ max( sup
‖u‖H s =1

‖Tu‖H−s+m , sup
‖u‖H s =1

‖T ′u‖H−s+m ).

If m > 0, the embedding i : Z m(H s , H−s) → B(H s , H−s) satisfies for any δ> 0

ek (i ). k− m
2n +δ.

(b) Let ρ > 0 and 1 Éσ<∞, and define

W σ,ρ(H s , H−s) := {T ∈ B(H s , H−s) ; T (H s) ⊂ Aσ,ρ and T ′(H s) ⊂ Aσ,ρ}.

Then W σ,ρ(H s , H−s) is a Banach space with norm

T 7→ max( sup
‖u‖H s =1

‖Tu‖Aσ,ρ , sup
‖u‖H s =1

‖T ′u‖Aσ,ρ ).

For some c > 0, the embedding i : W σ,ρ(H s , H−s) → B(H s , H−s) satisfies

ek (i ). e−ck
1

2nσ+1 .

Remark 3.17. In Theorem 3.16 one needs to consider operators that are smoothing and also
their adjoints are smoothing. In fact, if one does not consider the adjoints, the result fails
since the embedding

B(H s , H−s+m) → B(H s , H−s)

is not even compact. Then by Lemma 3.8 its entropy numbers cannot go to zero. To see
this, let (ϕ j ) and (ψk ) be orthonormal bases of H s and H−s , respectively, so that H−s+m has
equivalent norm

‖u‖H−s+m = (
∞∑

k=1
k2m |(u,ψk )H−s |2)1/2.

Let Tl ∈ B(H s , H−s+m) with Tl (u) = (u,ϕl )H sψ1. Then ‖Tl‖H s→H−s+m = 1, so (Tl ) is a bounded
sequence in B(H s , H−s+m). But if some subsequence (Tl j ) converges in B(H s , H−s), the limit
must be 0 since one has Tl j (u) → 0 as j →∞ for any u ∈ H s . This contradicts the fact that
‖Tl‖H s→H−s = 1.

We begin by proving the first part of Theorem 3.16(a) which we reduce to the estimates
from Theorem 3.15.

Proof of Theorem 3.16(a). It follows from the closed graph theorem that

Z m(H s , H−s) ⊂ B(H s , H−s+m).

For any T ∈ Z m(H s , H−s) the closed graph theorem also gives that T ′ is bounded as a map
from H s → H−s+m , hence by duality T is bounded as a map from H s−m → H−s . Thus we
also have

Z m(H s , H−s) ⊂ B(H s−m , H−s).
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It follows that Z m(H s , H−s) is a Banach space with the given norm and

Z m(H s , H−s) ⊂ B(H−s , H−s+m)∩B(H s−m , H−s).

The proof of the estimate in Theorem 3.16(a) is now a direct consequence of the esti-
mate from Theorem 3.15. Indeed, we simply factor the mapping as

Z m(H s , H−s) → B(L2, H m)∩B(H−m ,L2) → B(L2,L2) → B(H s , H−s),

T 7→ J−sT J−s 7→ J−sT J−s 7→ T,

where as above Jα is an isometry H s → H s−α. By virtue of the result of Theorem 3.15
we have that the middle mapping has entropy numbers satisfying ek . k− m

2n +δ for any
δ > 0. Together with the properties of entropy numbers of compositions (Lemma 3.8(ii))
this concludes the proof for (a). �

In order to deduce the remaining part (b) of Theorem 3.16, we first provide the following
abstract lemma which gives bounds for the singular values (hence also entropy numbers)
of embeddings between spaces of Hilbert-Schmidt operators. It will also be used later in
our study of instability of the Calderón problem in low regularity.

Lemma 3.18. Let X and Z be separable Hilbert spaces with orthonormal bases (ϕ j ) and
(ψk ), respectively. Define subspaces X1 ⊂ X and Y ⊂ Z by the norms

‖x‖X1 = (
∞∑

j=1
α2

j |(x,ϕ j )X |2)1/2, ‖y‖Y = (
∞∑

k=1
β2

k |(y,ψk )Z |2)1/2

where 0 <α1 Éα2 É . . . and 0 <β1 Éβ2 É . . .. The embedding

ι : HS(X ,Y ) → HS(X1, Z )

satisfies for any M , N Ê 1

σM N+1(ι) É max(
1

α1βN+1
,

1

αM+1β1
).

Proof. By the minimax principle

σ2
M N+1(ι) =λM N+1(ι∗ι) = min

E
max

T⊥E ,‖T ‖HS(X ,Y )=1
‖ι(T )‖2

HS(X1,Z ),

where the minimum is over subspaces E ⊂ HS(X ,Y ) with dim(E) = M N . We choose

E = {T ∈ HS(X ,Y ) ; (Tϕ j ,ψk )Y = 0 for j Ê M +1 or k Ê N +1}.

Note that (α−1
j ϕ j ) and (β−1

k ψk ) are orthonormal bases of X1 and Y , respectively. Thus for
any T ⊥ E one has

‖ι(T )‖2
HS(X1,Z ) =

∑
jÊM+1 or kÊN+1

α−2
j |(Tϕ j ,ψk )Z |2.

Now (y,ψk )Y =β2
k (y,ψk )Z for any y ∈ Y , so for T ∈ E

‖ι(T )‖2
HS(X1,Z ) =

∑
jÊM+1 or kÊN+1

α−2
j β−2

k |(Tϕ j ,β−1
k ψk )Y |2.

The last quantity is É max((α1βN+1)−2, (αM+1β1)−2) if ‖T ‖HS(X ,Y ) = 1. �
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Proof of Theorem 3.16(b). First note that for r > 0, the space Aσ,−r defined as the comple-
tion of L2(M) with respect to the Aσ,−r norm is a Hilbert space that contains all H t spaces
(it can be considered as a space of ultradistributions on M). If T ∈ W σ,ρ(H s , H−s) and
u ∈ H s , we have for any ε> 0

‖Tu‖Aσ,ρ . ‖u‖H s . ‖u‖Aσ,ε .

Since T ′ is bounded as a map from H s → Aσ,ρ we have by duality

‖Tu‖Aσ,−ε . ‖Tu‖H−s . ‖u‖Aσ,−ρ .

Choosing ε= ρ/3 and using the Stein-Weiss interpolation theorem, we have

‖Tu‖Aσ,ρ/3 . ‖u‖Aσ,−ρ/3 .

This shows that W σ,ρ(H s , H−s) ⊂ B(Aσ,−ρ/3, Aσ,ρ/3). As in the proof of Theorem 3.13, it is

easy to check that the embedding Aσ,ρ ⊂ Aσ,ρ−ε has singular values σk . e−ε j
1

nσ . Thus as
in (3.12), we have a sequence of continuous embeddings

(3.13) W σ,ρ(H s , H−s) ⊂ HS(Aσ,−ρ/4, Aσ,ρ/4) ⊂ HS(Aσ,−ρ/8, Aσ,ρ/8) ⊂ B(H s , H−s).

Lemma 3.18 with α j = β j = e
ρ
8 j

1
nσ shows that the middle embedding has singular values

σN 2+1 . e− ρ
8 (N+1)

1
nσ . Thus by Lemma 3.9 the middle embedding has entropy numbers

ek . e−ck
1

2nσ+1 . This proves the bound for ek (i ). �

Remark 3.19. In inverse problems where the measurement is a Dirichlet-to-Neumann type
operator, the forward operator actually maps to a subspace of B(H s , H−s) consisting of pseu-
dodifferential operators. In this remark we show that in a related case one can improve the
exponents in Theorems 3.15 and 3.16 and give a sharp decay rate.

Let (M , g ) be a closed smooth n-manifold and consider the space Ψ−m
F of Fourier mul-

tipliers of order −m, consisting of operators T = Ta where (a j )∞j=1 is a sequence satisfying

|a j |. j−m , and Ta is defined by

Ta f =
∞∑

j=1
a j ( f ,ϕ j )ϕ j .

Here λ1 É λ2 É . . . are the eigenvalues of −∆g , and (ϕ j ) is an orthonormal basis of L2(M)
consisting of eigenfunctions. We think of Ψ−m

F as a subspace of B(H−m/2, H m/2). Using the
Sobolev norm ‖ f ‖2

H s =∑∞
j=1 j 2s/n |( f ,ϕ j )|2, it is easy to see that

‖Ta‖L2→L2 = sup
jÊ1

|a j |,

‖Ta‖H−m/2→H m/2 = sup
jÊ1

j m/n |a j |.

It follows that the embedding i : Ψ−m
F → B(L2,L2) may be identified with the embedding

w m,∞ → `∞, where ‖(a j )‖wm,∞ = sup jÊ1 j m/n |a j |. Writing i = A ◦ J m where J m : (a j ) 7→
( j m/n a j ) is an isometry between w m,∞ and `∞, the entropy numbers of i are the same as
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the entropy numbers of
A : `∞ → `∞, A((a j )) = ( j−m/n a j ).

This is a diagonal operator whose entropy numbers are estimated in [CS90, Proposition
1.3.2]. As in the proof of Lemma 3.9 it follows that ek (A) ∼ k−m/n , and thus also ek (i :
Ψ−m

F → B(L2,L2)) ∼ k−m/n .

4. INSTABILITY IN THE PRESENCE OF GLOBAL SMOOTHING

In this section we give some examples of instability in inverse problems based on global
smoothing properties when the coefficients are smooth or real-analytic. We will be quite
brief, since in Section 5 stronger results will be given for low regularity coefficients.

We first combine Lemma 3.7 with Theorems 3.10 and 3.13 and state a result for the case
where the forward map acts between Sobolev spaces. Part (a) shows that if the forward
map is C∞ smoothing then the inverse problem cannot be Hölder stable. Part (b) shows
that a Gevrey/analytic smoothing forward map leads to at best logarithmic stability.

Theorem 4.1. Let M and N be compact smooth manifolds with or without smooth bound-
ary, let s, t ∈ R, and let δ> 0. Let K be a closed and bounded set in H s+δ(M), and let F be a
map K → H t (N ). Suppose that ω is a modulus of continuity such that

‖ f1 − f2‖H s (M) Éω(‖F ( f1)−F ( f2)‖H t (N )), f1, f2 ∈ K .

(a) If F maps K into a bounded set of H t+m(N ) where m > 0, then ω(t )& t
δdim(N )

m dim(M) . In
particular, if F maps K into a bounded set of H t+m(N ) for any m > 0, then for any
α ∈ (0,1) one has ω(t )& tα for t small.

(b) If N is closed and F maps K into a bounded set of Aσ,ρ(N ) for some 1 É σ <∞ and

ρ > 0, then ω(t )& |log t |− δ(σdim(N )+1)
dim(M) for t small.

Next we state an analogous result where the range of the forward map is in the space
B(H s , H−s) as in the case of Dirichlet-to-Neumann type operators. This follows imme-
diately from Lemma 3.7 and Theorem 3.16 (we also use the notation Z m(H s , H−s) and
W σ,ρ(H s , H−s) from that theorem).

Theorem 4.2. Let M and N be compact smooth manifolds so that N has no boundary, let
r, s ∈ R, and let δ > 0. Let K be a closed and bounded set in H r+δ(M), and let F be a map
K → B(H s(N ), H−s(N )). Suppose that ω is a modulus of continuity such that

‖ f1 − f2‖H r Éω(‖F ( f1)−F ( f2)‖H s→H−s ), f1, f2 ∈ K .

(a) If F maps K into a bounded set of Z m(H s , H−s) for any m > 0, then for any α ∈ (0,1)
one has ω(t )& tα for t small.

(b) If F maps K into a bounded set of W σ,ρ(H s , H−s) for some 1 Éσ<∞ and ρ > 0, then

ω(t )& |log t |− δ(2σdim(N )+1)
dim(M) for t small.

4.1. Unique continuation. Let M be a compact n-manifold with smooth boundary, and
let P be an elliptic second order operator on M having the form

P =∆g u +Bu + cu
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where g is a smooth Riemannian metric on M , B is a smooth vector field on M and c ∈
C∞(M). As in Section 2.5, for any u ∈ H 1(M) solving Pu = 0 in M there is a normal deriv-
ative ∂νu|∂M defined weakly as an element of H−1/2(∂M). If u is smooth, one has in local
coordinates ∂νu = g j k∂ j uνk |∂M where ν is the unit outer conormal to ∂M .

The unique continuation principle states that if Γ is a nonempty open subset of ∂M ,
then any u ∈ H 1(M) solving Pu = 0 in M and satisfying u|Γ = ∂νu|Γ = 0 must be identi-
cally zero. This can be made quantitative, and one has (conditional) logarithmic stability
[ARRV09]. The following result shows that logarithmic stability is optimal, at least when
the underlying structures are real-analytic.

Theorem 4.3. Let M and P be as above, and let Γ be a nonempty open subset of ∂M so that
∂M \Γ 6= ;. Let δ> 0, and suppose that ω is a modulus of continuity so that

(4.1) ‖u‖H 1(M) Éω(‖u‖H 1/2(Γ) +‖∂νu‖H−1/2(Γ))

whenever Pu = 0 and ‖u‖H 1+δ(M) É 1.Then ω(t ) & tα for any α ∈ (0,1) when t is small.
Moreover, if M, the coefficients of P and ∂M are real-analytic, then ω(t ) & |log t |−µ for t
small whenever µ> δn

n−1 .

Proof. We rewrite (4.1) in a form where a smoothing operator appears. We assume that 0
is not a Dirichlet eigenvalue for P in M , i.e. for any f ∈ H 1/2(∂M) there is a unique solution
u = S f ∈ H 1(M) of Pu = 0 in M with u|∂M = f . (Otherwise one can argue with f replaced
by f −Q f , where Q is a projection to a finite dimensional space.) Elliptic regularity gives
that ‖u‖H 1+t (M) ∼ ‖ f ‖H 1/2+t (∂M) for any t Ê 0. Thus (4.1) implies that for some r0 > 0 one
has

(4.2) ‖ f ‖H 1/2(∂M).ω(‖ f ‖H 1/2(Γ) +‖∂νS f ‖H−1/2(Γ)), ‖ f ‖H 1/2+δ(∂M) É r0.

We wish to get rid of the ‖ f ‖H 1/2(Γ) term on the right. This can be done by restricting to

functions f that vanish near Γ. Using the condition ∂M \Γ 6= ;, there is a neighborhood Γ1

of Γ in ∂M and a compact domain Σ⊂ ∂M with smooth boundary so that Σ∩Γ1 =;. Let E
be a bounded Sobolev extension operator from H t (Σ) to H t (∂M), chosen so that Eh|Γ1 = 0.
Applying (4.2) to f = Eh, it follows that for some r > 0

‖h‖H 1/2(Σ).ω(‖Ah‖H−1/2(∂M)), ‖h‖H 1/2+δ(Σ) É r /2,

where A is the linear operator

A : H 1/2(Σ) → H−1/2(∂M), Ah =χ∂νSEh

and χ ∈C∞(∂M) satisfies χ= 1 near Γ and supp(χ) ⊂ Γ1.
Now u = SEh satisfies Pu = 0 in M and u|Γ1 = 0. By elliptic regularity it follows that

u is smooth near Γ1, showing that A maps into H m(∂M) for any m (continuously, by the
closed graph theorem). Theorem 4.1(a) shows that ω(t ) cannot be a Hölder modulus of
continuity.

Suppose now that all the structures are real-analytic. Since u = SEh satisfies Pu = 0 in
M and u|Γ1 = 0, elliptic regularity gives that u must be real-analytic near Γ1. Moreover,
since ‖u‖L2(M) is uniformly bounded, we have uniform bounds in the Cauchy estimates
for u by [LM12a, Theorem 1.3 in Chapter 8 of vol. III]. It follows that there are uniform
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bounds in the Cauchy estimates for ∂νu|∂M in any compact subset of Γ1. Now fix σ > 1
and choose χ ∈C∞

c (Γ1)∩Gσ(∂M) so that χ= 1 near Γ. Then A maps H 1/2(Σ) to Aσ,ρ(∂M)
for some fixed ρ > 0 (continuously, by the closed graph theorem). It follows from Theorem

4.1(b) that ω(t )& |log t |− δ(σ(n−1)+1
n−1 . Since this is true for any σ> 1, the result follows. �

4.2. Linearized Calderón problem. Let (M , g ) be a compact n-manifold with smooth bound-
ary. We consider the Dirichlet problem

(−∆g +q)u = 0 in M , u|∂M = f ,

where q ∈ L∞(M) (lower regularity coefficients will be considered in Section 5). Assuming
that 0 is not a Dirichlet eigenvalue, for any f ∈ H 1/2(∂M) there is a unique weak solution
u ∈ H 1(M). Consider the DN map

Λq : H 1/2(∂M) → H−1/2(∂M), f 7→Λq f := ∂νu|∂M ,

where the normal derivative ∂νu|∂M is defined in the weak sense as in Section 2.5.
The following standard result computes the Fréchet derivative of the map

Λ : L∞(M) → B(H 1/2(∂M), H−1/2(∂M)).

We give the proof for completeness.

Lemma 4.4. Let q ∈ L∞(M) be such that 0 is not a Dirichlet eigenvalue of −∆g +q in M, let
Pq : H 1/2(∂M) → H 1(M) be the solution operator for the Dirichlet problem

(−∆g +q)Pq f = 0 in M , Pq f |∂M = f ,

and let Gq : H−1(M) → H 1
0 (M) be the Green operator with vanishing Dirichlet boundary

values,
(−∆g +q)Gq F = F in M , Gq F |∂M = 0.

Then the linearized DN map Aq = (DΛ)q is the operator

Aq : L∞(M) → B(H 1/2(∂M), H−1/2(∂M)),

Aq (h) f = ∂νGq (−hPq f )|∂M .

Proof. If ‖h‖L∞ is small then Λq+h is well defined. Given f ∈ H 1/2(∂M) one has

Λq+h f −Λq f = ∂ν(Pq+h f −Pq f )|∂M .

The function w := Pq+h f −Pq f ∈ H 1
0 (M) solves

(−∆g +q)w =−hw −hPq f in M , w = 0 on ∂M ,

which implies that
w =Gq (−hPq f )+Gq (−hw).

If ‖h‖L∞ is chosen small enough, one has ‖Gq (−hw)‖H 1 É 1
2‖w‖H 1 and hence

‖w‖H 1 . ‖h‖L∞‖ f ‖H 1/2 .

It follows that

(Λq+h −Λq − Aq (h)) f = ∂ν(w −Gq (−hPq f ))|∂M = ∂ν(Gq (−hw))|∂M .
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The H−1/2(∂M) norm of the last quantity is . ‖h‖L∞‖w‖H 1 . ‖h‖2
L∞‖ f ‖H 1/2 . This proves

that the Fréchet derivative of q 7→Λq at q is Aq . �

We note that if q is smooth and if h vanishes near ∂M , then Aq (h) is a smoothing oper-
ator. This implies strong instability properties for the linearized Calderón problem where
one would like to determine h from the knowledge of Aq (h).

Theorem 4.5. Let M ′bM int, let s > n/2, and letδ> 0. Consider Aq as an operator H s
0(M ′) →

B(H 1/2(∂M), H−1/2(∂M)) and suppose that the linearized Calderón problem has the stabil-
ity estimate

‖h‖H s Éω(‖Aq (h)‖B(H 1/2,H−1/2)), ‖h‖H s+δ É 1.

If q ∈ C∞(M), then ω(t ) cannot be a Hölder modulus of continuity. Moreover, if M, g , ∂M

and q are real-analytic, then ω(t )& |log t |− δ(2n−1)
n for t small.

Proof. Since h vanishes in M \ M ′, the function u = Gq (−hPq f ) solves (−∆g + q)u = 0 in
M \ M ′ with u|∂M = 0. If q ∈ C∞(M) it follows that Aq (h) maps H 1/2(∂M) boundedly to
H m(∂M) for any m Ê 0. By Theorem 4.2(a) ω(t ) cannot be a Hölder modulus of conti-
nuity. Similarly, if all the structures are real-analytic then u is real-analytic near ∂M with
‖u‖H 1 . ‖h‖L∞‖ f ‖H 1/2 , so u satisfies uniform Cauchy estimates by [LM12a, Theorem 1.3

in Chapter 8 of vol. III]. Consequently Aq (h) maps H s
0(M ′) boundedly into W 1,ρ(H

1
2 , H− 1

2 )
for some ρ > 0 (this uses that Aq (h) is formally self-adjoint). By Theorem 4.2(b) ω(t ) is at
best logarithmic with the given exponent. �

4.3. Calderón problem. We next turn to the instability of the classical Calderón problem
in smooth and analytic settings (again, results in a low regularity framework will be pre-
sented in the next section) and thus prove Theorem 1.2.

Proof of Theorem 1.2. We seek to apply Theorem 4.2 to the map

F : K → B(H
1
2 (∂M), H− 1

2 (∂M)), q 7→ Γ(q) :=Λq −Λ0,

where K = {q ∈ H s(M) : supp(q) ⊂ M ′, ‖q‖H s+δ(M) É 1}. Now by elliptic regularity, for any

q ∈ K the map F indeed maps into B(H
1
2 (∂M), H− 1

2 (∂M)) as for f ∈ H
1
2 (∂Ω) we have that

Γ(q) f = ∂νu f −∂νu0
f ∈ H− 1

2 (∂M), where u f ,u0
f are solutions to

−∆g u +V u = 0 in M ,

u = f on ∂M ,

with V = q for u f and V = 0 for u0
f . Further, we claim that F ∈ Z m(H

1
2 , H− 1

2 ) for any m > 0.
Indeed, this follows from the fact that v := u f −u0 satisfies the equation

−∆g v +qv =−qu0 in M ,

v = 0 on ∂M .
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The fact that supp(q) ⊂ M ′ and elliptic regularity give that ∂νv ∈ C∞(∂M). In particular,

Γ(q)(H
1
2 (∂M)) ⊂ H− 1

2+m(∂M) for any m > 0. Since Γ(q) is a self-adjoint operator, this im-

plies that Γ(q) ∈ Z m(H
1
2 , H− 1

2 ) for each m > 0. Invoking Theorem 4.2(a) then implies the
impossibility of Hölder estimates.

If moreover, M , g and ∂M are real analytic, then by [LM12a, Theorem 1.2 in Chapter 8 of

vol. III] ∂νv is analytic and hence Γ(q) ⊂W 1,ρ(H
1
2 , H− 1

2 ) for some ρ > 0 for which we again
use the self-adjointness of Γ(q). The logarithmic lower bound then follows from Theorem
4.2(b). �

5. INSTABILITY AT LOW REGULARITY

In the sequel we seek to provide a further instability mechanism, related to direct sin-
gular value or entropy bounds, showing that a strong regularity improvement (as in our
analyticity arguments from Section 3) is not the only mechanism leading to exponential
instability. The main, common mechanism of all our results should rather be regarded
as a “compressing mechanism”. In order to prove this, we estimate the associated singu-
lar values and exploit a balance between gaining some decay from regularity and loosing
some control through growing constants. We illustrate this argument by applying it to
a number of model problems including the backward heat equation with low regularity
space-time dependent coefficients (Section 5.2), the unique continuation property (Sec-
tion 5.3) and the Calderón problem (thus proving Theorem 1.4 in Section 5.5). In all these
settings our arguments imply that in spite of the low regularity of the coefficients of the
problem, one can prove the same instability results for the associated inverse problems.
This gives a complete answer to the question (Q3) from the introduction for the discussed
model problems. Most of these instability results are (possibly up to the precise expo-
nents) sharp.

5.1. Abstract setup for linear inverse problems. We begin with instability results for lin-
ear inverse problems. The following variant of Lemma 3.7 shows that it is sufficient to find
some way of proving decay for the singular values of the forward operator. We only state a
version related to exponential instability, which will be sufficient below.

Theorem 5.1. Let A : X → Y be a compact injective linear operator between separable
Hilbert spaces with X infinite dimensional. Let X1 ⊂ X be a closed subspace so that i : X1 →
X is compact with ek (i )& k−m for some m > 0. Let K = {u ∈ X ; ‖u‖X1 É r } for some r > 0.
Assume that the singular values of A : X → Y satisfy for some ρ,µ> 0

σk (A). e−ρkµ , k Ê 1.

Then there is c > 0 with the following property: for any ε > 0 small enough there is u = uε
such that

(5.1) ‖u‖X Ê ε, ‖u‖X1 É r, ‖Au‖Y É exp(−cε−
µ

m(µ+1) ).

In particular, if one has the stability property

‖u‖X Éω(‖Au‖Y ), u ∈ K ,
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then necessarily ω(t )& |log t |−
m(µ+1)

µ for t small.

Proof. Let (ϕ j )∞j=1 be a singular value orthonormal basis of X , so that Aϕ j = σ jψ j where

ψ = (ψ j )∞j=1 is orthonormal in Y . Let Y ′ be the span of ψ in Y . We define a subspace

aσ,ρ = aσ,ρ
1,Y ′,ψ of Y ′ using the norm

‖v‖aσ,ρ =
( ∞∑

j=1
e2ρ j

1
σ |(v,ψ j )|2

)1/2

.

Since Au =∑∞
j=1(u,ϕ j )σ jψ j , we have (Au,ψ j ) =σ j (u,ϕ j ) and

‖Au‖2
a1/µ,ρ =

∞∑
j=1

e2ρ jµσ2
j |(u,ϕ j )|2 ÉC 2‖u‖2

X .

Thus A(K ) is contained in a bounded subset of Y1 := a1/µ,ρ. The embedding j1 : Y1 → Y ′ =
h0

1,Y ′,ψ satisfies ek ( j1). e−ck
µ
µ+1

by Theorem 3.13, and thus also the embedding j : Y1 → Y

has these entropy bounds. It follows from Lemma 3.7 that ω(t )& |log t |−
m(µ+1)

µ for t small.
By Remark 3.4 this conclusion can be rewritten as (5.1). �

5.2. The backward heat equation. As a first model case for the type of arguments that we
have in mind, we consider parabolic systems of the form

(∂t −∇·a∇)u = 0 in Ω× [0,1],

u = 0 on ∂Ω× [0,1],

u = u0 on Ω× {0},

(5.2)

whereΩ⊂Rn is an open, bounded C 1 domain, u :Ω→Cm and a = (aαβi j (x, t ))α,β∈{1,...,m}
i , j∈{1,...,n} are

bounded functions which satisfy a coercivity condition, i.e. for which there exist constants
λ> 0,κ> 0 such that

Re

ˆ
Ω

a∇v ·∇v d x Êλ‖v‖2
H 1(Ω) −κ‖v‖2

L2(Ω) for all v ∈ H 1(Ω) and a.e. t ∈ [0,1].(5.3)

Here and in the following discussion ∇ always denotes the spatial gradient, f denotes the
complex conjugate of f and

a∇u ·∇u := ∑
i , j∈{1,...,n}, α,β∈{1,...,m}

aαβi j ∂ j uβ∂i uα.(5.4)

Here and in the sequel, with slight abuse of notation, we write ‖u‖X (Ω) instead of ‖u‖X (Ω,Cm ).
We remark that all the following results are in particular valid for scalar parabolic equa-
tions (which just corresponds to the case m = 1). As there is no difference in the argument
with respect to the systems case, we have opted to formulate the results in the systems case
directly. We refer to [Mc00] for some background on energy estimates for elliptic systems.

In this set-up we are interested in the inverse problem associated with the forward map

i1,0 : L2(Ω) 3 u0 7→ u(1) ∈ L2(Ω).(5.5)
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It is well-known that the backward heat equation is highly ill-posed. In spite of this for C 1

regular metrics a the map i1,0 is injective. We refer to [Is90, Chapter 3.1] and [Ya09, Sec-
tion 9.1] for a discussion of the scalar backward heat equation. The backward uniqueness
property of the heat equation can be quantified to yield quantitative backward unique-
ness results in compact sets. Under suitable regularity assumption on the coefficients in
the equation, for the recovery of u(·, t0) with t0 ∈ (0,T ) this turns into a Hölder stability
estimate:

Proposition 5.2 ([Ve09], estimate (3.65)). Let u be a solution to (5.2) with m = 1 and a ∈
C 1(Ω× [0,T ],Rn×n) uniformly elliptic. Let t0 ∈ (0,T ). Then there exists θ = θ(t ) ∈ (0,1) and
C > 0 depending on ‖a‖C 1(Ω×[0,T ]) such that

‖u(t0)‖L2(Ω) ÉC‖u0‖1−θ
L2(Ω)‖u(T )‖θL2(Ω).(5.6)

For isotropic and time-independent metrics a, the function θ(t ) can for instance be
chosen to be θ(t ) = t

T (see [Is90, (3.1.9)]). For t0 → 0, this Hölder estimate degenerates, re-
sulting in an only logarithmic bound (see [Ya09, equation (9.2)], [Is90, Chapter 3] or [Kl06])
of the following type: If ‖u(0)‖H 2(Ω) É M , there exist ν> 0, CM Ê 1 such that

‖u(0)‖L2(Ω) ÉCM | log(‖u(T )‖L2(Ω))|−ν.(5.7)

These quantitative backward uniqueness estimates can be obtained through various
methods with Carleman estimates possibly providing the most robust arguments (e.g. al-
lowing for low regularity coefficients). We refer to Section 9.1 of the survey article [Ya09],
to [Kl06, Theorems 3, 4] and the references therein for more background on the positive
results in this direction.

It is the optimality of the logarithmic stability estimate of the type (5.7) that we are inves-
tigating in this section (we refer to Section C.1 for a discussion of an elliptic analogue of the
optimality of the Hölder estimates in (5.6)). If a(x, t ) is independent of t this follows easily
from eigenvalue estimates (see Lemma 5.6), but in the time-dependent case a different ar-
gument is needed. As our main result, we show that the logarithmic moduli of continuity
for the inversion of the map i1,0 are optimal. Further, we prove that this behaviour persists
in the low regularity setting for parabolic systems which was described above, see (5.2),
e.g. in settings in which the metric a is only bounded and no C∞ or analytic smoothing
properties can be used.

Theorem 5.3. Let Ω and a be as above, and let ` > 0. If for some modulus of continuity ω
one has

‖u0‖L2(Ω) Éω(‖u(1)‖L2(Ω)), ‖u0‖H`(Ω) É 1,(5.8)

where u is the solution to (5.2), then ω(t )& |log t |− `(n+4)
2n for t small.

For higher regularity metrics a a similar result can be obtained. We remark that without
any major modification it is possible to replace the L2(Ω) norm ‖u(1)‖L2(Ω) in the estimate
(5.8) by an Hδ(Ω) norm for δ ∈ (0,δ0), where δ0 > 0 denotes the regularity exponent from
the Sneiberg-type Lemma 5.5 below. Indeed, in order to obtain this, we just apply the
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result from (5.8) with t = 1 replaced by t = 1
2 and then use the smoothing property from

Lemma 5.5 to infer that ‖u(1)‖Hδ(Ω) ÉC‖u( 1
2 )‖L2(Ω).

Theorem 5.3 will follow from Theorem 5.1 together with the fact that the singular val-
ues associated with the mapping (5.5) decay exponentially. In spite of the low regularity
set-up for the coefficients, we prove that the remaining little bit of regularisation leads to
exponentially decaying singular value estimates.

Theorem 5.4. Let Ω, a be as above. There is a constant c > 0 so that the singular values of
the map i1,0 in (5.5) satisfy

σk (i1,0) É e−ck
2

n+2 .

We further recall the validity of entropy estimates in irregular domains, which had been
stated in Proposition 3.12 and which will be used in the proof of Theorem 5.3.

Proof of Theorem 5.3 using Theorem 5.4. We use Theorem 5.1 with X = L2(Ω), X1 = H`(Ω),

and A = i1,0. One has ek (i ) ∼ k− `
n by Proposition 3.12 and σk (A). e−ckµ with µ = 2

n+2 by

Theorem 5.4. Then Theorem 5.1 yields ω(t )& |log t |− `(n+4)
2n . �

Thus it remains to prove Theorem 5.4. The first step is a regularity result.

Lemma 5.5. Let a, Ω be as above and s ∈ [0,1), t > 0, and s +2t É 1. Then, there exist δ> 0
and C > 0 depending only on λ, n and Ω so that

‖u(s + t )‖Hδ(Ω) ÉC t−
δ
2 ‖u(s)‖L2(Ω).

Proof. We argue in three steps: First we extend the problem to a heat equation with con-
trolled right hand side on Rn × (0,4) and L2 bounded initial data. Then, we prove an inter-
polation result. Finally, we return to the desired estimate.

Step 1: Extension to the whole space and energy estimates. We recall that in [ABES19,
Theorem 8.1] it is proved that for solutions to

∂t w −∇·a∇w = f +∂i F i in Rn × (0,4)(5.9)

the following a priori estimate holds for some α ∈ (0,1) and p > 2:

‖∇w‖Lp (Ω1) + sup
t∈I1

‖w‖Lp (B1) + sup
s,t∈I1

‖u(t , ·)−u(s, ·)‖L2(B1)

|t − s|α
ÉC

(‖w‖L2(2Ω1) +‖ f ‖Lp (2Ω1) +‖F‖Lp∗(2Ω1)
)

,

(5.10)

where Ωr = Br × Ir , Ir = [r /2,r ] and 2Ωr = B2r × [r /4,2r ].
Now in our setting we consider solutions u to (5.2) in the domain Ω. Thus, by localizing

by means of a partition of unity the equation is locally of the form (5.10) with f and F
depending on u, its first derivatives and the cut-off functions. Moreover, in the interior of
Ω we may assume that f = 0 = F and thus obtain estimates in (5.10) which only involve
quantities controlled by the usual energy estimates on the right hand side. We seek to
obtain similar bounds in the neighbourhood of ∂Ω.

To this end, it suffices to consider solutions ū which are supported in a patch in a
neighbourhood U of ∂Ω. After a change of coordinates and by choosing the support of
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u possibly even smaller, it is possible to assume that U = B2(0) and that U ∩∂Ω ⊂ Rn−1 =
B2(0) ∩Rn−1. Now using the homogeneous Dirichlet conditions and reflecting u oddly
across the boundary Rn−1 again gives a solution v to the heat equation with a divergence
form right hand side which is now defined in the whole space. The resulting inhomo-
geneities f ,F depend on u and ∇u, the coefficient matrix a, the cut-off functions and the
change of coordinates. In B1/2(0) we may, however, assume that f = 0 and F = 0 as the cut-
offs are not active there. Hence, a (rescaled) version of the energy estimate (5.10) holds
there with a right hand side which only depends on v (with f = 0,F = 0). In B2(0) \ B1/2

we may estimate f ,F in terms of u and ∇u in the interior of some other boundary patches
(thus corresponding to the B1/2 setting for this other patch in which we have f = 0 = F )
or in some interior patches (where also f = 0 = F ). Thus, in the original coordinates, only
space-time L2 norms of u in some of the other patches appear as right hand sides for these
estimates as well.

Thus, patching together all the local estimates for the functions ū on the different sup-
ports of the partition of unity (using that only finitely many of them overlap), we obtain a
new function ũ which satisfies

‖∇ũ‖Lp (Rn×[1/2,1]) + sup
t∈[1/2,1]

‖ũ‖Lp (Rn ) + sup
s,t∈I1

‖u(t , ·)−u(s, ·)‖L2(Rn )

|t − s|α
ÉC‖ũ‖L2(Rn+1).

(5.11)

Extending u0 by zero outside of Ω, energy estimates further yield that

‖ũ‖L2(Rn+1) ÉC‖u0‖L2(Rn ).

Step 2: Interpolation on Rn × [1/2,1].
We next prove the central interpolation result, starting from the observation (see (5.11))

that

ũ ∈ L2(I , H 1(Rn)) and sup
s,t∈I

‖u(t , ·)−u(s, ·)‖L2(Rn )

|t − s|α ÉC <∞,

where I = [ 1
2 ,1]. Moreover, using the arguments from Step 1, without loss of generality,

we may assume that ũ and ũ0 are compactly supported in space and time. We seek to
prove that under these conditions ũ ∈ L∞(I , Hδ(Rn)) for some small δ > 0 (depending on
α ∈ (0,1)).

In order to prove the claim, we consider the temporal convolution of ũ with a one-
dimensional standard mollifier η : R → R. For j ∈ N, we set η j (t ) := 2 jη(2 j t ) and note
that it suffices to prove that

‖ũ ∗η j − ũ ∗η j+1‖L∞(I ,Hδ(Rn )) ÉC 2−γ j , j ∈N,(5.12)

where γ > 0 depends on δ and where ũ ∗η j denotes mollification in t . Indeed, by a tele-
scope sum, from (5.12) we obtain that (ũ j (t )) j∈N := (ũ ∗η j (t )) j∈N is a Cauchy sequence
in L∞(I , Hδ(Rn)), hence a limit exists as j →∞. Since it holds that also pointwise almost
everywhere ũ j (t ) → ũ(t ), we have that ũ j (t ) → ũ(t ) in L∞(I , Hδ(Rn)).
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Defining ϕ(t ) = η(t )−2η(2t ), our claim (5.12) reduces to proving that

sup
t∈I

‖(ũ ∗ϕ j )(t )‖Hδ(Rn ) ÉC 2−γ j .(5.13)

We deduce this by interpolating between an L2(Rn) bound and a H 1(Rn) estimate. To this

end, on the one hand, we note that by virtue of the fact that sup
s,t∈I1

‖u(t ,·)−u(s,·)‖L2(Rn )
|t−s|α ÉC <∞

we have

‖(ũ ∗ϕ j )(t )‖L2(Rn ) É 2− jαC .

On the other hand, by Cauchy-Schwarz we obtain that

‖(ũ ∗ϕ j )(t )‖H 1(Rn ) É ‖‖ũ‖L2(I )(·)+‖∇ũ‖L2(I )(·)‖L2(Rn )‖η j‖L2(R)

É 2 j /2‖ũ‖L2(I ,H 1(Rn )).

Using that

‖(ũ ∗ϕ j )(t )‖Hδ(Rn ) É ‖(ũ ∗ϕ j )(t )‖δH 1(Rn )‖(ũ ∗ϕ j )(t )‖1−δ
L2(Rn ),

choosing δ ∈ (0,1) (depending on α) sufficiently small and inserting the L∞L2 and L∞H 1

bounds from above as well as the bounds from (5.11), then implies (5.13).

Step 3: The higher regularity estimate. Last but not least, we return to the estimate of
the lemma. By the previous two steps, we infer that for some constant C > 0 and for any
solution ũ obtained from a solution u to (5.2) as described in Step 1 it holds

‖ũ(1)‖Hδ(Rn ) ÉC‖u0‖L2(Rn ).

Rescaling parabolically and using that t ∈ (0,1), we thus obtain that

‖ũ(t )‖Hδ(Rn ) ÉC t−
δ
2 ‖u0‖L2(Rn ).

Noting that ‖u(t )‖Hδ(Ω) ÉC‖ũ(t )‖Hδ(Rn ), then concludes the argument. �

With the regularity from Lemma 5.5 at our disposal, we address the proof of Theorem
5.4.

Proof of Theorem 5.4. We first use Proposition 3.12 and note that the compact embedding
ι : Hδ(Ω) → L2(Ω) has bounds for its singular values of the form

σk (ι) ÉC k− δ
n .(5.14)

Let is+t ,s : L2(Ω) → Hδ(Ω) → L2(Ω), s ∈ [0,1), t , s + t ∈ (0,1], be the map which takes u(s)
to u(s + t ) where u solves (5.2) in (s, s + t )×Ω. Then, by the bound from Lemma 5.5 and
the estimate (5.14) we have

σk (is+t ,s) ÉC k− δ
n t−

δ
2 .
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Using the behaviour of singular values under composition of maps, we iterate this N times
(with N É k to be determined below) to infer

σk (i1,0) É
N∏

j=1
σk/N (i j /N ,( j−1)/N ) É (C

1
δ (k/N )−

1
n N

1
2 )δN .

Roughly minimizing the right hand side by choosing N as a function of k, we obtain

N (k) = ρk
2

n+2

with ρ a small positive constant to be determined below. Indeed, this follows from com-
puting

0 = d

d N
exp(N (lnC + (

1

2
+ 1

n
)δ ln N − 1

n
δ lnk))

which is equivalent to

lnC + n +2

2n
δ ln N − 1

n
δ lnk +δ(

n +2

2n
) = 0

or respectively,

ln N = 2

n +2
lnk −1− 2n

n +2

1

δ
lnC .

Then,

σk (i1,0) É
(
Cρδ

n+2
2n

)ρk
2

n+2

.

Choosing ρ > 0 such that ρ
n+2
2n δ <C−1, we obtain that with a constant c > 0

σk (i1,0) É e−ck
2

n+2 .(5.15)

This concludes the argument. �

As an instructive comparison, we note that in the time-independent case for m = 1, a
different exponent appears in Theorem 5.3:

Lemma 5.6. Let Ω and a be as in (5.2), (5.3) and (5.4) with m = 1 and assume that a does
not depend on t. If for some modulus of continuity one has

‖u0‖L2(Ω) Éω(‖u(1)‖L2(Ω)), ‖u0‖H 1(Ω) É 1,

where u is the solution to (5.2), then ω(t )& | log(t )|− n+2
2n for t small.

Proof. The argument follows in exactly the same way as the proof of Theorem 5.4, however

noting that in the time-independent case σk (i1,0) = e−λk É ck
2
n for some c ∈ (0,1), where

λk denote the eigenvalues of the operator −∇·a∇. �

5.3. Instability of unique continuation up to the boundary. We study the instability of
unique continuation up to the boundary. It is well known (see for instance [ARRV09, The-
orem 1.9]) that for coefficients and domains having certain minimal regularity one has
logarithmic stability estimates for this problem, i.e. given a relatively open subset Γ ⊂ ∂Ω

there exists µ > 0 such that for solutions u of an elliptic equation satisfying ‖u‖H 1(Ω) É 1
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one has

‖u‖L2(Ω) Éω(‖u‖
H

1
2 (Γ)

+‖∂νu‖
H− 1

2 (Γ)
),

where ω is a modulus of continuity satisfying ω(t ). |log t |−µ for some µ> 0.
We show that this type of stability is optimal and that the optimality, in the sense that

no modulus of continuity can be bettern than logarithmic, can be proved also in the low
regularity setting (where the UCP in general fails when n Ê 3). More precisely, we consider
the following set-up: Let Ω⊂ Rn with n Ê 2 be a bounded open set with Lipschitz bound-
ary. Let Γ⊂ ∂Ω be a (relatively) open set with ∂Ω\Γ 6= ;. We are interested in the continuity
properties of the inverse of the mapping

L2(Ω) 3 u 7→ (u|Γ,∂L
νu|Γ) ∈ H

1
2 (Γ)×H− 1

2 (Γ),

where u is a solution to the equation

Lu :=−∂i ai j∂ j u +b j∂ j u + cu = 0 in Ω,(5.16)

with ai j ∈ L∞(Ω,Rn×n) bounded, symmetric and uniformly elliptic, i.e. 0 <λ|ξ|2 É ξi ai jξ j É
λ−1|ξ|2 <∞ for some λ ∈ (0,1], b j ∈ Ln(Ω,C), c ∈ Ln/2(Ω,C). The normal derivative ∂L

νu|∂Ω
is defined as an element of H−1/2(∂Ω) as in Section 2.5.

We show that even in the presence of low regularity coefficients, so that no C∞ or an-
alytic smoothing is available, one can prove that no stability estimate can be better than
logarithmic:

Theorem 5.7. Let Ω, Γ⊂ ∂Ω,L be as above. There is c > 0 so that for ε> 0 small there exists
a solution u to (5.16) such that

‖u‖H 1(Ω) Ê ε, ‖u|∂Ω‖H 1(∂Ω) É 1, ‖u‖
H

1
2 (Γ)

+‖∂L
νu‖

H− 1
2 (Γ)

É e−cε−
2(n−1)

n+1 .

Moreover, if ∂Ω is C 1,1, ai j ∈W 1,∞, b j ∈ L∞, c ∈ Ln , then there is c > 0 so that for ε> 0 small
there exists a solution u to (5.16) such that

‖u‖L2(Ω) Ê ε, ‖u‖H 1(Ω) É 1, ‖u‖
H

1
2 (Γ)

+‖∂L
νu‖

H− 1
2 (Γ)

É e−cε−
n−1

n .

Thus logarithmic stability is optimal for these unique continuation problems in the sense
that no modulus of continuity can be better than logarithmic.

Remark 5.8. Note that for n Ê 3 the case of low regularity metrics (ai j ∈C 0,α with α ∈ (0,1))
is of particular interest, as the unique continuation property fails in this low regularity
regime in general.

Remark 5.9. We point out that in the first instability estimate in the low regularity set-
ting in Theorem 5.7 the condition that ‖u|∂Ω‖H 1(∂Ω) É 1 may seem rather restrictive given
the low regularity assumptions. In this low regularity context, a condition of the form
‖u|∂Ω‖

H
1
2 (∂Ω)

É 1 or – since we deal with compactness conditions – an assumption of the

form ‖u|∂Ω‖
H

1
2 +δ(∂Ω)

É 1, for δ > 0, may appear most natural. We stress that since Theo-

rem 5.7 is an existence result and since the inclusions H 1(∂Ω) ⊂ H
1
2+δ(∂Ω) ⊂ H

1
2 (∂Ω) for
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Γ
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FIGURE 1. A schematic illustration of the “foliation” of Γ by the domains
Ωr .

δ ∈ (0,1) hold, for the constructed functions u these possibly “more natural” bounds are in-
deed satisfied in our context.

In order to obtain the desired result, we argue similarly as in the previous section ex-
ploiting higher integrability results. We only give the proof when n Ê 3 using the estimate
of Meyers [Me63] for the necessary small regularity gain. For n = 2 the proof is the same,
except that one uses the Gehring lemma instead.

Lemma 5.10. Let Ω,L be as above. There are C > 0 and p > 2 so that whenever u ∈ H 1(Ω)
solves Lu = 0 in Ω and B(x0,3r ) ⊂Ω, then

‖∇u‖Lp (B(x0,r )) ÉCr−( n
2 − n

p )(‖∇u‖L2(B(x0,2r )) +‖u‖L2n/(n−2)(B(x0,2r ))).

Moreover, if x0 ∈ ∂Ω and u = 0 on ∂Ω∩B(x0,3r ), then

‖∇u‖Lp (B(x0,r )∩Ω) ÉCr−( n
2 − n

p )(‖∇u‖L2(B(x0,2r )∩Ω) +‖u‖L2n/(n−2)(B(x0,2r )∩Ω)).

Proof. The first estimate follows from [Me63, Theorem 2]. The second estimate reduces to
the first one after flattening the boundary near x0 by a bi-Lipschitz map and reflecting the
solution and coefficients to the other side in a suitable way. �

Proof of Theorem 5.7. Let Γ be as above, and choose an open set Γ1 ⊂ ∂Ω such that Γ∩Γ1 =
;. Further, by possibly making Γ1 smaller, without loss of generality, we may assume that
by a bi-Lipschitz change of variables the boundary piece Γ1 can be flattened to become a
ball in Rn−1. We assume the solvability of the Dirichlet problem. If this is not the case, we
argue by working in the respective quotient spaces. We consider solutions u of

Lu = 0 in Ω,

u = g on ∂Ω,
(5.17)

where g ∈ H 1/2
Γ1

(∂Ω) = { f ∈ H 1/2(∂Ω) ; supp( f ) ⊂ Γ1}. Note that for such boundary values

g one has u|Γ = 0, and the instability of unique continuation can be studied by analyzing
the operator

T : H 1/2
Γ1

(∂Ω) → H−1/2(Γ), g 7→ ∂L
νu|Γ.
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We consider a “foliation” (see Figure 1) of Γ by Lipschitz domains Ωr ⊂ Ω with r ∈ [0,1]
such that

• Ω1 =Ω,
• Ω0 = Ω̃, where Ω̃⊂Ω is a bounded, very thin Lipschitz domain of thickness δ0 > 0

(depending on ‖b j‖Ln (Ω),‖c‖
L

n
2 (Ω)

and Ω) such that Γ⊂ ∂Ω̃,

• Ωs ⊂Ωr if r > s,
• dist(Ωs ,Ω0) É δ0 for s ∈ (0,1) and for some small, fixed constant δ0 > 0 depending

on ‖b j‖Ln (Ω),‖c‖
L

n
2 (Ω)

and Ω,

• Γ⊂ ∂Ωr for all r ∈ [0,1],
• for all r ∈ (0,1) we have Γ1 ∩∂Ωr =; and ∂Ωr ∩∂Ωs ⊂ ∂Ω (and thus u = 0 on ∂Ωr ∩
∂Ωs),

• for s 6= r and s,r ∈ (0,1) we assume that dist(∂0Ωs ,∂0Ωr ) = δ0|r−s|
10 where ∂0Ωt for

t ∈ {s,r } denotes the part of ∂Ωt which is not contained in ∂Ω.

The domains Ωr , r ∈ (0,1), are chosen to be uniform in the sense that for r ∈ (0,1) it holds
that the sets ∂Ωr ∩Ω are uniform bi-Lipschitz deformations of a suitable neighbourhood
of Γ. Here the parameter δ0 > 0 is chosen such that the Dirichlet problem is always solv-
able in the domains Ωr with r ∈ (0,1) (for s = 1 this solvability is either assumed or one
works with associated quotient spaces). If the domains are sufficiently thin, solvability of
the Dirichlet problem is guaranteed since the constants in the Poincaré and Sobolev in-
equalities become very small and allow one to absorb all lower order terms in an existence
proof (through Lax-Milgram, for instance). Since the constant δ0 > 0 is fixed throughout
the argument, we do not track its dependence in the sequel.

For s > r we then consider the maps

is,r : H
1
2 (∂Ωs) → H

1
2 (∂Ωr ), u|∂Ωs 7→ u|∂Ωr ,

where u solves Lu = 0 in Ωs .

We wish to estimate the singular values of is,r . Using Lemma 5.10 together with a suit-
able cover ofΩr by small balls, Sobolev embedding, and the trace theorem, there are C > 0
and p > 2 so that

‖u‖W 1,p (Ωr ) É
C

|r − s|δ ‖u‖H 1/2(∂Ωs ),

with δ= n
2 − n

p . We combine this with a trace estimate and the Sobolev embedding

W 1,p (Ωr ) → B
1− 1

p
pp (∂Ωr ) ,→ H

1
2+δ(∂Ωr ).

The trace estimate is given e.g. in [JK95, Theorem 3.1] or [St70, Chapter VI], and the Sobolev
embedding follows from the corresponding embedding inRn−1 after flattening the bound-
ary locally by bi-Lipschitz maps. Thus, as by [Tr97, Theorem 20.6] the compact embedding

H
1
2+δ(∂Ωr ) ,→ H

1
2 (∂Ωr ) has singular values estimated by

σk (i d
H

1
2 +δ(∂Ωr )→H

1
2 (∂Ωr )

) ÉC k− δ
n−1 ,
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we obtain for the singular values of the mapping is,r the estimate

σk (is,r ) É C

|s − r |δk− δ
n−1 .

The constant C > 0 can be chosen to be uniform over r, s ∈ [0,1] with r < s by the uniform
choice of the domain geometry.

We now concatenate the mappings is,r and consider the map

T := T0 ◦ i 1
N ,0 ◦ i 2

N , 1
N
◦ · · · ◦ i1− 1

N ,1− 2
N
◦ i1,1− 1

N
,

where T0 is the bounded map

T0 : H 1/2(∂Ω0) → H−1/2(Γ), u|∂Ω0 7→ ∂L
νu|Γ.

Arguing as in the proof of Theorem 5.4, using the properties of the singular values under
concatenation of mappings, we obtain that

σk (T ) ÉC N
(
N

n
n−1 k− 1

n−1

)δN
,(5.18)

which is roughly optimized at N (k) = ρk
1
n . With ρ > 0 chosen appropriately depending on

C ,δ,n, this yields

σk (T ) É e−ck
1
n ,

for some constant c > 0 depending only on C ,δ,n.
Now applying Theorem 5.1 to T with X = H 1/2

Γ1
(∂Ω) and X1 = H 1

Γ1
(∂Ω), so that ek (i : X1 →

X ) ∼ k− 1
2(n−1) by [Tr97, Theorem 20.6], Theorem 5.1 implies that for ε > 0 small there is a

solution u ∈ H 1(Ω) with

‖u|∂Ω‖H 1/2(∂Ω) Ê ε, ‖u|∂Ω‖H 1(∂Ω) É 1, ‖u‖H 1/2(Γ) +‖∂L
νu‖H−1/2(Γ) É e−cε−

2(n−1)
n+1 .

Using the trace estimate ‖u|∂Ω‖H 1/2(∂Ω) É C‖u‖H 1(Ω) yields the first estimate in the theo-
rem.

We now show that assuming a bit more regularity, one can change the spaces for u and
prove the second estimate in the theorem. We will use the method in Proposition A.6. Let
−∆Γ1 be the Laplacian on Γ1 ⊂ ∂Ω, and let (ϕ j )∞j=1 ⊂ H 1

0 (Γ1) be an orthonormal basis of

L2(Γ1) consisting of Dirichlet eigenfunctions of −∆Γ1 . We recall that Γ1 was chosen such
that there is a bi-Lipschitz change of coordinates flattening it so that Γ1 becomes a ball in
Rn−1. Under this change of coordinates −∆Γ1 becomes an elliptic operator with L∞ coef-
ficients. Hence, by an application of Theorem 2.5, the corresponding eigenvalues satisfy

the Weyl asymptotics λ j ∼ j
2

n−1 . For |s| É 1, we will use the equivalent Sobolev norms

‖∑a jϕ j‖H s (∂Ω) =
( ∞∑

j=1
j

2s
n−1 |a j |2

)1/2

.
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Consider the finite dimensional space (with N to be determined later)

W =
{

N∑
j=1

a jϕ j ; a j ∈C
}

.

For any f =∑N
j=1 a jϕ j ∈W , we have

(5.19) ‖ f ‖2
H 1/2(∂Ω)

=
N∑

j=1
j

1
n−1 |a j |2 É N

2
n−1 ‖ f ‖2

H−1/2(∂Ω)
.

By (A.5) and (5.18), there exists g ∈W \ {0} so that

‖T g‖H−1/2(Γ) ÉσN (T )‖g‖H 1/2(∂Ω) É e−cN
1
n ‖g‖H 1/2(∂Ω).

Let u ∈ H 1(Ω) solve Lu = 0 in Ω with u|∂Ω = g . We multiply u by a constant so that
‖u‖L2(Ω) = ε. Now ‖u‖H 1(Ω) ÉC‖g‖H 1/2(∂Ω), and by a duality argument (using the additional
regularity of ∂Ω and the coefficients) one also has ‖g‖H−1/2(∂Ω) É C‖u‖L2(Ω). Combining
these facts with (5.19), we obtain that

‖u‖H 1(Ω) ÉC N
1

n−1 ‖g‖H−1/2(∂Ω) ÉC ′N
1

n−1ε.

Now choose N = N (ε) = ρε−(n−1) for suitable small ρ > 0, so that C ′N
1

n−1ε= 1. Then

‖u‖L2(Ω) = ε, ‖u‖H 1(Ω) É 1, ‖T g‖H−1/2(Γ) É e−cN
1
n ‖g‖H 1/2(∂Ω) ÉCe−c ′ε−

n−1
n

by the trace estimate ‖g‖H 1/2(∂Ω) ÉC‖u‖H 1(Ω) ÉC . This proves the second estimate in the
theorem. �

5.4. Exponential cost in approximate controllability for the heat equation. As an exam-
ple of how our results can also be applied in the context of problems from control theory,
we rederive lower bounds on the cost of approximate controllability for the variable coef-
ficient heat equation at low regularity. For constant coefficients in the principal symbol
and L∞ potentials this was first treated by [FCZ00] and later revisited in [Ph04] where the
authors proved upper bounds on the cost of controllability. While proving upper bounds
requires “hard” arguments such as Carleman estimates, we use our strategy from the pre-
vious sections to obtain “soft” arguments for the lower bounds on the cost of controllabil-
ity – even at rather low regularities for the coefficients and with essentially optimal depen-
dences (modulo the exponents). To this end, for ωbΩ and Ω ⊂ Rn open, bounded C 1,α,
α ∈ (0,1), domains, consider the equation

∂t u −∂i ai j∂ j u +b1
j∂ j u +∂ j (b2

j u)+ cu = f χω in Ω× (0,T ),

u = 0 on ∂Ω× (0,T ),

u(·,0) = u0 in Ω,

(5.20)

where

(i) χω denotes the characteristic function of ω,
(ii) f ∈ L2(ω× (0,T )), u0 ∈ H 1

0 (Ω),
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(iii) ai j ∈ (C 0,1
x ∩C

0, 1
2

t )(Ω× (0,T )) is a uniformly elliptic matrix with λ|ξ|2 É ai jξiξ j É
λ−1|ξ|2 for some λ ∈ (0,1),

(iv) b1
j ,b2

j ∈C 0((0,T ),Ln+2(Ω)), c ∈C 0((0,T ),L
n
2 (Ω)) with

‖b(`)
j ‖C 0((0,T ),Ln+2(Ω)) +‖c‖

C 0((0,T ),L
n
2 (Ω))

Éµ¿ 1

for ` ∈ {1,2}. If n = 2 we further assume that c ∈C 0((0,T ),Lp (Ω)) for some p > 1.

Under these conditions the Cauchy problem (5.20) is well-posed. Here and in the sequel it
is always interpreted in its weak form, i.e. u is a solution to (5.20) if the following identity
holds for all v ∈C 1((0,1), H 1(Ω))

− (u,∂t v)L2(Ω×(0,T )) + (ai j∂i u,∂ j v)L2(Ω×(0,T )) + (b1
j∂ j u, v)L2(Ω×(0,T ))

− (b2
j u,∂ j v)L2(Ω×(0,T )) + (cu, v)L2(Ω×(0,T ))

= ( f χω, v)L2(Ω×(0,T )) − (u(T ), v(T ))L2(Ω) + (u(0), v(0))L2(Ω).

The coefficients are chosen sufficiently regular so that the adjoint equation satisfies the
unique continuation principle (see [KT09] for weaker conditions guaranteeing this). By
standard (duality) arguments from control theory one thus obtains that the equation (5.20)
is approximately controllable, i.e. for every function ud ∈ H 1

0 (Ω) and each ε> 0 there exists
a control f ∈ L2(Ω× (0,T )) such that the associated solution u of (5.20) satisfies

‖u(·,T )−ud‖L2(Ω) É ε.

A more precise question then deals with the cost of control which estimates the size of the
norm of f : As the image at time T > 0 of H 1

0 (Ω) under the evolution of the equation (5.20)
is in general not the whole space H 1

0 (Ω), this cost has to diverge as ε→ 0 in general. The
cost of control provides bounds on this in terms of the size of ε. For the case that ai j = δi j

and b1
j = b2

j = 0 it was proved in [FCZ00, Ph04] that there exists f ∈ L2(Ω× (0,T )) such that

‖ f ‖L2(Ω×(0,T )) É c exp

(
C
‖ud‖H 1

0 (Ω)

ε

)
‖ud‖L2(Ω).(5.21)

Using the methods introduced in the previous sections, we complement (5.21) with lower
bounds (in different function spaces). More precisely, we show that also in the case of low
regularity coefficients as in (5.20) the ε-dependence in the cost of controllability must be
exponential:

Theorem 5.11. Let ω,Ω and L be as above and let δ ∈ (0,min{ 1
2 ,δ0}), where δ0 > 0 de-

notes the exponent from Lemma 5.5. Assume that for any ε > 0 and any ud ∈ Hδ(Ω) with
‖ud‖Hδ(Ω) = 1 there exists a solution u to (5.20) such that

‖u(·,T )−ud‖L2(Ω) É ε,

and

‖ f ‖L2(Ω×(0,T )) É M(ε)‖ud‖L2(Ω).

Then there is a constant C > 0 such that M(ε) Ê exp(Cε−
1
δ

n
n+2 ).
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The instability of approximate controllability will be deduced as a consequence of the
instability of an associated unique continuation problem. We thus next formulate this
result:

Proposition 5.12. LetΩ,ω be as above and let L′ :=−∂t−∂i ai j∂ j −∂ j b1
j −b2

j∂ j +c be the (for-

mal) adjoint operator associated with the operator in (5.20). Let further δ ∈ (0,min{ 1
2 ,δ0}),

where δ0 > 0 denotes the exponent from Lemma 5.5. For ϕT ∈ L2(Ω) consider the equation

L′ϕ= 0 in Ω× (0,T ),

ϕ= 0 on ∂Ω× (0,T ),

ϕ(·,T ) =ϕT in Ω.

(5.22)

Let δ0 > 0 be the constant from Lemma 5.5. Then, for each ε > 0 there exists a function
ϕεT ∈ L2(Ω) and a solution ϕε to (5.22) with data ϕεT such that for any δ ∈ (0,δ0)

‖ϕεT ‖L2(Ω) = 1, ‖ϕεT ‖H−δ(Ω) = ε, ‖ϕε‖L2(ω×(0,T )) ÉC exp(−Cε−
1
δ

n
n+2 ).(5.23)

Before turning to the proof of Proposition 5.12, as an auxiliary tool, we provide Davies-
Gaffney type Gaussian estimates for solutions to the heat equation:

Lemma 5.13. LetΩ,ω be as above and let u be a solution to (5.20) with initial data u0, where
L satisfies the conditions from above. Assume that supp(u0)∩ω=;. Let d := dist(supp(u0),ω) >
0. Then, there exist constants C ,c > 0 such that

‖u(t )‖L2(ω) ÉCe−c d2

t ‖u0‖L2(Ω).

In the proof of Proposition 5.12, we will reverse time and will apply this to solutions of
(5.22).

Proof of Lemma 5.13. The proof follows from exponentially weighted estimates. Let ψ :
Ω→R be a Lipschitz function which is still to be determined below. Then,

d

d t

1

2

ˆ

Ω

e2ψu2d x

=
ˆ

Ω

e2ψu∂t ud x

=−
ˆ

Ω

∂i (e2ψu)ai j∂ j ud x −
ˆ

Ω

b1
j∂ j ue2ψud x +

ˆ

Ω

b2
j u∂ j (e2ψu)d x +

ˆ

Ω

cu2e2ψd x

=−
ˆ

Ω

∂i (eψu)ai j∂ j (eψu)d x +
ˆ

Ω

∂iψai j∂ jψ(eψu)2d x

−
ˆ

Ω

b1
j∂ j (ueψ)(eψu)d x +

ˆ

Ω

b1
j (ueψ)(∂ jψ)(eψu)d x

+
ˆ

Ω

b2
j (ueψ)∂ j (eψu)d x +

ˆ

Ω

b2
j (eψu)∂ jψ∂ j (eψu)d x +

ˆ

Ω

c(eψu)2d x.
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Using the ellipticity of ai j , Poincaré’s inequality and Sobolev embedding, this leads to the
differential inequality

d

d t

(
1

2
‖eψu‖2

L2(Ω)

)
É−λ‖∇(eψu)‖2

L2(Ω) +λ−1‖eψu∇ψ‖2
L2(Ω)

+ (‖b1
j ‖Ln+2(Ω) +‖b2

j ‖Ln+2(Ω))(ε‖∇(eψu)‖2
L2(Ω) +Cε−1‖ueψ‖2

L2(Ω))

+‖c‖
L

n
2 (Ω)

‖∇(eψu)‖L2(Ω).

Choosing 0 < ε = λ
10 and using the smallness conditions on the norms of the potentials

imposed in condition (iv) above, we hence arrive at

d

d t

1

2
‖eψu‖2

L2(Ω) É− λ

10
‖∇(eψu)‖2

L2(Ω) +Cλ−1(1+‖∇ψ‖2
L∞(Ω))‖eψu‖2

L2(Ω),

where C > 0 depends on the norms of the coefficients. Invoking Gronwall’s lemma, we
then obtain that for some constant C > 0 (depending on λ and the coefficient bounds)

‖eψu‖L2(Ω) É eC (‖∇ψ‖2
L∞(Ω)+1)t‖eψu0‖L2(Ω).(5.24)

Next, we fixψ to be Lipschitz continuous in such a way thatψ= L inω,ψ= 0 on supp(u0) =
0 and such that ‖∇ψ‖L∞(Ω) É L

d . As a consequence, from (5.24) and the bounds on ψ we
obtain

‖u‖L2(ω) É eC L2

d2 t−L‖u0‖L2(Ω).(5.25)

Optimizing this in the choice of L > 0 yields L = C̃ d 2

t which concludes the argument. �

With Lemma 5.13 in hand and recalling the regularity estimate (5.5), we proceed to the
proof of Proposition 5.12:

Proof of Proposition 5.12. Step 1: A regularity estimate. We first note that by duality the
estimate in (5.5) yields that for any t ∈ (0,T ) and any δ ∈ (0,δ0) (where δ0 > 0 denotes the
constant from Lemma 5.5)

‖ϕ(T − t )‖L2(Ω) ÉC t−δ/2‖ϕT ‖H−δ(Ω).

Indeed, given s ∈ (0,T ), we consider a solution ϕ of (5.22) and a solution u to (5.20), the
latter with initial data at time T − s. Then, by definition of solutions, we obtain that

(uT−s ,ϕ(T − s))L2(Ω) = (u(T ),ϕT )L2(Ω).

As a consequence,

‖ϕ(T − s)‖L2(Ω) É sup
‖uT−s‖L2(Ω)=1

(uT−s ,ϕ(T − s))L2(Ω) = sup
‖uT−s‖L2(Ω)=1

(u(T ),ϕT )L2(Ω)

É sup
‖uT−s‖L2(Ω)=1

‖u(T )‖Hδ(Ω)‖ϕT ‖H−δ(Ω)

É sup
‖uT−s‖L2(Ω)=1

C s−δ/2‖uT−s‖L2(Ω)‖ϕT ‖H−δ(Ω) ÉC s−δ/2‖ϕT ‖H−δ(Ω).

Here we used that δ ∈ (0, 1
2 ) and the Sneiberg type result of Lemma 5.5.
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Step 2: Gaussian bounds. Next, we claim that for any t ∈ (0,T ) there exists a constant
C̃ > 0 such that

‖ϕ‖L2(ω×(T−t ,T )) É C̃ e− C̃
t ‖ϕT ‖H−δ(Ω).(5.26)

Indeed, by the Gaussian bounds from Lemma 5.13 (together with a reversal of time) and
by Step 1, for any s ∈ (0,T ) we have that

‖ϕ(T − s)‖L2(ω) ÉCe−C
s ‖ϕ(T − s/2)‖L2(Ω) ÉCe−C

s s−δ/2‖ϕT ‖H−δ(Ω).

Squaring and integrating this from s ∈ (0, t ), we obtain the desired bound (5.26).

Step 3: Conclusion. We next consider the two maps

i1(t ) : H−δ(Ω) 3ϕT 7→ϕ|ω×(T−t ,T ) ∈ L2(ω× (T − t ,T )),

i2(t ) : H−δ(Ω) 3ϕT 7→ϕ|ω×(0,T−t ) ∈ L2(ω× (0,T − t )).

Now, on the one hand, by Lemma 5.13 and by Theorem 5.4 (with a time-step larger or
equal to t and not a time step of the order one) and an integration argument as in Step 2,
we obtain

σk (i2(t )) É e−ck
2

n+2 t
n

n+2 .(5.27)

On the other hand, Step 2 implies that

σ1(i1(t )) É e−C
t .(5.28)

Since the the map i : L2(Ω) 3 ϕT 7→ ϕ|ω×(0,T ) ∈ L2(ω× (0,T )) can we written as i = i2(t )+
i1(t ), for the singular values of i we infer that

σk (i ) Éσ1(i1(t ))+σk (i2(t )) ÉCe−C
t +e−ck

2
n+2 t

n
n+2 .

Optimizing this in t , we consider t = c̃k− 1
n+1 for some c̃ > 0 and hence arrive at

σk (i ) É e−ck
1

n+1 .

Invoking Theorem 5.1 with X = L2(Ω), X1 = H−δ(Ω) we thus deduce that

ω(t ) ÊC | log(t )|−δ n+2
n .

This concludes the proof. �

With Proposition 5.12 in hand, the proof of Theorem 5.11 reduces to a duality argument.

Proof of Theorem 5.11. We prove that if there was a cost of control that was better than ex-
ponential, then also the associated unique continuation estimate (5.23) would have to be
better than logarithmic (which by (5.23) cannot be the case). The following duality argu-
ment is analogous to the strategy outlined in [Ph04]: Considering a solution u to (5.20) and
a solutionϕ to (5.22), integrating by parts and using the Dirichlet boundary conditions, we
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obtain (5.22)
T̂

0

ˆ
ω

f ϕd xd t =
ˆ

Ω

u(x,T )ϕT d x =
ˆ

Ω

(u(x,T )−ud (x))ϕT (x)d x +
ˆ

Ω

ud (x)ϕT (x)d x.

Rearranging and assuming the approximation bounds stated in Theorem 5.11 then yields∣∣∣∣∣∣
ˆ

Ω

udϕT d x

∣∣∣∣∣∣É ‖u(·,T )−ud‖L2(Ω)‖ϕT ‖L2(Ω) +‖ f ‖L2(ω×(0,T ))‖ϕ‖L2(ω×(0,T ))

É ε‖ud‖Hδ(Ω)‖ϕT ‖L2(Ω) +M(ε)‖ud‖L2(Ω)‖ϕ‖L2(ω×(0,T )).

By the definition of the H−δ(Ω) norm through duality (where we use that δ ∈ (0,1/2)), we
hence infer that

‖ϕT ‖H−δ(Ω) É ε‖ϕT ‖L2(Ω) +M(ε)‖ϕ‖L2(ω×(0,T )).(5.29)

Inserting the functions ϕε̃ with ε̃= 2ε from Proposition 5.12 into (5.29) implies

2εÉ ε+M(2ε)C exp(−C (2ε)−
1
δ

n
n+2 ).(5.30)

As a consequence, M(2ε) has to be of the order of exp(C (2ε)−
1
δ

n
n+2 ) for some C > 0. �

5.5. Instability of the Calderón problem at low regularity. In this section, we show that
similarly as for the stability estimates in unique continuation, also for the stability prop-
erties of the Calderón problem, one cannot hope for a gain due to the presence of low
regularity metrics and potentials (thus proving Theorem 1.4 and answering question (Q3)
from the introduction for the example of the Calderón problem).

Let Ω ⊂ Rn be a bounded open set with Lipschitz boundary. As in Section 2.5 we con-
sider the operator L =−∂ j a j k∂k+b j∂ j +∂ j c j +q0 with (a j k ) ∈ L∞(Ω,Rn×n) uniformly ellip-

tic, b j ,c j ∈ Ln(Ω) and q0 ∈ L
n
2 (Ω). If u ∈ H 1(Ω) is a weak solution of Lu = 0, we recall that

the normal derivative ∂L
νu|∂Ω is defined weakly as an element of H−1/2(∂Ω) by (2.3). If L is

such that zero is not a Dirichlet eigenvalue, we may thus define the Dirichlet-to-Neumann
operator

ΛL : H
1
2 (∂Ω) → H− 1

2 (∂Ω), f 7→ ∂L
νu|∂Ω,(5.31)

where u is a solution to Lu = 0 in Ω with u|∂Ω = f .
In the following, we seek to prove that for the Dirichlet-to-Neumann operator the insta-

bility result from Theorem 1.4 holds. In this context, the main novelty of the associated es-
timates with respect to the instability results from Mandache [Ma01] and Di Cristo-Rondi
[DR03] is that our mechanism is very robust in that we can treat

• potentials q0 +q1, q0 +q2 which are not necessarily compactly supported,
• coefficients of scaling critical low regularity,
• and consider the Calderón problem in relatively rough and general domains.
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The proof of Theorem 1.4 will be based on the following abstract result. Recall that Y ′

is the set of bounded linear functionals on Y , and that for Y Hilbert any A ∈ B(Y ,Y ′) has a
formal adjoint A′ ∈ B(Y ,Y ′).

Theorem 5.14. Let F : X → B(Y ,Y ′) be a continuous map, where X is a Banach space and
Y is a separable Hilbert space. Let X1 ⊂ X be a closed subspace so that i : X1 → X is compact
with ek (i )& k−m for some m > 0. Let K = {u ∈ X ; ‖u‖X1 É r } for some r > 0. Assume that
there is an orthonormal basis (ϕ j )∞j=1 of Y and constants C ,ρ,µ> 0 so that F (u) and F (u)′

satisfy

(5.32) ‖F (u)ϕk‖Y ′ , ‖F (u)′ϕk‖Y ′ ÉCe−ρkµ , k Ê 1,

uniformly over u ∈ K . Then there is c > 0 with the following property: for any ε > 0 small
enough there are u1,u2 such that

(5.33) ‖u1 −u2‖X Ê ε, ‖u j‖X1 É r, ‖F (u1)−F (u2)‖B(Y ,Y ′) É exp(−cε−
µ

m(µ+2) ).

In particular, if one has the stability property

‖u1 −u2‖X Éω(‖F (u1)−F (u2)‖B(Y ,Y ′)), u1,u2 ∈ K ,

then necessarily ω(t )& |log t |−
m(µ+2)

µ for t small.

Let us comment on this abstract result which will be the main ingredient in our dis-
cussion of the instability properties of the Calderón problem at low regularity. The main
point is that there is a fixed orthonormal basis (ϕ j ) that gives the decay (5.32) uniformly
over u ∈ K (cf. also [DR03]). As a sufficient condition for (5.32), it is enough to find a linear
operator A : X → Z which dominates F (u) and F (u)′ in the sense that

‖F (u) f ‖Y ′ , ‖F (u)′ f ‖Y ′ ÉC‖A f ‖Z

uniformly over u ∈ K , and that the singular values of A satisfy σk (A) É Ce−ρkµ (one can
then take (ϕ j ) as a singular value basis of A). In our discussion of the Calderón problem
below, we will follow this strategy by considering F (q) =ΛL+q −ΛL and by taking A to be
the operator which maps u|∂Ω to u|∂Ω′ where u solves Lu = 0 in Ω and Ω′bΩ. We already
saw in the proof of Theorem 5.7 that the singular values of A decay exponentially.

Proof of Theorem 5.14. Define the norm

‖ f ‖Ỹ =
( ∞∑

j=1
e−(ρ/2) jµ |( f ,ϕ j )Y |2

)1/2

and let Ỹ be the completion of Y with respect to this norm. We claim that for any u ∈
K , the map F (u) extends as a bounded operator Ỹ → Ỹ ′. In fact, write a j k = a j k (u) =
(F (u)ϕk )(ϕ j ), so that

(5.34) |a j k | ÉCe−ρ(max( j ,k))µ
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by (5.32). For any f , g ∈ Y we have F (u) f ∈ Y ′ and

|(F (u) f )(g )| É |∑
j ,k

a j k ( f ,ϕk )(g ,ϕ j )| É
(∑

j ,k
|a j k |2e(ρ/2)( jµ+kµ)

)1/2

‖ f ‖Ỹ ‖g‖Ỹ

ÉC‖ f ‖Ỹ ‖g‖Ỹ .(5.35)

Let ϕ̃ j = e(ρ/4) jµϕ j , so that (ϕ̃ j ) is an orthonormal basis of Ỹ . Then as in (5.35)

‖F (u)ϕ̃l‖Ỹ ′ É sup
‖g‖Ỹ =1

|∑
j

a j l e(ρ/4)lµ(g ,ϕ j )| É
(∑

j
|a j l |2e(ρ/2)( jµ+lµ)

)1/2

ÉCe−(ρ/4)lµ

where we used (5.34). It follows that

‖F (u)‖2
HS(Ỹ ,Ỹ ′) =

∞∑
l=1

‖F (u)ϕ̃l‖2
Ỹ ′ ÉC <∞.

The constants are uniform over u ∈ K .
Now F (K ) is contained in a bounded subset of HS(Ỹ , Ỹ ′), and the embedding

ι : HS(Ỹ , Ỹ ′) → HS(Y ,Y ′)

has singular values satisfying σk (ι) . Ce−ckµ/2
by Lemma 3.18 (we can take α j = β j =

e(ρ/4) jµ). Lemma 3.9 gives that ek (ι) . e−ck
µ

2+µ
. Now the theorem follows from Lemma

3.7. �

Proof of Theorem 1.4. Since L has discrete spectrum and 0 is not a Dirichlet eigenvalue
of L in Ω, there is ε0 > 0 so that 0 is not a Dirichlet eigenvalue of L + q in Ω whenever
‖q‖Ln/2(Ω) É ε0. Now choose a bounded smooth domain Ω′ ⊂⊂Ω, and let

K := {q ∈W δ,n/2
0 (Ω′) ; ‖q‖W δ,n/2(Ω′) É ε0}.

Identifying q with its zero extension to Ω, we have that K is a compact subset of X :=
Ln/2(Ω).

Write Y := H 1/2(∂Ω), and define the map

F : X → B(Y ,Y ′), F (q) =ΛL+q −ΛL .

In fact F is well defined near the set where ‖q‖Ln/2(Ω) É ε0 which contains K , and this is

enough for our purposes. The embedding i : W δ,n/2
0 (Ω′) → Ln/2(Ω) has entropy num-

bers ek (i ) & k−δ/n by [ET08, Theorem 1 in Section 3.3.3] (note that the functions f in
that theorem are compactly supported). Given q ∈ K and f ∈ Y , let u,u0 ∈ H 1(Ω) solve
(L+q)u = Lu0 = 0 in Ω with u|∂Ω = u0|∂Ω = f . Writing w := u −u0, we have

F (q) f = ∂L
νw |∂Ω

where w ∈ H 1(Ω) solves

(L+q)w =−qu0 in Ω, w |∂Ω = 0.

Elliptic regularity and the fact that q is supported in Ω
′

give that
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‖∂L
νw‖H−1/2(∂Ω). ‖w‖H 1(Ω). ‖qu0‖H−1(Ω). ‖q‖Ln/2(Ω′)‖u0‖H 1(Ω′)

. ‖u0|∂Ω′‖H 1/2(∂Ω′).

Writing Z := H 1/2(∂Ω′), we thus have

‖F (q) f ‖Y ′ ÉC‖A f ‖Z

uniformly over q ∈ K , where A : Y → Z maps u0|∂Ω to u0|∂Ω′ . The constant is uniform over
q ∈ K . By the argument in Theorem 5.7 there is c > 0 so that

σk (A) É e−ck1/n
, k Ê 1.

Choosing (ϕ j ) to be a singular value basis for A and using that F (q) is self-adjoint, we see
that (5.32) holds with µ= 1/n. The result now follows from Theorem 5.14. �

Remark 5.15 (Possible extensions). Finally, we comment on possible extensions of this re-
sult:

• Cauchy data. Instead of working with the Dirichlet-to-Neumann map a perhaps
more natural setting is that of working with Cauchy data

Cq =
{(

u|∂Ω,∂L
νu|∂Ω

) ∈ H
1
2 (∂Ω)×H− 1

2 (∂Ω) : u is a solution to Lu = 0 in Ω
}

,

endowed with the distance

dist(Cq1 ,Cq2 ) = max

 max
( f ,g )∈Cq1

min
( f̃ ,g̃ )∈Cq2

‖( f , g )− ( f̃ , g̃ )‖
H

1
2 (∂Ω)×H− 1

2 (∂Ω)

‖( f , g )‖
H

1
2 (∂Ω)×H− 1

2 (∂Ω)

,

max
( f ,g )∈Cq2

min
( f̃ ,g̃ )∈Cq1

‖( f , g )− ( f̃ , g̃ )‖
H

1
2 (∂Ω)×H− 1

2 (∂Ω)

‖( f , g )‖
H

1
2 (∂Ω)×H− 1

2 (∂Ω)

 ,

where ‖( f , g )‖
H

1
2 (∂Ω)×H− 1

2 (∂Ω)
= ‖ f ‖

H
1
2 (∂Ω)

+‖g‖
H− 1

2 (∂Ω)
. In order to avoid techni-

calities we did not formulate the Calderón problem in this setting above. Similar
arguments as above could however be used also in the framework involving Cauchy
data (dealing additionally with finite dimensional subspaces).

• Potentials in lower regularity classes. We emphasize that our Schrödinger operators
also include the setting of potentials q0 ∈ W −1,n(Ω). Indeed, any such potential can
be represented in the form q0 = F0 + ∂i Fi with F0 ∈ L

n
2 (Ω) and Fi ∈ Ln(Ω) for i ∈

{1, . . . ,n}. In order to prove an instability result for the Calderón problem in these
spaces, one would have to vary not only the potentials q0 but also the drift terms
b j ,c j . Such an instability result would follow using our strategy in a similar way as
the result from Theorem 1.4.

6. INSTABILITY IN THE PRESENCE OF MICROLOCAL SMOOTHING

In the previous sections we considered forward operators that have global smoothing
properties, in the sense that they either erase all singularities of any function that they are
applied to, or at least provide a certain (possibly small) amount of global regularization. In
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this section, we will now consider forward operators that are only microlocally smoothing
at certain points. If A is linear and microlocally smoothing at (x0,ξ0), then no singularity
of u at (x0,ξ0) can be recovered from the knowledge of Au. It is known (see e.g. [MSU15,
Theorem 4.4]) that in such cases a stability estimate of the type

(6.1) ‖u‖H s1 ÉC (‖Au‖H s2 +‖u‖H s3 )

cannot hold for any choices of s1, s2, s3 ∈ R for which s1 > s3. This situation is relevant
for many inverse problems, including limited data X-ray tomography [Qu93, Qu06] or the
study of geodesic X-ray transforms [MSU15].

Let A be linear and microlocally smoothing at (x0,ξ0). Then the fact that an estimate like
(6.1) cannot be valid can be proved by testing (6.1) with wave packets, or “coherent states",
u that concentrate in a conic neighborhood of (x0,ξ0) in phase space (for such functions
Au is very small because of microlocal smoothing). See e.g. [SU09, Proposition 5] for an
argument of this type. From the point of view of the entropy/capacity approach in Section
3 this means that not all of A(K ) is contained in a compressed space, but there is a large
enough set K1 ⊂ K so that A(K1) lies in a compressed space. The set K1 contains func-
tions that concentrate in a conic neighborhood of (x0,ξ0), and there are relatively large
ε-discrete sets contained in K1 (in fact such sets could be constructed directly from wave
packets using almost orthogonality). Replacing K by K1 in the analysis in Section 3 then
leads to instability.

We can use the remarks in the preceding paragraph to give a more general instability ar-
gument that also applies to nonlinear inverse problems. The idea is that finding ε-discrete
sets in K1 can be reduced to obtaining lower bounds for entropy/capacity numbers of mi-
crolocal cutoffs to a conic neighborhood of (x0,ξ0). This in turn reduces to a standard Weyl
law for pseudodifferential operators (Theorem 2.6).

Theorem 6.1. Let (M , g ) be a closed smooth n-manifold and let P ∈ Ψ0
cl(M) be nonchar-

acteristic (i.e. have nonvanishing principal symbol) at some (x0,ξ0) ∈ T ∗M \ {0}. For any
s1 > s2, the compact operator P : H s1 (M) → H s2 (M) satisfies

σk (P ), ek (P ) ∼ k− s1−s2
n .

Proof. By Lemma 3.9 it is enough to prove the claim forσk (P ). We seek to reduce the claim
to Theorem 2.6. To this end, let Jα = (1−∆g )α/2 be the Bessel potential which induces an
isomorphism H s(M) → H s−α(M) for any s, write m = s1 − s2 > 0, and let A = J s2 P J−s1 ∈
Ψ−m

cl (M). Then the theorem follows if we can show that any A ∈Ψ−m
cl (M) which is non-

characteristic at some (x0,ξ0), considered as an operator A : L2(M) → L2(M), has singular
values satisfying

σk (A) ∼ k−m/n .

This, however, follows from Theorem 2.6. �

Combining the Weyl law of Theorem 6.1 with Theorem 3.3 and Lemma 3.7 we obtain
the following abstract instability result. We will later apply it to the Radon transform in R2,
and hence we will allow noncompact manifolds. For this we recall the localized Sobolev
spaces H s

L(M) from Definition 2.9.
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Theorem 6.2. Let M , N be smooth manifolds, let L ⊂ M and Q ⊂ N be compact, let s, t ∈
R, and let δ > 0. Let Kr = { f ∈ H s+δ

L (M) ; ‖ f ‖H s+δ É r }, and let F be a map Kr → H t
Q (N ).

Suppose that ω is a modulus of continuity such that

‖ f1 − f2‖H s (M) Éω(‖F ( f1)−F ( f2)‖H t (N )), f1, f2 ∈ Kr .

(a) If there is P ∈Ψ0
cl(M), noncharacteristic at some point of T ∗Lint \ {0}, and r0 > 0 so

that P (Kr0 ) ⊂ Kr and F ◦P maps Kr0 into a bounded set of H t+m
Q (N ) for any m > 0,

then for any α ∈ (0,1) one has ω(t )& tα for t small.
(b) If there is P ∈Ψ0

cl(M), noncharacteristic at some point of T ∗Lint \ {0}, and r0 > 0 so

that P (Kr0 ) ⊂ Kr and F◦P maps Kr0 into a bounded set of Aσ,ρ
Q (N ) for some 1 Éσ<∞

and ρ > 0, then ω(t )& |log t |− δ(σdim(N )+1)
dim(M) for t small.

Proof. We first give the proof under the assumption that L = M , so that M is compact.
By Theorem 6.1 and (3.4), the capacity numbers of P : H s+δ(M) → H s(M) satisfy ck (P )&
k−δ/nM . Arguing as in the proof of Lemma 3.7, we see that for ε > 0 small there is an ε-
discrete set in (P (Kr0 ),‖·‖H s ) having > g (ε) elements, where

g (ε) = ecε−nM /δ
.

On the other hand, since F ◦ P maps Kr0 into a bounded set of H t+m
Q (N ) and since j :

H t+m
Q (N ) → H t

Q (N ) has entropy numbers satisfying ek ( j ). j−m/nN , we see that for δ > 0

small there is a δ-net covering F (P (Kr0 )) with É f (δ) := eCδ−nN /m
elements. Part (a) now

follows from Theorem 3.3 where K is replaced by P (Kr0 ). Part (b) follows similarly.
We now consider the case where L 6= M . Then there is a smooth compact subdomain D

of M so that L ⊂ D int. Let M1 be a closed manifold containing D , so that we may identify
functions in H s

L(M) with functions in H s
L(M1). By assumption there is (x,ξ) ∈ T ∗Lint \ {0}

so that P is noncharacteristic at (x,ξ). Let P̃ = Pχwhere χ ∈C∞
c (Lint) satisfies χ= 1 near x.

Also choose r1 so that ‖χu‖H s+δ(M1) É r0 when ‖u‖H s+δ(M1) É r1.
By the assumption P (Kr0 ) ⊂ Kr and linearity of P , we see that P̃ maps functions in

H s+δ
L (M) to functions supported in L. Hence we may consider P̃ as a ΨDO on M1. By

Theorem 6.1 and (3.4), the capacity numbers of P̃ : H s+δ(M1) → H s(M1) satisfy ck (P̃ ) &
k−δ/nM . Then there is an ε-discrete set in (P̃ ({u ∈ H s+δ(M1) ; ‖u‖H s+δ É r1}),‖·‖H s ) having

> g (ε) = ecε−nM /δ
elements. Since P̃u = P (χu) and χ is supported in L, this yields an ε-

discrete set in (P (Kr0 ),‖·‖H s ) having > g (ε) elements. The rest of the proof proceeds as
before. �

Our discussion of microlocal smoothing effects continues as follows. In Section 6.1 we
begin by deducing instability results for general linear operators under the assumption
of microlocal C∞ or Gevrey smoothing. In the next Section 6.2 we then discuss explicit
inverse problems with C∞ and real-analytic (or Gevrey) microlocal smoothing. Here we
show that using our abstract results from the first part of this section one can actually
prove that there is super-polynomial or exponential instability in these applications.
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6.1. Instability for microlocally smoothing linear operators. We now discuss the mi-
crolocal smoothing properties of general linear operators based on wave front sets of their
Schwartz kernels. Let X and Y be open sets in Euclidean spaces. Recall from [Hö85,
Section 8.2] that for a linear operator K from C∞

c (Y ) to D′(X ) having Schwartz kernel
K ∈ D′(X ×Y ), we have a unique way of defining K u for any u ∈ E ′(Y ) with W F (u)∩
W F ′(K )Y =; (see [Hö85, Theorem 8.2.13]). In this case

W F (K u) ⊂W F (K )X ∪W F ′(K )◦W F (u).

Here we have used the notations

W F ′(K ) = {(x, y,ξ,η) : (x, y,ξ,−η) ∈W F (K )},

W F (K )X = {(x,ξ) : (x, y,ξ,0) ∈W F (K ) for some y ∈ Y },

W F ′(K )Y = {(y,η) : (x, y,0,−η) ∈W F (K ) for some x ∈ X }.

Moreover, let K2 be a linear operator with kernel K2 ∈ D′(Y × Z ) so that the projection
supp(K2) 3 (y, z) 7→ z is proper (then we say that K2 preserves compact supports), and let
K1 be an operator with kernel K1 ∈ D′(X ×Y ) such that W F ′(K1)Y ∩W F (K2)Y =;. Then
the composition K1 ◦K2 is defined as a map from C∞

c (Z ) to D′(X ) (see [Hö85, Theorem
8.2.14]). Its wave front set satisfies

W F ′(K ) ⊂W F ′(K1)◦W F ′(K2)∪ (W F (K1)X ×Z × {0})

∪ (X × {0}×W F ′(K2)Z ).(6.2)

The same statements are valid on smooth manifolds if one works with half densities (see
[Hö71, Section 2.5]), or on smooth Riemannian manifolds if we use the volume form to
define Schwartz kernels and spaces of distributions.

We first discuss the absence of Hölder stability bounds in the presence of C∞ microlocal
smoothing.

Theorem 6.3. Let M1, M2 be smooth manifolds, and let A : C∞
c (M1) → D′(M2) be a con-

tinuous linear operator which preserves compact supports. Suppose that A is microlocally
smoothing at (y0,η0) ∈ T ∗M1 \ {0}, in the sense that

W F (K A)M2 =;
and (x, y,ξ,η) ∉W F ′(K A) for (x,ξ) ∈ T ∗M2 and for (y,η) ∈V , where V ⊂ T ∗M1 is some conic
neighbourhood of (y0,η0). Let also L1 ⊂ M1 be compact with y0 ∈ Lint

1 . If for some s1, s2 ∈ R
and δ,r > 0 one has the stability estimate

(6.3) ‖u‖H s1 (M1) Éω(‖Au‖H s2 (M2)), ‖u‖
H

s1+δ
L1

(M1)
É r,

then for any α ∈ (0,1) one has ω(t )& tα for t small.

Proof of Theorem 6.3. Since A preserves compact supports, there is a compact L2 ⊂ M2 so
that A maps functions supported in L1 to distributions supported in L2. We seek to apply
Theorem 6.2 with

Kr = {u ∈ H s1+δ
L1

(M1); ‖u‖H s1+δ(M1) É r }
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and a pseudodifferential operator P ∈Ψ0
cl(M1) with the property that P has nonvanishing

principal symbol at (y0,η0), P is microlocally smoothing outside of V , and P (Kr0 ) ⊂ Kr

for suitable r0 > 0. In fact, P can be constructed by left quantizing the local coordinate
symbol χ(y)ψ(η) where χ is a cutoff supported near y0 with χ(y0) 6= 0, and ψ is a Fourier
cutoff supported in V with ψ(η0) = 1 and ψ is homogeneous of degree 0 for |η| Ê 1.

It is enough to show that the operator AP : C∞
c (M1) →D′(M2) has a C∞ integral kernel.

For if this is true, then for each N Ê 0 there is R = RN > 0 such that

AP (Kr0 ) ⊂ {v ∈ H s2+N
L2

(M2) : ‖v‖H s2+N (M2) É R},(6.4)

using that ‖u‖
H

s1+δ
L1

(M1)
É r0 for u ∈ Kr0 . Then Theorem 6.2(a) implies that ω(t )& tα for all

α ∈ (0,1). This proves the claimed result.
To show that AP has smooth integral kernel, we note that W F (K A)M2 =; by assumption

and W F ′(KP )M1 = ;, since P is a ΨDO and hence W F ′(KP ) is contained in the diagonal
{(y, y,η,η) ; η 6= 0}. Then (6.2) gives

W F ′(K AP ) ⊂W F ′(K A)◦W F ′(KP ).(6.5)

But W F ′(KP ) ⊂ {(y, y,η,η) ; (y,η) ∈V } since P is microlocally smoothing away from V , and
by assumption W F ′(K A) does not have elements of the form (x, y,ξ,η) with (y,η) ∈V . Thus
W F ′(K AP ) =; and AP is indeed smoothing. �

Example 6.4. As a special case of Theorem 6.3, let A ∈Ψm(M) be a pseudodifferential opera-
tor on a closed manifold M. One says that A is microlocally smoothing at (y0,η0) ∈ T ∗M \{0}
if (y0, y0,η0,η0) ∉W F ′(K A), or equivalently if the full symbol of A in some local coordinates
is of order −∞ in some conic neighborhood of (y0,η0) (see [Hö85, Proposition 18.1.26]). In
such a case A satisfies the conditions of the previous theorem.

We next seek to extend Theorem 6.3 to the setting of Gevrey regularizing operators. To
this end, we refer to Section D.1 for the calculus of Gevrey pseudodifferential operators
and the definition of the Gevrey wave front set W FG ,σ(u).

In the setting of Gevrey (and analytically) regularizing operators, we will deduce that an
inverse problem can at best have logarithmic stability.

Theorem 6.5. Let M1, M2 be Gσ manifolds with Gevrey regularity index σ > 1, and let
A : C∞

c (M1) → D′(M2) be a continuous linear operator which preserves compact supports.
Assume that A is microlocally Gσ smoothing at (y0,η0) ∈ T ∗M1 \ {0}, in the sense that

W FG ,σ(K A)M2 =;
and (x, y,ξ,η) ∉ W F ′

G ,σ(K A) for (x,ξ) ∈ T ∗M2 and for (y,η) ∈ V ⊂ T ∗M1 where V is a conic

neighbourhood of (y0,η0). Let also L1 ⊂ M1 be compact with y0 ∈ Lint
1 . If for some s1, s2 ∈ R

and δ,r > 0 one has the stability estimate

(6.6) ‖u‖H s1 (M1) Éω(‖Au‖H s2 (M2)), ‖u‖
H

s1+δ
L1

(M1)
É r,

then necessarily ω(t )& |log t |−
δ(σdim(M2)+1)

dim(M1) for t small.
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Proof of Theorem 6.5. We argue similarly as in the proof of Theorem 6.3 again relying on
the arguments from Theorem 6.2. As above, we set

Kr = { f ∈ H s1+δ
L1

(M1); ‖ f ‖H s1+δ(M1) É r }

and fix a Gevrey pseudodifferential operator P ∈Ψ0
cl(M1) with the property that P has non-

vanishing principal symbol at (y0,η0) and is Gσ microlocally smoothing outside of V , and
P (Kr0 ) ⊂ Kr for suitable r0 > 0. More precisely, P can be constructed by quantizing the
symbol χ(y)ψ(η) where χ is a Gσ cutoff function supported near y0, and ψ(η) is a Gσ

Fourier cutoff near η0 as in [Ro93, Proposition 3.4.4].
We seek to prove that AP is Gσ regularizing which implies the condition from Theorem

6.2(b). In order to infer this, we note that (6.2) remains true in the Gσ setting (see [Hö85,
Section 8.5]). This implies that (6.5) determines the Gevrey wave front set of K AP , i.e. that

W F ′
G ,σ(K AP ) ⊂W F ′

G ,σ(K A)◦W F ′
G ,σ(KP ).

The assumed regularity of K A and the construction of P entail that as in the proof of The-
orem 6.3 we also infer that W F ′

G ,s(K AP ) =;. Finally, we observe that this yields the desired
smoothing result

AP (Kr0 ) ⊂ {y ∈ Aσ,ρ
L2

: ‖y‖Aσ,ρ É R} for some ρ,R > 0,(6.7)

since elements in the set Kr0 are uniformly bounded and the kernel K AP satisfies uniform
Gσ bounds which combined yield (6.7) as in the proof of Theorem 3.14. Hence, Theorem
6.2(b) can be invoked and it implies the claimed estimate. �

6.2. Applications. In this section we discuss a number microlocal instability results. These
include variants of the Radon and geodesic X-ray transforms and applications of these, for
instance, in the inverse transport problem.

6.2.1. The Radon transform with limited data. As a first example of the microlocal regular-
izing argument from the previous section, we consider the two-dimensional Radon trans-
form. To this end, we introduce the following coordinates: Let θ = θ(ϕ) = (cos(ϕ),sin(ϕ)),
θ⊥ = θ⊥(ϕ) = (−sin(ϕ),cos(ϕ)) withϕ ∈T, whereT= [0,2π] with 0,2π being identified. We
consider a line perpendicular to θ = θ(ϕ) and with distance s ∈R to the origin:

L(ϕ, s) := {x ∈R2 : x ·θ(ϕ) = s}.

For f ∈C∞
c (R2) we then define the Radon transform as

R( f )(ϕ, s) :=
ˆ

x∈L(ϕ,s)

f (x)d x =
∞̂

−∞
f (sθ+ tθ⊥)d t .(6.8)

The operator R extends by duality to E ′(R2). By the definition of R we obtain that R( f )(ϕ+
π,−s) = R( f )(ϕ, s) since the symmetry S : (ϕ, s) 7→ (ϕ+π,−s) is also present in the definition
of L(ϕ, s).

It is well known that the full data Radon transform is invertible in suitable function
spaces. For example, if L ⊂ R2 is a compact set, s ∈ R, and H s

L(R2) is the space of those
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f ∈ H s(R2) with supp( f ) ⊂ L, then one has [Na01, Theorem II.5.1]

‖ f ‖H s (R2). ‖R f ‖H s+1/2(T×R). ‖ f ‖H s (R2), f ∈ H s
L(R2).

However, it is also known that the limited data Radon transform may have severe insta-
bilities. Here we are interested in deducing (exponential) instability results for the limited
data Radon transform from our microlocal regularity arguments.

We consider the Radon transform acting on f ∈ H s
L(R2), where L is the closed unit ball

in R2. Then clearly R f (ϕ, s) = 0 for |s| > 1. We consider the situation in which we only
measure the Radon transform on the lines L(ϕ, s) ∈Λ, where Λ⊂T× (−1,1) is an open set
with S(Λ) =Λ and such that (T× (−1,1)) \Λ is open and non-empty. This means that we
do not have measurements over some fixed open set of lines.

In order to understand the microlocal regularizing properties of the Radon transform,
we recall the following result describing the singularities of the Schwartz kernel of the
Radon transform (see [Qu06], Theorem 2.8 and [Qu93], Theorem 3.1):

Lemma 6.6. Let R be the Radon transform defined in (6.8) above. Then, R has the integral
kernel

KR (ϕ, s, x) := 1

2π

∞̂

−∞
e i (s−θ·x)σdσ,

where the integral is understood as an oscillatory integral. As a consequence, for any µ> 1
we have that

W F (KR ), W FG ,µ(KR ) ⊂ {(ϕ, s, x,−(θ⊥ · x)σ,σ,−θσ) ; σ 6= 0, s = θ ·x}.(6.9)

Proof. The claim follows from the fact that by the Fourier slice theorem for f ∈ S (R2) it
holds

R( f )(ϕ, s) =F−1
s F s( f )(ϕ, s) = 1

2π

∞̂

−∞

ˆ

R2

e i (s−θ·x)σ f (x)d x dσ,

where F s denotes the Fourier transform in the s-variable, see [Qu06, equation (A.7)]. In-
terpreted as an oscillatory integral, this proves the identity for the kernel. The expression
for the wave front set now follows from the usual decay estimates for oscillatory integrals
in the case of the C∞ wave front set and from similar considerations for the case of the
Gevrey wave front set, see for instance Lemma D.3 in the appendix. �

With these properties in hand, we can formulate our main result on the optimality of
logarithmic stability estimates for the limited data Radon transform.

Proposition 6.7. Let Λ ⊂ T× (−1,1) be an open set with S(Λ) = Λ and (T× (−1,1)) \Λ
nonempty. If there exists a modulus of continuity ω such that for some s1, s2 ∈ R, δ > 0
one has the stability estimate

‖ f ‖H s1 (R2) Éω(‖R f ‖H s2 (Λ)), ‖ f ‖
H

s1+δ
L (R2)

É 1,
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then for any µ> 1 there exists some constant Cµ > 0 such that

ω(t ) ÊCµ| log(t )|− δ(2µ+1)
2 , t small.

Remark 6.8. We remark that the result of Proposition 6.7 includes the limited angle problem
or the exterior problem as special cases (see for instance Chapter VI in [Na01]).

Proof. By the assumption onΛ, there exists an open set U inT×(−1,1) with U ∩Λ=; and
S(U ) =U . Fix µ > 1 and let χΛ be a Gµ cutoff function in T×R so that χΛ = 1 near Λ and
χΛ = 0 near U . We wish to use Theorem 6.5. Define

A =χΛR : C∞
c (R2) →C∞

c (T×R).

Note that A preserves compact supports. The stability condition in the proposition im-
plies that

‖ f ‖H s1 (R2) Éω(‖A f ‖H s2 (T×R)), ‖ f ‖
H

s1+δ
L

É 1.

We now analyze the wave front set of K A. Since χΛ ∈Gµ, (6.9) gives that

W F ′
G ,µ(K A) ⊂ {(ϕ, s, x,ϕ̂, ŝ,ξ) ∈W F ′

G ,µ(KR ) ; (ϕ, s) ∈ supp(χΛ)}

⊂ {(ϕ, s, x,−(θ⊥ · x)σ,σ,θσ) ; σ 6= 0, s = θ ·x, (ϕ, s) ∈ supp(χΛ)}.(6.10)

Since θσ 6= 0 in the last expression, we always have W FG ,µ(K A)T×R =;.
Now fix some (ϕ0, s0) ∈U , so that lines near L(ϕ0, s0) are not in the data. Let x0 ∈ L(ϕ0, s0)

and ξ0 = θ(ϕ0). We claim that A is microlocally Gµ smoothing near (x0,ξ0). For if

(ϕ, s, x0,ϕ̂, ŝ,ξ0) ∈W F ′
G ,µ(K A),

then (6.10) implies that θ(ϕ)σ= ξ0 and s = θ(ϕ) · x0, which yields (ϕ, s) = (ϕ0, s0) or (ϕ, s) =
S(ϕ0, s0). However, we must also have (ϕ, s) ∈ supp(χΛ), which is impossible since χΛ = 0
near U = S(U ). Since U is open, we may vary (x0,ξ0) slightly in the previous argument.
This proves that A is microlocally Gµ smoothing near (x0,ξ0). The result now follows from
Theorem 6.5. �

6.2.2. Superpolynomial instability of the geodesic X-ray transform in the presence of con-
jugate points. As another example of an instability arising from microlocal smoothing,
we discuss the instability properties of the geodesic X-ray transform on two-dimensional
Riemannian surfaces (M , g ). Throughout this section, we assume that (M , g ) is a com-
pact Riemannian manifold with smooth boundary which is non-trapping, i.e. all geodesics
starting within M meet ∂M in finite time in both directions, and that its boundary ∂M is
strictly convex. While it is known that for simple manifolds, i.e. for manifolds which are
non-trapping, have strictly convex boundary and no conjugate points, the X-ray transform
is injective and Lipschitz stable in suitable Sobolev norms [SU04, AS20], in our discussion
we allow for the presence of conjugate points in (M , g ).

Following the article [MSU15], the set-up here is the following: M is two-dimensional,
γ0 is a fixed directed maximal geodesic in M , and f is a function supported away from the
endpoints of γ0. In this setting, the article [MSU15] investigates which parts of the wave
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front set W F ( f ) of f can be recovered from knowing the geodesic X-ray transform

I f (x, v) :=
ˆ τ(x,v)

0
f (π1ϕs(x, v))d s.

Here, for ν+(x) being the outward normal vector at x ∈ ∂M , we consider

(x, v) ∈ ∂+SM := {(x, v) ∈ SM : x ∈ ∂M , 〈v,ν+(x)〉 < 0},

where SM = {(x, v) ∈ T M ; |v |g = 1} is the unit sphere bundle, τ ∈ C∞(∂+SM) denotes the
boundary hitting time, and π1ϕs(x, v) denotes the projection onto the first component of
the geodesic flow ϕs onto (M , g ). In order to focus on a neighbourhood of γ0 only, we
assume that (x, v) is such that the associated geodesics are close enough to γ0, and we
identify γ0 with (x0, v0) ∈ ∂+SM .

Below, we will use several basic properties of Fourier integral operators (FIOs) which
may be found in [Hö85, Chapter 25]. A first key observation (see [MSU15, Proposition
3.1 and Theorem 3.2]) on the two-dimensional geodesic X-ray transform is the following
result:

(i) I , restricted to functions supported near γ0 and evaluated for geodesics near γ0,
is an FIO of order −1

2 whose canonical relation C can be explicitly computed and
which is locally the graph of a canonical map C which is locally a diffeomorphism
(see [MSU15, Theorem 3.2]). The map C becomes a global diffeomorphism if no
conjugate points are present. The absence of conjugate points is known as the
Bolker condition.

The microlocal smoothing arguments from [MSU15] exploit the violation of the Bolker
condition, i.e. hold if conjugate points are present. To summarize the results from [MSU15]
let us assume that x1, x2 ∈ M int are conjugate points on the geodesic γ0 from above with
no further conjugate points in between them. Let v1, v2 be the tangent vectors to γ0 at the
points x1, x2 ∈ M and ξ j = (R−π/2v j )[ correspond to their rotations by −90◦, respectively.
Let V1 and V2 be small neighbourhoods in T ∗M of (x1,ξ1) and (x2,−ξ2). Then, the follow-
ing assertion may be found in [MSU15, Theorem 4.2] (note that our V1 and V2 are V 1+ and
V 2− in [MSU15]):

(ii) If V1, V2 are sufficiently small and C j = C |V j , the restrictions of the canonical re-
lation C of I to V1,V2 are canonical graphs C |V1 = {(C1(x,ξ), x,ξ) ; (x,ξ) ∈ V1} and
C |V2 = {(C2(x,ξ), x,ξ) ; (x,ξ) ∈ V2} with C1(V1) = C2(V2). The map C −1

2 ◦C1 is a dif-
feomorphism V1 →V2.

Further, in view of an application of Theorem 6.3 we let L ⊂ M int be a compact set con-
taining the x-projection of V1 ∪V2.

We can now formally describe the microlocal smoothing argument of [MSU15] based
on cancellation of singularities. Suppose that f1 ∈ C∞(M) is supported near x1 and has
wave front set in V1. We wish to find a function f2 ∈C∞(M), supported near x2 with wave
front set in V2, so that

I ( f1 + f2) ∈C∞.
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Let I j denote I acting on functions whose wave front set is contained in V j . Since the
canonical relation of I j is the graph of C j and since I j is an elliptic FIO of order −1/2,
see [MSU15, proof of Theorem 4.3], I j has a parametrix I−1

j (an FIO of order 1/2 whose

canonical relation is the graph of C −1
j ) so that I j ◦ I−1

j = Id+R j where R j is microlocally
smoothing near C j (x j ,ξ j ). Since I ( f1 + f2) = I1 f1 + I2 f2, we may just define

f2 :=−I−1
2 I1 f1

and then I ( f1 + f2) ∈ C∞. In the last step we used that C1(V1) = C2(V2), which makes it
possible to apply I−1

2 to I1 f1.
We will next combine the idea above with our microlocal smoothing arguments to show

that in the presence of conjugate points, the two-dimensional geodesic X-ray transform
cannot be Hölder stable with respect to any Sobolev norms (even if it were injective). The
fact that Lipschitz stability is not possible was already stated in [MSU15]. It is likely that
if (M , g ) is analytic/Gevrey, then the stability could not be better than logarithmic in this
setting. However, this would require some facts about analytic/Gevrey FIOs which may
not be easily available in the literature, and we will not consider this further.

Theorem 6.9. Let (M , g ) be a compact two-dimensional non-trapping Riemannian man-
ifold with interior conjugate points and strictly convex boundary ∂M. Let I be as above.
Assume that for some s1, s2 ∈R and δ> 0 and for some modulus of continuity ω it holds

‖ f ‖H s1 (M) Éω(‖I f ‖H s2 (∂+SM))

for all f with ‖ f ‖H s1+δ(M) É 1. Then, for anyα ∈ (0,1] there exists a constant C =Cα > 0 such
that ω(t ) ÊC tα for t small.

Proof. We will follow the scheme from [MSU15] described above. In deducing the insta-
bility property, we do not directly invoke Theorem 6.3, but instead follow its main ideas in
a slightly modified functional setting. In the framework laid out in the proof of Theorem
6.2 and Lemma 3.7 we consider

I : P (K ) → Y ,

with

X = H s1
L (M), X1 := H s1+δ

L (M), K = { f ∈ H s1+δ
L (M) ; ‖ f ‖H s1+δ É 1},

Y = H s2 (∂+SM), Y1 := H s2+N (∂+SM) with N ∈N arbitrary but fixed,

P = P1 −P2I−1
2 I1P1.

(6.11)

Here P j = χ j (x)Op(χ j (x)ψ j (ξ))χ j (x) ∈Ψ0
cl(M int) is a microlocal cutoff to V j obtained by

quantizing the symbol χ j (x)ψ j (ξ) and multiplying with χ j (x) from the right and left. Here
χ j is a smooth function supported near x j with χ j = 1 near x j , and ψ j is homogeneous
of degree 0 for |ξ| Ê 1 with ψ j (ξ j ) = 1. Moreover, I j is the microlocalized version I as
described after (ii) above. We also note that functions in P (K ) are supported in L, and
hence functions in I (P (K )) are compactly supported in (∂+SM)int, see e.g. [PSU20+] for
this simple fact which uses strict convexity of ∂M . We will prove below that I indeed maps
P (K ) to C∞

c ((∂+SM)int) and hence to Y .
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The main difference in the functional setting with respect to the proof of Theorem 6.2 is
that P is not a ΨDO, but rather an FIO of order zero. However, modulo smoothing opera-
tors, one has

P∗P = P∗
1 P1 +P∗

1 (I−1
2 I1)∗P∗

2 P2I−1
2 I1P1.

Since I−1
2 I1 is an FIO associated with the canonical graph of C −1

2 ◦C1, its adjoint is associ-
ated with the graph of C −1

1 ◦C2. Here we use that C −1
2 ◦C1 is a diffeomorphism V1 → V2.

Thus by the composition calculus of FIOs, P∗P is ΨDO of order zero, and one can check
that its principal symbol is nonvanishing at (x1,ξ1). Now if M were a closed manifold, we
could use Theorem 6.1 to show that P as an operator H s1+δ(M) → H s1 (M) would have sin-

gular value bounds σk (P ) ∼ k− δ
2 . Since M has a boundary, we consider P as an operator

H s1+δ
L (M) → H s1

L (M) instead, and argue as in the end of proof of Theorem 6.2 to obtain the
analogous capacity estimates.

In order to conclude the desired instability result, it remains to check the conditions
stated in Theorem 6.2 in our functional setting from (6.11). The result then follows by
invoking Lemma 3.7 and Theorem 3.3. However, by construction of P and the characteri-
zation of the wave front sets in [MSU15] (see our discussion after (ii) above, where we may
choose f1 = P1 f for f ∈ K ) we infer that I (P (K )) ⊂ C∞(∂+SM) and hence I (P (K )) ⊂ {y ∈
Y1 : ‖y‖Y1 É R} for some R = R(N ) > 0. This concludes the proof. �

We remark that the conditions on the manifold are not void. For both analytic and nu-
merical examples of such manifolds, we refer to [MSU15, Section 6]. Partial results in
higher dimensional settings are proved in [HU18].

6.2.3. Exponential instability in quantitative unique continuation for the wave equation.
As a further application of the microlocal analytic (or Gevrey) smoothing mechanism to
instability, we discuss the exponential instability of the unique continuation property for
the wave equation. To this end, consider (M , g ) an analytic, closed n-dimensional mani-
fold. LetΩ⊂ M withΩ 6= ; be open and such that M \Ω 6= ; is also open. We are interested
in the quantitative unique continuation properties for the wave equation

∂2
t u −∆g u = 0 in M × (0,T ),

(u,∂t u) = (u0,u1) on M × {0},
(6.12)

on (M , g ) with observation data in Ω. Due to the finite speed of propagation of the wave
equation, we assume that the observation time T always satisfies

T > 2max{dist(x,Ω), x ∈ M }.

By duality to unique continuation, this guarantees that approximate observability holds
[Ta99, LL18]. In order to show the strength of our Gevrey microlocal instability argument,
we assume that there exists a unit speed geodesic γ(t ) in (M , g ) which never meets Ω for
0 É t É T . This is a situation in which the geometric control condition of [BLR92] is not
satisfied.

Under this condition, we reprove the fact that the stability estimates which were de-
duced in [LL18] and which are logarithmic are indeed optimal (similar observations were
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already made in earlier works starting with Lebeau [Le92]; by discussing this example, it is
not our main purpose to present a new result, but to show the versatility of the instability
ideas from the previous sections):

Theorem 6.10. Let (M , g ) andΩ be as above. Assume that there exists some modulus of con-
tinuityω satisfying (2.1) such that for all (u0,u1) ∈ H 1(M)×L2(M) and u ∈ L2((0,T ), H 1(M))
solving (6.12) it holds

‖(u0,u1)‖L2(M)×H−1(M) Éω
( ‖u‖L2((0,T ),H 1(Ω))

‖(u0,u1)‖H 1(M)×L2(M)

)
‖(u0,u1)‖H 1(M)×L2(M).

Then for any σ> 1 there is Cσ > 0 such that ω(t ) ÊCσ| log(t )|−σ(n+1)+1
n for t small.

Proof. For any (y,η) ∈ T ∗M \ {0}, denote by γy,η the geodesic in (M , g ) with γy,η(0) = y and
γ̇(y,η) = η]. By assumption, there exists (y0,η0) ∈ T ∗M with |η0|g = 1 so that the geodesic

γy0,η0 (t ) never meetsΩ for 0 É t É T . By compactness, there is a positive distance between

the sets γy0,η0 ([−ε,T +ε]) and Ω for some ε> 0. Thus there is a small conic neighborhood

C of (y0,η0) so that no geodesic γy,η meetsΩ for −εÉ t É T +εwhen (y,η) ∈C and |η|g = 1.
In general, a singularity at (y,η) at time t = 0 for a solution of the wave equation will

propagate in two opposite directions. In order to prove our statement we need to focus on
forward propagating singularities. To this end, we factorize the wave operator as

∂2
t −∆g = (∂t − i B)(∂t + i B)

where B = (−∆g )1/2 is an elliptic ΨDO of order one. If (∂t + i B)w = 0 with w(0) = u0, then
w also solves the wave equation with (w(0),∂t w(0)) = (u0,−i Bu0). For such solutions one
has (by the discussion around (2.1))

‖u0‖L2(M) Éω(‖w‖L2((0,T ),H 1(Ω))), ‖u0‖H 1(M) É 1.

Moreover, the Gσ singularities of solutions of (∂t + i B)w = 0 propagate along forward
bicharacteristics in the following sense (see e.g. [Mi14, Theorem 1 in Lecture VI]): one has
(y,η) ∉W FG ,σ(u0) if and only if γy,η(t ) ∉W FG ,σ(w( · , t )).

We wish to use Theorem 6.2 in this setting. Fix a Gevrey pseudodifferential operator
P ∈Ψ0

cl(M) obtained by quantizing the symbol χ(y)ψ(η) where χ is a Gσ cutoff function
supported near y0, and ψ(η) is a Gσ Fourier cutoff near η0 as in [Ro93, Proposition 3.4.4].
We may assume that P is Gσ smoothing away from C .

We next define an operator

A : L2(M) → L2(R, H 1(M)), Au0(x, t ) =ψ1(t )ψ2(x)w(x, t )

where ψ1 is a Gσ cutoff function supported in (−ε,T +ε) with ψ1(t ) = 1 near [0,T ], and ψ2

is a Gσ cutoff function in M with ψ2 = 1 near Ω so that the geodesics γy,η for (y,η) ∈C and
|η|g = 1 never meet supp(ψ2) for −εÉ t É T +ε. It follows that we have

‖u0‖L2(M) Éω(‖Au0‖L2(R,H 1(M))), ‖u0‖H 1(M) É 1.

Now let u0 = P v with v ∈ L2(M), and let w solve (∂t + i B)w = 0 with w(0) = u0 = P v
as above. By Gσ propagation of singularities and the fact that P v is Gσ away from C when
v ∈ L2(M), it follows that w( · , t ) is a Gσ function near supp(ψ2) for any t ∈ [−ε,T +ε]. Since
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∂t w =−i B w is also Gσ near supp(ψ2) for any fixed t , it follows from [Mi14, end of Lecture
IV] and finite speed of propagation that the solution w(x, t ) of the wave equation is Gσ for
(x, t ) near supp(ψ2)×supp(ψ1). This proves that A(P v) is Gσ in M×Rwhenever v ∈ L2(M).
This remains true for any v in the dual of Gσ(M) (Gevrey ultradistributions), since P is a
Gevrey ΨDO and since propagation of singularities is valid in this setting [CZ90]. This
implies as in the proof of Theorem 3.14(ii) that the map v 7→ A(P v) has Gσ integral kernel
and hence is bounded H 1(M) → Aσ,ρ

Q (M ×R) for some ρ > 0 and for Q = M × [−ε,T +ε].
The result now follows from Theorem 6.2(b). �

Remark 6.11. By a duality argument as outlined in Section 5.4, we also obtain that expo-
nential cost of control is optimal in the associated steering problem for the wave equation.

As a corollary of Theorem 6.10 we obtain the logarithmic instability of unique continua-
tion in space-like directions for the wave equation. This had already been noted earlier in
[Jo60] in special geometries by a separations of variables argument and an analysis of the
asymptotic behaviour of Bessel functions. More precisely, the result in [Jo60] states that if
0 < ρ < 1 and k Ê 1, and if for some modulus of continuity ω one has the stability estimate

‖u‖L∞(B1×R) Éω(‖u‖L∞(Bρ×R))

for any solution of (∂2
t −∆)u = 0 in R2 ×R with ‖u‖W k,∞(R2×R) É 1, then ω(t ) & |log t |−k

for t small. Since rays of geometric optics that are tangent to ∂B1 ×R never enter Bρ ×R,
instability results of this kind with L2 based norms can be obtained from Theorem 6.10
together with energy conservation and finite propagation speed.

Remark 6.12. We remark that alternatively, at lower coefficient regularity, an analogue of
[Jo60] could also have been obtaind by a separation of variables argument in combination
with a “blow-up” argument as in Appendix C. This would then lead to the construction of
solutions to Helmholtz-like equations which are perturbations of Bessel functions. Their as-
ymptotic behaviour was analysed in [Jo60] to infer the instability in the constant coefficient
case.

6.2.4. An inverse problem for the transport equation. Up to now we discussed microlocal
instability for linear inverse problems. As a direct example in which the instability of the
geodesic X-ray transform translates into instability of a nonlinear inverse problem, we dis-
cuss an inverse problem for the transport equation.

Let (M , g ) be a compact, non-trapping Riemannian manifold with smooth strictly con-
vex boundary, and consider a potential q ∈C∞(M). Let SM = {(x, v) ∈ T M ; |v | = 1} be the
unit sphere bundle, let X be the geodesic vector field on SM , and consider the boundary
value problem

X u +qu = 0 in SM , u|∂+(SM) = h

where ∂±(SM) = {(x, v) ∈ ∂(SM) ; ∓〈v,ν〉 Ê 0} denote the incoming and outgoing boundary
of SM (ν is the unit outer normal to ∂M). On a fixed geodesic the equation X u + qu = 0
is an ODE d

d t (u(ϕt ))+ q(ϕt )u(ϕt ) = 0 where ϕt denotes the geodesic flow on SM . The
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solution is

u(ϕt (x, v)) = exp

[
−
ˆ t

0
q(ϕs(x, v))d s

]
h(x, v), (x, v) ∈ ∂+(SM).

Consider the boundary map

Λq : C∞
c (∂+(SM)) →C∞(∂−(SM)), Λq h = u|∂−(SM).

This map takes the value of u on the incoming boundary to the value of u in the outgoing
boundary, and is an analogue of the Dirichlet-to-Neumann map in the setting of transport
equations. The mapΛq is equivalent information with the scattering data for the potential
q (see e.g. [PSU12] where q corresponds to the Higgs field Φ).

We have the explicit expression

Λq h(α(x, v)) = exp(−I q(x, v))h(x, v), (x, v) ∈ ∂+(SM),(6.13)

where I q is the geodesic X-ray transform of q , and α : ∂(SM) → ∂(SM) is the scattering
relation defined so that α2 = Id and α is a C∞ diffeomorphism which is an isometric map
with respect to natural weighted L2 spaces on ∂±(SM), see [PU05]. In particular, the ex-
plicit expression shows that Λq is a FIO of order 0 with canonical relation given by the
scattering relation α. It also follows that

‖Λq1 −Λq2‖L2→L2 ∼ ‖exp(−I q1)−exp(−I q2)‖L∞(∂+(SM)).

This shows that, under a priori bounds on q j , one has

‖Λq1 −Λq2‖L2→L2 ∼ ‖I (q1 −q2)‖L∞(∂+(SM)).(6.14)

Thus the (in)stability properties of the inverse problem of recovering q from Λq are the
same as those for the geodesic X-ray transform.

Theorem 6.13. Let (M , g ) be compact and non-trapping with strictly convex boundary and
let q be as above. Then the following instability results hold:

• If (M , g ) is not simple, i.e. if conjugate points are present, but has injective X-ray
transform, there is no Hölder stability in Sobolev norms, i.e. for no choice of s1, s2, s3

with s3 > s2 and α ∈ (0,1] do we have

‖q1 −q2‖H s1 (M) ÉC‖Λq1 −Λq2‖αH s2 (∂+(SM))→H s2 (∂+(SM))

with q1, q2 ∈ K := {q ∈ L2(M) : ‖q‖H s3 (M) É 1}.
• If (M , g ) does not have injective X-ray transform, then both uniqueness and Hölder

stability fail.

Proof. We only prove the first claim, as by virtue of the representation (6.13) the lack of
injectivity of the X-ray transform also implies the lack of injectivity (and hence stability)
for the DtN map.

Assuming that we had Hölder stability in spite of working on a the non-simple manifold
would amount to the existence of s1, s2, s3 ∈Rwith s3 > s2 and α ∈ (0,1] such that

‖q1 −q2‖H s1 (M) ÉC‖Λq1 −Λq2‖αH s2 (∂+(SM))→H s2 (∂+(SM))(6.15)
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for q1, q2 ∈ K := {q ∈ L2(M) : ‖q‖H s3 (M) É 1}. Without loss of generality, we may further
assume that s3 À 1 is as large as necessary (since, if a stability estimate were to hold for a
small s3, it would also hold for a large value of s3).

Now, using the representation formula (6.13), we show that a stability estimate of the
form (6.15) would imply a Hölder stability estimate for the geodesic X-ray transform in the
presence of conjugate points. This, however would contradict Theorem 6.9.

For s3 > 0 sufficiently large, by an expansion of the exponential function, we obtain

‖[exp(−I q1)−exp(−I q2)]h‖H s2 (∂+SM)

É
∞∑

k=1

C (‖q1‖H s3 (M),‖q2‖H s3 (M))

(k −1)!
‖(I q1 − I q2)h‖H s2 (∂+SM)

ÉC (‖q1‖H s3 (M),‖q2‖H s3 (M))‖(I q1 − I q2)h‖H s2 (∂+SM).

Since

‖Λq1 −Λq2‖H s2 (∂+(SM))→H s2 (∂+(SM))

=Cα sup
‖h‖H s2 (∂+SM)=1

‖[exp(−I q1)−exp(−I q2)]h‖H s2 (∂+SM),

(6.15) would thus imply the Hölder stability of the geodesic X ray transform in the presence
of conjugate points, a contradiction. �

Remark 6.14. We note that if (M , g ) is simple, then the geodesic X-ray transform is Lipschitz
stable in suitable Sobolev spaces. Using (6.14) together with Sobolev embedding, then also
implies Lipschitz stability of the inverse transport problem.

APPENDIX A. INSTABILITY FOR LINEAR INVERSE PROBLEMS

In this appendix we complement the results from the main text by giving several insta-
bility results for linear inverse problems based on direct arguments using singular value
decay or abstract smoothing properties. Compared to our strategy in the main part of
the text, the final results will be similar, though in some cases slightly sharper, to those ob-
tained by using the entropy/capacity estimates in Section 3 (which also apply to nonlinear
inverse problems).

Let A : X → Y be a bounded linear operator between two separable Hilbert spaces. We
consider the basic inverse problem for A: given g ∈ Ran(A), find f ∈ X with

A f = g .

In the linear inverse problems that we are interested in, the following conditions will hold:

• A is injective. This means that the inverse problem for A has a unique solution
f ∈ X for any g ∈ Ran(A).

• X is infinite dimensional. This rules out trivial cases, and since A is injective it
implies that Ran(A) (and hence also Y ) is infinite dimensional.
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• A is compact. Then A has a singular value decomposition (see Proposition 2.3)
with singular values (σ j )∞j=1 converging to zero as j → ∞, a singular value or-
thonormal basis (ϕ j ) of X , and an orthonormal set (ψ j ) in Y so that Aϕ j = σ jψ j

and A∗ψ j =σ jϕ j .

The fact that the singular values converge to zero implies that the inverse problem for A
is ill-posed (not Lipschitz stable) in X , i.e. there is no constant C > 0 such that

‖ f ‖X ÉC‖A f ‖Y , f ∈ X .

This follows just by taking f =ϕ j and letting j →∞.
In many cases, one expects that rapid decay of singular values of A : X → Y implies

strong ill-posedness for the corresponding inverse problem. However, the choice of the
compact set K also plays an important role. We remark that for instability results, one
often does not need to know the decay of the full sequence of singular values, but only the
decay on a suitable subspace. This will be exploited in the instability mechanism based on
microlocal smoothing, see Section 6. In contrast, for stability mechanisms lower bounds
are needed for all singular values.

We will next describe three approaches to instability for linear inverse problems, related
to different choices of the compact set K and to smoothing properties/singular value de-
cay of A. The first two approaches consider compact sets K given in terms of some or-
thonormal basisϕ= (ϕ j ) of X and an increasing sequence κ= (κ j ) with 0 < κ1 É κ2 É . . . →
∞. We define the set

K = Kκ,ϕ = { f ∈ X ; ‖ f ‖κ :=
( ∞∑

j=1
κ2

j |( f ,ϕ j )|2
)1/2

É 1}.(A.1)

This set is compact in X , since the inclusion map j : (X ,‖·‖κ) → X is easily shown to be
approximated by finite rank operators. Moreover, this setup is general in the sense that
any compact subset of X is contained in some Kκ,ϕ, as proved in the next lemma:

Lemma A.1. Let H be a separable Hilbert space, let (e j ) j∈N be a fixed (but else arbitrary)
orthonormal basis of H, and let K ⊂ H. Then, K is compact if and only if K is closed and
there exists an increasing, positive sequence (κ j ) j∈N with κ j →∞ such that for any u ∈ K

∞∑
j=1

|(u,e j )|2κ2
j É 1.(A.2)

Remark A.2. Although the characterization of compact sets obtained in Lemma A.1 is very
useful if the singular value bases {ϕ j }, {ψ j } associated with an operator A are known, in
general, there is the obvious caveat, that these bases are not explicitly known (and a com-
putation may not be feasible). Hence, the set Kκ,ϕ may not have an easy characterization in
terms of standard function spaces in general.

Remark A.3. The condition (A.1) can also be viewed as a source type condition. Indeed, this
corresponds to a source condition f =ϕ(A∗A)v with ‖v‖X É 1, with the choice ϕ(σ2

j ) = κ−1
j ,

where the numbers σ j correspond to the singular values of the operator A. We, for instance,
refer to [EHN96] for HÃ¶lder source type conditions, to [Ho00] for logarithmic ones and to
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[MP03] for general ones. In many places, in this subsection, it would be possible to formulate
the results in terms of such source conditions.

Proof of Lemma A.1. We first assume that K is compact. Standard functional analysis ar-
guments then in particular entail that K is closed and bounded. It thus suffices to prove
the existence of an increasing sequence {κ j } j∈N such that all elements u ∈ K obey the
summability condition (A.2). However, compact sets in separable Hilbert spaces can be
characterized by having equi-small tails (see [Me, Proposition 25, Section 12, Chapter 3]),
i.e. for each ε> 0 there exists N ∈N such that for any u ∈ K∑

jÊN
|(u,e j )|2 É ε2.

From this we can however construct the desired sequence {κ j } j∈N (or rather one possible
choice of this sequence). Indeed, considering a sequence εk := 1

k2 , there exists a corre-
sponding sequence Nk ∈N, Nk+1 > Nk , such that for all u ∈ K

∞∑
j=Nk

|(u,e j )|2 < ε2
k = 1

k4
.

In particular, we have that

∞∑
k=1

Nk+1∑
j=Nk

k2|(u,e j )|2 É
∞∑

k=1
k−2 ÉC1.

Hence defining

κ2
j :=

{
1/C1 if j ∈ {1, . . . , N2},
l 2/C1 if j ∈ {Nl , . . . , Nl+1} for l Ê 2,

then yields a possible choice for the increasing sequence κ j . We remark that the sequence
κ j can also be chosen to be strictly increasing by gradually growing from l to l +1 in the
interval j ∈ {Nl , . . . , Nl+1}.

Next we argue that closedness and the growth condition (A.2) characterize compact-
ness. To this end, we argue similarly as in the proof of [Me, Proposition 25]: By bounded-
ness (which follows from (A.2)) and closedness of K , it suffices to show that any sequence
{um}m∈N ⊂ K has a convergent subsequence. However, by boundedness of the sequence
{um}m∈N we have that for any k ∈N the sequence (um ,ek ) is bounded. Hence, for each k
there exists a subsequence {umk }mk∈N such that (umk ,ek ) is convergent. Moreover, we may
assume that for each k ∈ N it holds {umk }mk∈N ⊂ {umk−1 }mk−1∈N. Using a Cantor diagonal
argument and setting vm := umm then yields a sequence such that (vm ,ek ) converges for
each k ∈ N. We claim that {vm}m∈N is the desired convergent subsequence of {um}m∈N.
Indeed, let n, l ∈N to be fixed later. Then,

‖vn − vn+l‖2 É ∑
kÉN

|(vn − vn+l ,ek )|2 +2
∑

k>N
|(vn ,ek )|2 +2

∑
k>N

|(vn+l ,ek )|2.

By assumption, the condition (A.2) holds. In particular, we have that∑
k>N

|(vn ,ek )|2 + ∑
k>N

|(vn+l ,ek )|2 É 2κ−2
N .
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Now, let ε > 0 be arbitary. Choosing N ∈ N so large that κ−2
N É ε2/2 and choosing n ∈ N

so large that for k ∈ {1, . . . , N } it holds that |(vn − vn+l ,ek )| É ε2

2N (which is possible by the
convergence of (vn ,ek ) for all k ∈N), we infer that

‖vn − vn+l‖2 É ∑
kÉN

|(vn − vn+l ,ek )|2 +4κ−2
N É ε2.

This proves the desired convergence of the subsequence under consideration. �

A.1. Compact sets described by a singular value basis. In cases where K = Kκ,ϕ and where
ϕ= (ϕ j ) happens to be a singular value basis for the operator A, the next result completely
characterizes the stability properties of the inverse problem (for typical moduli of conti-
nuity) in terms of the sequences (σ j ) and (κ j ).

Proposition A.4. Let A, σ j , ϕ j be as in Proposition 2.3, and let K = Kκ,ϕ for some sequence
(κ j ) with 0 < κ1 É κ2 É . . . → ∞ as in (A.1). Let also η(t ) be a strictly increasing concave
function so that η(t )/t is nonincreasing.

Then the inverse problem for A in K is η-stable in the sense that

(A.3) ‖ f ‖2
X É η(‖A f ‖2

Y ), f ∈ K ,

if and only if

(A.4) κ−2
j É η((σ j /κ j )2), j Ê 1.

Proof. If (A.3) holds, then choosing f = κ−1
j ϕ j ∈ K yields (A.4). Conversely, assume that

(A.4) holds for some strictly increasing concave function η. Then η−1 is convex. Let f =∑
a jϕ j ∈ K where

∑
κ2

j a2
j = 1, and define c j = κ2

j a2
j . Since

∑
c j = 1, Jensen’s inequality and

(A.4) yield

η−1(‖ f ‖2
X ) = η−1(

∑
a2

j ) = η−1(
∑

c jκ
−2
j ) É∑

c jη
−1(κ−2

j ) É∑
σ2

j a2
j = ‖A f ‖2

Y .

Thus (A.3) holds for any f ∈ K with
∑
κ2

j a2
j = 1. If instead

∑
κ2

j a2
j =λ2 É 1, then (A.3) holds

for f /λ, so

‖ f ‖2
X É η(‖A f ‖2

Y /λ2)

1/λ2
É η(‖A f ‖2

Y )

using that η(t )/t is nonincreasing. �

Example A.5. We can draw some immediate conclusions:

• The inverse problem for A is α-Hölder stable in K (i.e. η(t ) = C tα) if and only if
κ1−α

j σαj Ê c > 0 for j Ê 1. In particular, no matter what the singular values σ j of A

are, if one chooses κ j = σ−s
j for some s > 0 then the inverse problem for A in K will

be Hölder stable. This is the case even if the singular values of A are exponentially
decaying, however then the set K may be restrictively small (similar to a space of
real-analytic functions).

• As a second possible scenario, we consider the case in which the singular values of
A satisfy σ j É e−c jµ , i.e. they are exponentially decaying. Further we choose κ j = j s

for some s > 0 (if (ϕ j ) by chance also corresponds to an eigenbasis of some elliptic
operator, as in Proposition 2.7, then this implies that K is a bounded set in a Sobolev
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type space). In this case, Proposition A.4 implies that the inverse problem for A in
K has at best a logarithmic modulus of continuity. Moreover, if one also has lower
bounds σ j Ê e−c1 jµ for the singular values, the proposition implies that the inverse
problem is indeed logarithmically stable.

The advantage of using a singular value basis to describe K is the fact that the ac-
tion of A on an element f = ∑

a jϕ j can be easily computed. However, the drawback
of this approach is that the relation of the norm used in the definition of K and “stan-
dard norms" such as Sobolev norms is not obvious in general. For example, if X = L2(M)
for a compact n-manifold M , then a more natural choice would be to consider K = { f ∈
H s(M) ; ‖ f ‖H s (M) É 1} for some s > 0, which would correspond to (A.1) with κ j ∼ j s/n but
where the basis (ϕ j ) would consist of the eigenfunctions of the Laplacian on M . However,
the action of A is much harder to compute on a general basis (ϕ j ) than for a singular value
basis.

Analogously to Proposition 2.7, a special case where the singular value basis can be used
to describe standard Sobolev spaces, so that Proposition A.4 applies, is the case where A is
an elliptic operator (see [Ta96, Section 7.10 in vol. II]).

It may also be possible to apply Proposition A.4 in cases where there is very high symme-
try. One such situation, known as “Slepian’s miracle", was discovered by Landau, Pollak,
Slepian, see [SP61] for more information and references on this. However, we will not dis-
cuss these points further, since the other two approaches described below will give more
general instability results.

A.2. Compact sets described by a reference basis. If one is only interested in an instabil-
ity result, i.e. in showing that the inequality

‖ f ‖X Éω(‖A f ‖Y ), f ∈ K ,

can only hold for certain moduli of continuity ω, it is enough to exhibit elements f ∈ K so
that ‖A f ‖Y is relatively small but ‖ f ‖X is not too small. The following result shows that
this is possible whenever K is of the form (A.1) where (ϕ j ) can be any fixed orthonormal
basis (for instance a basis used for defining Sobolev type spaces).

Proposition A.6. Let ϕ = (ϕ j )∞j=1 be a fixed orthonormal basis of X , and let K = Kκ,ϕ as in
(A.1) for some sequence κ with 0 < κ1 É κ2 É . . . and κ j →∞. Define

N (ε) = sup{ j Ê 1; κ j É 1/ε}.

Let A : X → Y be a compact injective operator with singular values σ1 Êσ2 Ê . . .. If

‖ f ‖X Éω(‖A f ‖Y ), f ∈ K ,

then
ω(t ) Ê g−1(t ), t small,

where g (ε) := εσN (ε) is a strictly decreasing function.
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Proof. We first observe that if W is any finite dimensional subspace of X , with dimension
dim(W ) = N , then

(A.5) there is f ∈W \ {0} with ‖A f ‖Y ÉσN‖ f ‖X .

To prove this, let PW be the orthogonal projection to W and note that A f = APW f for any
f ∈ W . The operator APW has at most N nonzero singular values µ1 Ê . . . Ê µN , and they
satisfy

µ j =σ j (APW ) Éσ j (A)σ1(PW ) Éσ j (A).

Thus, choosing f to be a singular vector of APW corresponding to µN yields (A.5).
Next we want to find a finite dimensional subspace W of X , with as large dimension as

possible, so that

(A.6) ‖ f ‖κ É 1

ε
‖ f ‖X , f ∈W.

This is easily arranged by choosing W = {
∑N

j=1 a jϕ j } where N = N (ε), since then

‖ f ‖2
κ =

N∑
j=1

κ2
j |( f ,ϕ j )|2 É 1

ε2

N∑
j=1

|( f ,ϕ j )|2 = 1

ε2
‖ f ‖2

X , f ∈W.

Now let f be the vector in (A.5), scaled so that it satisfies ‖ f ‖X = ε. Then (A.6) gives that
‖ f ‖κ É 1, i.e. f ∈ K , and (A.5) gives that ‖A f ‖Y É σN (ε)‖ f ‖X = σN (ε)ε. The ω-stability of
the inverse problem gives that

εÉω(εσN (ε)),

which proves the result since g (ε) = εσN (ε) is strictly decreasing and hence has an inverse
function. �

Example A.7. In order to use Lemma A.6, one needs to know both upper bounds for κ j and
a decay rate for the singular values σ j . Here are a few examples:

• If κ j ∼ j s for some s > 0 (Sobolev type spaces) and σ j . j−m , then N (ε) ∼ ε−1/s and

g (ε) . ε
s+m

s . If the inverse problem for A in K is ω-stable, Lemma A.6 yields that
ω(t ) Ê ct

s
s+m and thus α-Hölder stability is only possible for αÉ s

s+m .
• If κ j ∼ j s for some s > 0 but the singular values of A are exponentially decaying, i.e.
σ j . e−c jµ for some c,µ> 0, then N (ε) ∼ ε−1/s and

g (ε) = εσN (ε). εe−cε−µ/s
. e−c1ε

−µ/s

for any c1 < c. It follows that ω(t ) Ê c|log t |−s/µ, i.e. logaritmic stability is best possi-
ble in this setting.

The above examples confirm the expectation that rapidly decaying singular values im-
ply strong illposedness, at least when the compact set K is related to a standard Sobolev
space.

A.3. Compact sets described by an interpolation property. Finally, we show instability
results in cases where A satisfies an abstract smoothing property, and K is a bounded set in



On instability mechanisms for inverse problems 75

a space satisfying certain abstract interpolation estimates. The point is that in this setup,
no information about the decay rate of the singular values of A is needed.

Proposition A.8. Let V ⊂ E ⊂ H be infinite dimensional separable Hilbert spaces such that
the inclusion i : V → H is compact, and one has the abstract interpolation inequality

‖u‖E É ‖u‖H g (‖u‖V /‖u‖H ), u ∈V \ {0},

for some C 1 function g : [1,∞) → [0,∞) with g ′ > 0. Let A : H → Y be bounded where Y is a
Banach space, and assume that A is smoothing in the sense that there is a bounded operator
Ā : V ′ → Y extending A so that

Ā(ι(u)) = A(u), u ∈ H ,

where ι : H →V ′ is the natural inclusion with ι(u)(v) = (u, i (v))H for u ∈ H and v ∈V .
Under these assumptions, if A satisfies the stability inequality

‖u‖H Éω(‖Au‖Y ), ‖u‖E É 1,

for some modulus of continuity ω, then there is a sequence t j → 0 with

ω(t j ) Ê 1

g (1/ f −1(t j ))

where f (σ) := ‖Ā‖σ/g (1/σ).

Proof. Since i : V → H is compact and injective, there are orthonormal sets (ϕ j ) ⊂ V and
(ψ j ) ⊂ H such that

i (ϕ j ) =σ jψ j , i∗(ψ j ) =σ jϕ j ,

where the singular values (σ j ) of i satisfy σ1 Ê σ2 Ê . . . > 0 and σ j → 0. The interpolation
inequality implies

‖ψ j‖E É g (‖ψ j‖V ) = g (
1

σ j
‖ϕ j‖V ) = g (

1

σ j
).

We define

u j := ψ j

g (1/σ j )
.

Then ‖u j‖E É 1.
Applying the stability inequality to u j and writing C = ‖Ā‖, we get

‖u j‖H Éω(‖Ā(ι(u j ))‖Y ) Éω(C‖ι(u j )‖V ′).

Now ‖u j‖H = 1
g (1/σ j ) and

‖ι(u j )‖V ′ = sup
‖v‖V =1

(u j , i (v))H = sup
‖v‖V =1

1

g (1/σ j )
(i∗(ψ j ), v)V É σ j

g (1/σ j )
.

Thus we have
1

g (1/σ j )
Éω(Cσ j /g (1/σ j )).
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Writing t j := f (σ j ), it follows that

ω(t j ) Ê 1

g (1/ f −1(t j ))

provided that f −1 is well defined. But the derivative of f is

f ′(σ) =C

(
1

g (1/σ)
+ g ′(1/σ)

σg (1/σ)2

)
> 0,

so f is strictly increasing and f −1 is well defined. �

Example A.9. To illustrate the proposition, we have the following results:

• Let V = X s+m ,E = X s+δ, H = X s where X t are Sobolev type spaces satisfying the in-
terpolation inequality

‖u‖X s+δ É ‖u‖1−δ/m
X s ‖u‖δ/m

X s+m

such that X s+m ⊂ X s is compact. Then one can take g (t ) = tδ/m and f (σ) =σ1+δ/m .
The conclusion of Proposition A.8 is that

ω(t j ) Ê t
δ

m+δ
j , t j → 0.

The fact that A extends as a map V ′ → Y , where the dual of V = X s+m is taken with
respect to H = X s , can be interpreted so that A is smoothing of order m. In particular,
if A is smoothing of infinite order, no Hölder stability bound is possible.

• Let H = `2 = {x = (x1, x2, . . .)}, let E be the Sobolev space ‖x‖E = (
∑

j 2s x2
j )1/2, and let

V be the real analytic type space

‖x‖V = (
∑

e2β j x2
j )1/2

where s,β > 0. The inclusion V ⊂ H is compact. If
∑

x2
j = 1, applying Jensen’s

inequality with convex function h(t ) = exp(2βt 1/(2s)), which has inverse h−1(y) =
( 1

2β log(y))2s , implies that

h(
∑

j 2s x2
j ) É∑

x2
j h( j 2s)

and therefore

‖x‖2
E É h−1(

∑
x2

j h( j 2s)) = h−1(
∑

x2
j e2β j ),

∑
x2

j = 1.

By homogeneity, this shows that

‖x‖E É ‖x‖H (
1

β
log(‖x‖V /‖x‖H ))s .

Thus one can choose g (t ) = ( 1
β

log(t ))s and f (σ) = σ( 1
β

log(1/σ))−s . Since f (σ) be-
haves almost like σ, the conclusion of Proposition A.8 implies that ω(t ) cannot be
much better than |log t |−s . We remark that similar Jensen type inequalities had al-
ready been used in the 70s and 80s. As an non-exhaustive set of references we point
to [TV82, LV85, LV85, MP85] and the literature mentioned therein.
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A.4. Comparison between different instability results. In the next example we compare
the entropy based instability results from Section 3 to the alternative linear instability
results in Appendix A. We consider an abstract inverse problem where the forward map
A = (−∆g +1)−m/2 is a linear elliptic pseudodifferential operator on a closed manifold. It
turns out that Proposition A.4 gives a sharp characterization for α-Hölder stability and
instability, whereas Propositions A.6 and A.8 and Lemma 3.7 give the same almost sharp
instability result. Thus at least in this example the entropy based methods of Section 3 give
the optimal instability result except for missing the endpoint exponent.

Let (M , g ) be a closed connected smooth n-manifold, and let (ϕ j )∞j=0 be an orthonormal

basis of L2(M) consisting of eigenfunctions of the Laplacian such that −∆gϕ j =λ jϕ j with
λ0 = 0 and λ j ∼ j 2/n for j Ê 1. Let m > 0 and define

A : L2(M) → L2(M), Au = (−∆g +1)−m/2u =
∞∑

j=0
(1+λ j )−m/2(u,ϕ j )ϕ j .

Then A has singular values σ j = (1+λ j−1)−m/2 ∼ 〈 j 〉−m/n by Weyl asymptotics (Theorem
2.6), and the entropy numbers satisfy e j ∼ 〈 j 〉−m/n using Lemma 3.9. Consider a compact
set

K = {u ∈ H l (M) ; ‖u‖H l (M) É 1}.

Then K = Kϕ,κ with κ j = (1+λ j )l/2 ∼ 〈 j 〉l/n .
We can say the following about the α-Hölder stability for the inverse problem for A in

K :

• By Proposition A.4 (see Example A.5) the problem is α-Hölder stable if and only if
l (1−α)−mα> 0, i.e. α< l

l+m .
• By Proposition A.6 (see Example A.7) the problem can only be α-Hölder stable if
αÉ l

l+m .
• By Proposition A.8 (see Example A.9) the problem can only be α-Hölder stable if
αÉ l

l+m .

• By Lemma 3.7, since A(K ) lies in a bounded subset of H l+m , the problem can only
be α-Hölder stable if αÉ l

l+m .

APPENDIX B. PROOFS OF SOME RESULTS IN SECTION 2

In this section we present the proofs of some statements from Section 2. We begin with
a lemma related to Gevrey spaces.

Lemma B.1. Let (M , g ) be a closed smooth n-manifold, let 1 Éσ<∞ and ρ > 0.

(a) u ∈Gσ(M) if and only if there are C ,R > 0 such that

(B.1) ‖(−∆g )t u‖L2 ÉC R2t (2t )2tσ, t Ê 0.

(b) If u ∈ Aσ,ρ(M), then u ∈Gσ(M) and

‖(−∆g )t u‖L2 É ‖u‖Aσ,ρ(M)R
2t (2t )2tσ, t Ê 0,

for any R ÊC0(σ/ρ)σ where C0 > 0 only depends on (M , g ).
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(c) If u ∈Gσ(M) satisfies (B.1), then u ∈ Aσ,ρ(M) for any ρ É c0R−1/σ and

‖u‖Aσ,ρ(M) É c1C

where c0,c1 > 0 depend on (M , g ), n and σ, and c1 also depends on R.

Proof. (a) Let first k Ê 0 and 0 É l É k −1. Recall that ∇ denotes the covariant derivative
induced by the Levi-Civita connection (M , g ) and that |∇l u| denotes the g -norm of the l -
tensor field ∇l u, see e.g. [Be87]. Using the facts that ∆v = trg ∇2v and that trg (the g -trace
with respect to given two indices) commutes with the covariant derivative ∇, we have

|∇l∆k−l u| = |∇l trg ∇2∆k−l−1u| = |trg ∇l+2∆k−l−1u| É n1/2|∇l+2∆k−l−1u|.
In the last step we used Cauchy-Schwarz. Using this repeatedly gives

|∆k u| É n1/2|∇2∆k−1u| É . . . É nk/2|∇2k u|.
Now if u ∈Gσ(M) with ‖∇k u‖L∞(M) ÉC0Rk

0 kσk for k Ê 0, the previous inequality gives

‖∆k u‖L2 ÉC0 Volg (M)1/2(n1/4R0)2k (2k)2σk , k Ê 0.

This proves (B.1) when t is an integer. If 0 É t É 1 then (B.1) is trivial, and if t Ê 1 then
t = kθ for some k ∈Z+ and θ Ê 1/2, so that

‖∆t u‖L2 É ‖u‖1−θ
L2 ‖∆k u‖θL2 ÉC R t (2k)2σt ÉC (Rθ−2σ)t (2t )2σt .

We have proved (B.1) for all t Ê 0. Conversely, if (B.1) holds then by Sobolev embedding
and elliptic regularity

‖∇2k u‖L∞ ÉC0‖u‖H 2k+2n ÉC0C k
1 (‖u‖L2 +‖(−∆g )k+nu‖L2 )

where C0,C1 > 0 only depend on (M , g ) and n. Thus one gets ‖∇2k u‖L∞ É C̃ R̃2k (2k)2σk for
some C̃ , R̃ > 0, showing that u ∈Gσ(M).

(b) Let u ∈ Aσ,ρ(M). Then u ∈C∞(M), and for t Ê 0

(−∆g )t u =
∞∑

j=0
λt

j (u,ϕ j )ϕ j .

Consequently, using the Weyl asymptotics λ j ÉC0 j 2/n (Theorem 2.4),

‖(−∆g )t u‖2
L2 =

∞∑
j=0

λ2t
j |(u,ϕ j )|2 ÉC 2t

0 (sup
jÊ0

j 2t/ne−ρ j 1/(nσ)
)2‖u‖2

Aσ,ρ .

The function f (s) = s2t/ne−ρs1/(nσ)
obtains its maximum over s Ê 0 when s = (2tσ/ρ)nσ.

Thus we obtain
‖(−∆g )t u‖L2 ÉC t

0(2tσ/ρ)2tσe−2tσ‖u‖Aσ,ρ .

(c) Let u ∈Gσ(M) satisfy (B.1). We observe that for any t Ê 0

(u,ϕ j )L2 =λ−t
j (u, (−∆g )tϕ j )L2 =λ−t

j ((−∆g )t u,ϕ j )L2 .

Using (B.1), the Weyl asymptotics λ j Ê c0 j 2/n and the normalization ‖ϕ j‖L2 = 1, we get

|(u,ϕ j )|L2 É (c0 j 2/n)−tC R2t (2t )2tσ.
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The function f (s) = ( R
c1/2

0 j 1/n )s ssσ is minimal over s Ê 0 when s = 1
e (

c1/2
0 j 1/n

R )1/σ. Thus choos-

ing t = t0 := 1
2e (

c1/2
0 j 1/n

R )1/σ gives

|(u,ϕ j )|L2 ÉCe−2σt0 ÉCe−c j 1/(nσ)

with c = σ
e (c0)

1
2σ R−1/σ. Thus if ρ É c/2, one has

‖u‖2
Aσ,ρ(M) ÉC 2

∞∑
j=0

e2ρ j 1/(nσ)
e−2c j 1/(nσ) ÉC 2

∞∑
j=0

e−c j 1/(nσ) =C 2c2
1

where c1 only depends on (M , g ), n, σ and R. �

As the final part of this section, we present a proof of the Weyl law in Theorem 2.6 using
semiclassical calculus following [Zw12, Section 14.3].

Proof of Theorem 2.6. By passing to A∗A we may assume that A is self-adjoint and non-
negative. Let λ1 Ê λ2 Ê . . . Ê 0 be the eigenvalues of A on L2(M). We wish to count the
number of eigenvalues that are Ê ε= hm , where h > 0 is a semiclassical parameter. In or-
der to do this we will relate A to the semiclassicalΨDO hmOph(a) where Oph denotes Weyl
quantization, and estimate the eigenvalues of the latter by using semiclassical analysis.

First note that the operator A is a classical self-adjoint ΨDO of order −m. Thus there is
ã ∈C∞(T ∗M \ {0}), real and homogeneous of degree −m in ξ, so that

a(x,ξ) := (1−ψ(x,ξ))ã(x,ξ)

is a principal symbol for A. Here ψ(x,ξ) = ψ̃(|ξ|g (x)) where ψ̃ ∈ C∞
c (R) is a function with

0 É ψ̃ É 1, ψ̃ = 1 near 0, and ψ̃(t ) = 0 for |t | Ê 1. We now use the fact that Oph(b(x,ξ)) =
Op(b(x,hξ)) together with the homogeneity of ã and support properties ofψ, which yields
that for h > 0 small

hmOph(a) = Op((1−ψ(x,hξ))ã(x,ξ)) = Op((1−ψ(x,hξ))a(x,ξ)).

This implies that

(B.2) hmOph(a) = A− AOph(ψ)+R

where R is a ΨDO in Ψ−m−1, which depends on h but has uniform bounds with respect to
h small. The equation (B.2) is the desired relation between A and Oph(a).

Next let B be any semiclassical ΨDO on M of negative order, so that B is compact on
L2(M). We wish to estimate the counting function for the singular valuesσ j (B). By passing
to B∗B , we may assume that B is self-adjoint and nonnegative and it is enough to study
its eigenvalues. Given any χ ∈ C∞

c (R), as in [Zw12, Section 14.3] there is a semiclassical
ΨDOχ(B) with eigenvaluesχ(λ j (B)) (as an operator on L2(M)) and principal symbol χ(b),
where b is a principal symbol for B . The Weyl law follows by computing the trace of χ(B)
in two ways. First, by functional calculus one has

Tr(χ(B)) =
∞∑

j=1
χ(λ j (B)).
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On the other hand, by expressing the trace in terms of the Schwartz kernel of χ(B) which
has principal symbol χ(b), one has (see [Zw12, proof of Theorem 15.3])

Tr(χ(B)) = (2πh)−n
ˆ

T ∗M
χ(b(x,ξ))dVT ∗M +O(h1−n).

Combining the previous two identities, we obtain the Weyl law

(B.3)
∞∑

j=1
χ(λ j (B)) = (2πh)−n

ˆ
T ∗M

χ(b(x,ξ))dVT ∗M +O(h1−n)

where the implied constant depends on χ.
Finally we invoke the noncharacteristic assumption for A, which ensures that |a(x,ξ)| Ê

c|ξ|−m for |ξ| Ê 1 in a conic neighborhood of some (x0,ξ0). Since |a(x,ξ)| É C |ξ|−m for
|ξ| Ê 1, we have that V (ε) := (2π)−n

´
{|a|Êε} is finite and satisfies V (ε) ∼ ε−n/m as ε → 0.

Given ε, choose χ = χε ∈ C∞
c (R) so that 0 É χ É 1, χ(t ) = 1 for 2ε É t É ‖Oph(a)‖, and

χ(t ) = 0 for t É ε. It follows from (B.3) that

#{k ; σk (Oph(a)) Ê ε} ÊV (2ε)h−n +O(h1−n)

with implied constant depending on ε. Moreover, applying (B.3) to Oph(ψ), we see that

#{k ; σk (Oph(ψ)) > 0} ∼ h−n .

In particular σk (Oph(ψ)) = 0 for k ÊC1h−n . We now apply the Weyl inequality for singular
values to the identity (B.2), which gives

(B.4) σ j+k+l (hmOph(a)) Éσ j (A)+σk (AOph(ψ))+σl (R).

The middle term on the right is zero if k ÊC1h−n , and the last term is ÉC2l−
m+1

n by Theo-
rem 3.14.

We now start fixing the various parameters. Fix ε0 > 0 so that V (2ε0)/2−4C1 Ê 1, and

choose h0 > 0 so small that for 0 < h É h0 one has C2(C1)−
m+1

n h É ε0/2 and

#{k ; σk (Oph(a)) Ê ε0} Ê 1

2
V (2ε0)h−n .

Also choose k with C1h−n < k É 2C1h−n , and take l = k. We obtain from (B.4) that

σ j+2k (hmOph(a)) Éσ j (A)+C2k−m+1
n Éσ j (A)+C2(C1)−

m+1
n hm+1.

It follows that for 0 < h É h0, one has

#{ j ; σ j (A) Ê (ε0/2)hm} Ê #{ j ; σ j+2k (Oph(a))−C2(C1)−
m+1

n h Ê ε0/2}

Ê #{ j ; σ j+2k (Oph(a)) Ê ε0}

= #{ j ; σ j (Oph(a)) Ê ε0}−2k

Ê 1

2
V (2ε0)h−n −4C1h−n

Ê h−n .
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This implies that #{k ; σk (A) Ê ε}& ε−n/m . Writing (B.2) as A = hmOph(a)+ AOph(ψ)−R
and arguing similarly as above, we also obtain #{k ; σk (A) Ê ε}. ε−n/m . This proves that
σk (A) ∼ k−m/n . �

APPENDIX C. CARLEMAN ESTIMATES AND HÖLDER INSTABILITY OF INTERIOR UCP

In this section, we prove the optimality of Hölder stability estimates for the problem of
interior unique continuation for uniformly elliptic equations with Lipschitz regular met-
rics. Further, as a complementary result to the exponential decay estimates from the pre-
vious sections in the main part of the text, we show that Carleman estimates can be used to
infer lower bounds on the singular values. Combined with corresponding upper bounds
(which can be inferred through regularity of the underlying operator as illustrated above),
this can lead to (up to constants) optimal bounds.

C.1. Instability of unique continuation in the interior. In this section we discuss the in-
stability of the unique continuation property from the interior for (Lipschitz) continuous
metrics. In this context, for comparison, the positive statement reads as follows:

Proposition C.1 (Theorem 1.7 in [ARRV09]). Let ai j ∈C 0,1(B2,Rn×n+ ) be a uniformly elliptic
tensor field and u : B2 →R a solution to

∂i ai j∂ j u = 0 in B2.

Then, for 0 < r1 < r < r2 É 1 there exist constants C > 0, α ∈ (0,1) which only depend on the
ellipticity constants of ai j , the dimension n and the quotients r

r1
, r

r2
such that

‖u‖L2(Br ) ÉC‖u‖αL2(Br1 )‖u‖1−α
L2(Br2 ).(C.1)

As one can, for instance, note by considering an expansion into spherical harmonics,

the estimate (C.1) is clearly optimal for the Laplacian ai j = δi j with α = log
( r2

r

)
log

(
r2
r1

) . However,

as in the previous sections, one may ask whether the modulus of continuity given byω(t ) =
C tα with α ∈ (0,1) is optimal for general metrics ai j .

For simplicity, (but essentially without loss of generality), in the sequel, we only consider
the case in which r1 = r

2 and r2 = 2r . In the context of our instability arguments, one main
source of interest in the stability question for unique continuation in the interior stems
from the fact that the restrictions

L2(B2r ) 3 u 7→ (u|B r
2

,u|Br ) ∈ L2(B r
2

)×L2(Br ),

are both strongly compressing (even for metrics ai j which are only bounded), and yet the
stability estimate in Proposition C.1 is of Hölder and not of logarithmic type. This is due
to the fact that in the estimate (C.1) there are compensation effects between the estimates
in the different balls. Hence, it will turn out that in contrast to the logarithmic bounds in
the UCP up to the boundary, in the interior uniqueness setting the Hölder estimates are
indeed optimal. In particular, proving this will (at least indirectly) require both upper and
lower singular value bounds.
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In order to simplify our notation, in the sequel, we will make the following normaliza-
tion assumptions:

(A1) the metric ai j is uniformly elliptic with ai j (0) = δi j ,
(A2) ai j ∈C 0,1(Rn ,Rn×n) with [ai j ]C 0,1 Éµ for µ ∈ (0,1) sufficiently small.

The first condition can always be satisfied by scaling and an affine change of coordinates.
The second assumption could be weakened and is mainly used in the Carleman estimate,
see [KT01].

Under these conditions, we obtain the following instability result:

Theorem C.2. Let ai j satisfy the conditions (A1), (A2) and let u : B4 →R be a solution to

∂i ai j∂ j u = 0 in B4,(C.2)

where ai j ∈C 0,1(B4,Rn×n+ ) is uniformly elliptic. Suppose that for some modulus of continu-
ity ω :R+ →R+

‖u‖L2(B 1
4

)

‖u‖L2(B 1
2

)
ÉCω

‖u‖L2(B 1
8

)

‖u‖L2(B 1
2

)

 .(C.3)

For each ν> 0 there exists a small constant µ> 0 such that if the condition (A2) holds with

this choice of µ, then ω(t ) ÊCν,n t
1
2+ν.

In order to prove these optimality estimates, using that by (A1) we have ai j (0) = δi j , we
construct solutions u to ∂i ai j∂ j u = 0 of the form

u`(x) = |x|`H`(
x

|x| )+R`(x),

where H`( x
|x| ) denotes a spherical harmonic of degree ` and R` is an error contribution

which decays sufficiently fast.
In order to implement the explained strategy, we first show that any spherical harmonic

can be achieved as a blow-up of a suitable solution to our elliptic equation:

Proposition C.3. Let ai j satisfies the conditions (A1), (A2) and let ` ∈N and δ ∈ (0, 1
2 ). Then,

there exists Cδ > 0 such that for any ` Ê 1 there is a solution u`(x) = |x|`H`( x
|x| )+R`(x) to

∂i ai j∂ j u = 0 in B1 with

‖R`‖L2(Br ) ÉCµr n+`+1−δ for any r ∈ (0,3/4).

We prove this result by duality to a uniqueness result which follows as a consequence
of a suitable L2 Carleman estimate. We begin by stating this estimate. A reference for this
type of result can for instance be found in [KT01, Theorem 5]. Instead of the weight from
[KT01, Section 6] here use a (slightly convexified) radial perturbation of ϕ̃(x) := log |x|.
Apart from this modification of the leading part of the Carleman weight, the construction
of ϕ still essentially follows as in [KT01, Lemma 6.1].

Proposition C.4 ([KT01]). Let ai j be as in Theorem C.2. Let u ∈C 2
0 (B4) be a solution to

∂i ai j∂ j u = f in Rn ,
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where f ∈ L2(Rn). Then, there exists ϕ(x) = ψ(|x|) which is comparable to log(|x|), τ0 > 0
and C > 0 such that for all τÊ τ0 and all f we have

τ‖eτϕ|x|−1u‖L2(Rn ) +‖eτϕ∇u‖L2(Rn ) ÉC‖eτϕ|x| f ‖L2(Rn ).(C.4)

We remark that the estimates could be strengthened using convexity/concavity (de-
pending on the sign of τ). As this does not provide substantially better estimates for our
application, we do not address this further.

Relying on this estimate, we now address the proof of Proposition C.3.

Proof of Proposition C.3. We prove existence by duality to the uniqueness result from the
Carleman estimate.

Step 1: Setting. We begin by defining the following functional analytic set-up: ForΩ⊂Rn

and τ ∈R, τÊ τ0, fixed, we set

‖u‖L2
τ(Ω) := ‖eτϕ|x|−1u‖L2(Ω),

‖u‖H 1
τ (Ω) := ‖eτϕ|x|−1u‖L2(Ω) +τ−1‖eτϕ∇u‖L2(Ω).

We define H 1
τ,0(Ω) :=C∞

0 (Ω\ {0})
H 1
τ (Ω)

. Both H 1
τ (Ω) and H 1

τ,0(Ω) are Banach spaces.
We now observe that the sought for function R` is supposed to satisfy the equation

∂i ai j (x)∂ j R`(x) =−∂i (ai j (x)−δi j )∂i (|x|`H`(
x

|x| )) in B1,

and the bound

‖R`‖L2(Br ) ÉCr n+`+1−δ for r ∈ (0,1) and δ> 0.

We use the Carleman estimate from Proposition C.4 in order to construct such a function.

Step 2: Duality argument.
In the functional set-up from above, the Carleman estimate from Proposition C.4 then

reads

τ‖u‖L2
τ(Rn ) +‖u‖H 1

τ (Rn ) ÉC‖|x|∂i ai j∂ j u‖L2
τ(Rn ).(C.5)

Abbreviating L := ∂i ai j∂ j , we now define the map

T : (L2
τ(B1)) ⊃ |x|LC∞

0 (B1 \ {0}) →R,

|x|Lu 7→ −(∂i u, (ai j −δi j )∂i (|x|`H`(
x

|x| )))L2(B1)).

Due to the Carleman estimate (C.5), this is well-defined. Further, the map defines a bounded
functional on L2

τ(B1(0)):

|(∂i u, (ai j −δi j )∂i (|x|`H`(
x

|x| ))L2(B1))|

É ‖u‖H 1
τ (B1)‖e−τϕ(ai j −δi j )∂i (|x|`H`(

x

|x| ))‖L2(B1)

ÉC‖eτϕ|x|Lu‖L2(B1)‖e−τϕ(ai j −δi j )∂i (|x|`H`(
x

|x| ))‖L2(B1).
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Hence, as a map on the vector space U := |x|LC∞
0 (B1\{0}) ⊂ (L2

τ(B1)), the map T is bounded
with

‖T ‖U∗ ÉC‖e−τϕ(ai j −δi j )∂i (|x|`H`(
x

|x| ))‖L2(B1).(C.6)

Below, we will choose τÊ 0 such that the right hand side of (C.6) is bounded. Now by the
Hahn-Banach theorem, T can be extended to a functional on L2

τ(B1) without increasing
its operator norm. Thus, by the Riesz representation theorem there exists an element R̃ ∈
L2
τ(B1) such that

‖T ‖(L2
τ(B1))∗ = ‖R̃‖L2

τ(B1),

and

T (|x|Lψ) = (R̃, |x|Lψ)L2
τ(B1) for all ψ ∈C∞

0 (B1 \ {0}).

As a consequence, by definition of the functional T , for all u ∈C∞
0 (B1 \ {0}),

− (∂ j u, (ai j −δi j )∂i (| · |`H`(
x

|x| )))L2(B1) = T Lu =−(∂ j (e2τR̃), ai j∂i u)L2(B1).

As a consequence, the function R(x) := e2τϕ(x)R̃(x) solves the equation

∂i ai j (x)∂ j R(x) = ∂i (ai j −δi j )∂i (|x|`H`(
x

|x| )) in B1.

Moreover, by the estimates (C.6), we have

τ‖e−τϕ|x|−1R‖L2(Br ) É ‖R̃‖L2
τ(Br ) É ‖R̃‖L2

τ(B1)

ÉC‖e−τϕ(ai j −δi j )∂i (|x|`H`(
x

|x| ))‖L2(B1).

Now choosing τ= `+n −δ for some δ> 0 yields the bound

τr−`−n−1+δ‖R‖L2(Br ) ÉC‖e−τϕ(ai j −δi j )∂i (|x|`H`(
x

|x| ))‖L2(B1)

ÉCµ(1+`),

which implies the desired result for r ∈ (0,1). �

With Proposition C.3 in hand, the proof of Theorem C.2 is now immediate.

Proof of Theorem C.2. We insert the solutions from Proposition C.3 into equation (C.3).
Using that

‖| · |`H(
·
| · | )‖L2(Br ) =

1

`+n +1
r `+n+1,

we have that for ` ∈N such that CµÊ 1
`+n+1 it holds

C`,n,µ2−`−n−1+δ Éω(
C`,n,µ

`+n +1
4−`−n),



On instability mechanisms for inverse problems 85

which implies that ω(t ) Ê Cn,δ,µt
`+1−δ+n

2(`+n) for all t Ê 0. Since `+1+n−δ
2(`+n) → 1

2 for `→ 0, for any

given ν > 0, it is always possible to derive a lower bound of the form ω(t ) Ê Cν,n t
1
2+ν, if

µ> 0 (in condition (A2)) is chosen sufficiently small. �

C.2. Carleman estimates imply lower bounds on singular values. Next, we illustrate that
quantitative propagation of smallness estimates (which can, for instance, be obtained by
means of Carleman estimates) provide robust tools for deducing singular value bounds.

Proposition C.5 (Lower bounds on the singular values). Let A : H s
W

→ L2(Ω) be a com-

pact, injective operator with dense range and with the singular values σk . Let A∗ denote its
Hilbert space adjoint. Assume that for some constants C ,µ> 0

‖v‖L2(Ω) ÉCe
C

( ‖v‖
L2(Ω)

‖v‖H−s (Ω)

)µ
‖A∗v‖H s

W
.(C.7)

Then,

σ j ÊCe−C jµs
.

Proof. Let {ϕ j } j∈N denote the Dirichlet eigenfunctions of the Laplacian on Ω; note that
they form a complete orthonormal system in L2(Ω). Then,

‖ϕ j‖L2(Ω)

‖ϕ j‖H−s (Ω)
∼ j s .(C.8)

Using a max-min principle for self-adjoint operators with lower bound, we have that

σ2
j = sup

ψ1,...,ψ j

inf
ψ∈span{ψ1,...,ψ j },‖ψ‖L2(Ω)=1

(ψ, A A∗ψ)L2(Ω)

Ê inf
ψ∈span{ϕ1,...,ϕ j },‖ψ‖L2(Ω)=1

(ψ, A A∗ψ)L2(Ω).

Here the functions ϕ j denote the eigenfunctions of the Dirichlet Laplacian. Thus, using
the quantitative unique continuation result (C.7) together with (C.8), we obtain

σ2
j Ê inf

ψ∈span{ϕ1,...,ϕ j },‖ψ‖L2(Ω)=1
(ψ, A A∗ψ)L2(Ω)

= inf
ψ∈span{ϕ1,...,ϕ j },‖ψ‖L2(Ω)=1

(A∗ψ, A∗ψ)H s
W

Ê inf
ψ∈span{ϕ1,...,ϕ j },‖ψ‖L2(Ω)=1

‖ψ‖L2(Ω)e
−C

( ‖ψ‖
L2(Ω)

‖ψ‖H−s (Ω)

)µ

ÊCe−C j sµ
.

This concludes the proof. �

APPENDIX D. GEVREY WAVE FRONT SETS AND OSCILLATORY INTEGRALS

In this section, we recall the basic definitions of Gevrey wave front sets, Gevrey pseudo-
differential operators and of the asscoiated oscillatory integrals. More detailed informa-
tion on these results (including the proofs) can be found in [Ro93]. The results from this
section are mainly used in Section 6 on the microlocal smoothing properties.
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D.1. Gevrey wave front sets and smoothing operators. We will use the definitions from
Section 2.6. Let U ⊂ Rn be open. It is possible to endow the space Gσ(U ) with a Fréchet
topology. More precisely, for f ∈Gσ(U ) and a sequence ( fk )∞k=1 we have fk → f if for every
K ⊂U compact, there exists a sequence εk → 0, εk > 0, such that for some CK > 0

sup
x∈K

|∂α( fk − f )(x)| É εkC |α|+1
K |α|σ|α|, for α ∈ (N∪ {0})n .

If σ> 1 then Gσ
c (U ) has a natural inductive limit topology, see [Ro93, Section 1.4].

As the dual object of Gσ(U ), for σÊ 1 we define E ′
σ(U ) = (Gσ(U ))′. For σ> 1, we further

set D′
σ(U ) = (Gσ

c (U ))′. Elements in D′
σ(U ) are called Gevrey ultradistributions.

Now it is possible to give meaning to the Gσ wave front set:

Definition D.1. Let σ > 1, u ∈ D′
σ(U ) and (x0,ξ0) ∈ Rn × (Rn \ {0}). Then, (x0,ξ0) is not in

W FG ,σ(u) if there existsϕ ∈Gσ
c (U ) withϕ(x0) 6= 0 and an open cone C ⊂Rn \{0} with ξ0 ∈C

and a constant C > 0 such that

|F (ϕu)(ξ)| ÉC (C N )N 〈ξ〉−N /σ for all ξ ∈C , N ∈N∪ {0}.

With this in hand, we recall the notion of Gσ symbols and their associated pseudodif-
ferential operators (but will mainly rely on consideration for wave front sets in our ar-
guments). The Gσ symbols can be thought of as the analogue of classical C∞ symbols,
satisfying additional quantitative estimates.

Definition D.2 (Definition 3.3.1 in [Ro93]). Let U ⊂ Rn be open and σ Ê 1. We define the
symbol class Sm

σ (U ) to be the set of all p(x,ξ) ∈C∞(U ×Rn) such that for all K ⊂U compact
there exist constants CK ,B > 0 such that

|∂αx ∂βξp(x,ξ)| ÉC |α|+|β|+1
K |α|σ|α||β||β|〈ξ〉m−|β|, α,β ∈ (N∪ {0})n and 〈ξ〉 Ê B |β|σ.

Given a symbol p(x,ξ) ∈ Sm
σ (U ), we define an associated pseudodifferential operator

p(x,D): For u ∈C∞
c (U ) we set

p(x,D)u(x) :=
ˆ

Rn

ˆ

Rn

e iξ·(x−y)p(x,ξ)u(y)dξd y,

where the integral is interpreted as an oscillatory integral. We denote the set of these pseu-
dodifferential operators byΨm

σ (U ) and defineΨ−∞
σ (U ) := ⋂

m∈R
Ψm
σ (U ). The operators in the

classΨ−∞
σ (U ) areσ-smoothing in the sense that they extend as maps from E ′

σ(U ) to Gσ(U )
(see [Ro93, Proposition 3.2.11]). We remark that as in the C∞ setting the Schwartz kernel
theorem is available which can be used to investigate linear operators and their regularity
properties. In particular, σ-smoothing operators correspond to operators with kernels in
Gσ(U ×U ) (see [Ro93, Chapter 1.5]).

Pseudodifferential operators in the classΨm
σ (U ) are continuous as maps between Gσ

c (U )
and Gσ(U ) (see Theorem 3.2.3 in [Ro93]) and also between the usual Sobolev classes (see
for instance Theorem 3.1 in [HR01]), and they satisfy the usual composition and adjoint
formulas (see for instance Theorems 3.4.12 and 3.4.13 in [Ro93]).
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D.2. Oscillatory integrals and their wave front sets. As a useful result for our applica-
tions, we observe the following estimate for the (analytic or Gevrey) wave front set of os-
cillatory integrals. We also refer to [CZ90] for a thorough discussion of oscillatory integrals
in the Gevrey setting.

Proposition D.3. Let k,n ∈N and let a(x,θ) ∈ Sm(Rn ,Rk ). Let

Iφ(x) =
ˆ

Rk

e iφ(x,θ)a(x,θ)dθ

be an oscillatory integral with an analytic in (x,θ), one-homogeneous (in θ) phase φ and
an analytic amplitude a in (x,θ). Then,

W FA(Iφ) ⊂ {(x,φ′
x(x,θ)) : (x,θ) ∈Ω×Rk and φ′

θ(x,θ) = 0} =: Cφ,

where Ω ⊂ Rn is an open set. An analogous result holds true if analyticity is replaced by
σ-Gevrey regularity, σ> 1.

This result is standard in the smooth setting, but becomes particularly useful for our
purposes in the context of the Gevrey microlocal smoothing properties of Fourier integral
operators such as for instance the Radon transform.

In the setting of the spaces Gσ with σ > 1 non-trivial, there exist smooth cut-off func-

tions, e.g. f (x) = exp(−|x|− 1
σ−1 ). For σ= 1 only families of nearly analytic cut-off functions

can be obtained:

Lemma D.4 (Lemma 1.1 in Chapter 5 in [Tr80]). There exists a constant C∗ > 0 depending
only on the space dimension n such that for all U ⊂ Rn open, for all d > 0 and N > 0 there
exists a family ψN ∈C∞(Rn) with the property that

• 0 ÉψN É 1,
• ψN = 1 in U , and ψN (x) = 0 if dist(x,U ) > d,

• |DαψN | É
(

C∗N
d

)|α|
for all α ∈Zn , |α| É N .

With Lemma D.4 in hand, we provide the proof of Proposition D.3:

Proof of Proposition D.3. The proof follows as, for example, in [So17, Theorem 0.5.1] where
all cut-offs are replaced by the ones from Lemma D.4. As we used this result in Section
6, we present the details of the argument (but only consider the analytic case since the
Gevrey case closely mirrors the smooth setting with smooth cut-off functions being re-
placed by Gevrey cut-off functions).

The well-definedness of the oscillatory integral follows from the standard arguments
and does not use analyticity. Hence, we only discuss the estimates for the wave front set.
To this end, we seek to prove that

|I (ξ)| :=
∣∣∣∣ˆ ˆ e i (φ(x,θ)−x·ξ)χx0,N (x)a(x,θ)dθd x

∣∣∣∣
É (C N )N (1+|ξ|)−N

(D.1)



88 H. Koch, A. Rüland & M. Salo

for every N ∈ N and (x,ξ) ∈ Rn ×Rk such that (x,ξ) ∉ Cφ. Here χx0,N denotes a cut-off
function as in Lemma D.4 which localizes around a point x0 ∈ Rn . In order to infer (D.1),
we localize further by using a partition of unity consisting of the cut-off functionsχN , j (θ) =
χN ,1(2− j |θ|) with supp(χN ,1(x)) ⊂ {2−1 É |θ| É 2} if j Ê 1, and j ∈ N and supp(χN ,0) ⊂ B4.
Here the functions χN ,1 are as in Lemma D.4 (which ensures that also the functions χN , j

satisfy suitable Cauchy bounds for derivatives up to order N ). Then,

|I (ξ)| É
∞∑

j=0

∣∣∣∣ˆ ˆ e i (φ(x,θ)−x·ξ)χx0,N (x)χN , j (θ)a(x,θ)dθd x

∣∣∣∣ .

Hence, in order to infer (D.1), after changing coordinates, it suffices to bound∣∣∣∣ˆ ˆ e i (2 jφ(x,θ)−x·ξ)χx0,N (x)χN ,1(θ)a(x,2 jθ)dθd x

∣∣∣∣
É (C N )N (2 j +|ξ|)−N+m for all N ∈N.

(D.2)

To this end, we use the method of stationary phase with the large parameter 2 j + |ξ| in
combination with the analyticity of φ and a: As in the non-analytic case, we observe that
the phase function

Φ(x,θ) := 2 jφ(x,θ)−x ·ξ
2 j +|ξ|

has the property that |∇x,θΦ| Ê c > 0 if (x,θ) ∉ Cφ. In particular, if χx0,N localizes to a
sufficiently small neighbourhood of x0, there is a direction ν ∈ Sn+k−1 such that |ν·∇x,θΦ| Ê
c > 0 in supp(χx0,N ). As a consequence, we apply the method of stationary phase. After a
change of coordinates we may assume that ν either points into the x1 or the θ1 direction.
Using the analyticity of a, Φ, φ (and the fact that a is a symbol of order m), we obtain the
estimates

|∇αx,θa(x,2 jθ)|, |∇αx,θΦ(x,θ)|, |∇αx,θΦ(x,θ)| É (C |α|)|α|(1+2 j |θ|)m for any α ∈Nn .(D.3)

Moreover, the estimates for the cut-off functions from Lemma D.4 yield

|∇αθχN ,1(θ)| É (C N )N for all α ∈Nn and |α| É N .(D.4)

Combining (D.3), (D.4) and setting L(x,D) := 1
i (2 j+|ξ|)(ν·∇x,θΦ)

(ν ·∇x,θ), we hence arrive at∣∣∣∣ˆ ˆ e i 2 j (φ(x,θ)−x·ξ)(L(x,D)∗)N (χx0,N (x)χN ,1(θ)a(x,2 jθ))dθd x

∣∣∣∣
É (C N )N (2 j +|ξ|)−N+m for all N ∈N.

(D.5)

Summing up (D.5) over j ∈N implies the bound (D.1). �
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