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#### Abstract

This work gives an expository account of certain applications of microlocal analysis in three geometric inverse problems. We will discuss the geodesic X-ray transform inverse problem, the Gelfand problem for the wave equation on a Riemannian manifold, and the Calderón problem for the Laplace equation on a Riemannian manifold.
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## 1. Introduction

In these notes we will describe certain applications of microlocal analysis in geometric inverse problems. We will discuss the following important problems:

1. determining a function from its integrals over maximal geodesics (geodesic X-ray transform inverse problem);
2. determining the sound speed in a domain from boundary measurements of solutions of the wave equation (Gelfand problem);
3. determining the electrical conductivity in a domain from voltage and current measurements on its boundary (Calderón problem).

In earlier lecture notes published in [Sa20] we discussed these problems from a microlocal point of view when the background geometry was Euclidean. In these notes we will consider geometric versions of these problems, in the more general setting of a Riemannian background geometry. This material is based on lecture notes for two online minicourses, one organized at DTU, Copenhagen, in January 2021 and another at CRM, Montreal, in August 2021.

Microlocal analysis arises in various ways in the above problems. Here are a few examples:

1. X-ray transform: the X-ray transform is a Fourier integral operator (FIO), and under certain conditions its normal operator is an elliptic pseudodifferential operator ( $\Psi$ DO). Microlocal analysis can be used to predict which sharp features (singularities) of the image can be reconstructed in a stable way from measurements.
2. Gelfand problem: the boundary measurement map (hyperbolic Dirichlet-to-Neumann map) is an FIO. The scattering relation of the sound speed as well as X-ray transforms of the coefficients can be computed from the canonical relation and the symbol of this FIO.
3. Calderón problem: the boundary measurement map (Dirichlet-toNeumann map) is a $\Psi D O$. The boundary values of the conductivity as well as its derivatives can be computed from the symbol of this $\Psi$ DO.

The above inverse problems are already relevant in Euclidean space. However, the strength of microlocal methods becomes more apparent in geometric, or non-Euclidean, settings. For X-ray transform problems this will mean that functions are integrated over geodesics instead of straight lines. For Gelfand or Calderón type problems this will mean that domains in $\mathbb{R}^{n}$ are replaced by more general geometric spaces.

A particularly clean setting, which is still relevant for several applications, is the one where domains in $\mathbb{R}^{n}$ are replaced by Riemannian manifolds and straight lines are replaced by geodesic curves of a smooth Riemannian metric. We will focus on this setting and formulate our questions on compact Riemannian manifolds ( $M, g$ ) with smooth boundary, although Euclidean space will be used for examples. We also remark that analogous inverse scattering problems could be considered on noncompact manifolds.

For reading these notes we assume familiarity with basic Riemannian geometry, partial differential equations, and pseudodifferential operators roughly at the level of the textbooks [Le18] and [Fo95].

Notation. In these notes $M$ will always be a compact, oriented, smooth $\left(=C^{\infty}\right)$ manifold with smooth boundary, and $g$ will be a smooth Riemannian metric on $M$. We assume that $n=\operatorname{dim}(M) \geq 2$. We write $\langle\cdot, \cdot\rangle_{g}$ and $|\cdot|_{g}$ for the $g$-inner product and norm on tangent vectors. In local coordinates we write $g=\left(g_{j k}\right)_{j, k=1}^{n}$, and $\left(g^{j k}\right)$ is the inverse matrix of $\left(g_{j k}\right)$. Thus if $x=\left(x_{1}, \ldots, x_{n}\right)$ are local coordinates and if $\partial_{j}=\frac{\partial}{\partial x_{j}}$ are the corresponding coordinate vector fields, then $g_{j k}=\left\langle\partial_{j}, \partial_{k}\right\rangle_{g}$ and

$$
\left\langle X^{j} \partial_{j}, Y^{k} \partial_{k}\right\rangle_{g}=g_{j k} X^{j} Y_{k}, \quad\left|X^{j} \partial_{j}\right|_{g}=\left(g_{j k} X^{j} X^{k}\right)^{1 / 2}
$$

Here and below we use the Einstein summation convention that a repeated upper and lower index is summed from 1 to $n$ (i.e. we omit the sum signs).

We denote by $\nabla_{g}=\operatorname{grad}_{g}$ and by $\operatorname{div}_{g}$ the Riemannian gradient and divergence on $M$. The Laplace-Beltrami operator is $\Delta_{g}=\operatorname{div}_{g} \nabla_{g}$. In local coordinates one has the formulas

$$
\begin{aligned}
\nabla_{g} u & =g^{j k} \partial_{j} u \partial_{k}, \\
\operatorname{div}_{g}\left(X^{j} \partial_{j}\right) & =\operatorname{det}(g)^{-1 / 2} \partial_{j}\left(\operatorname{det}(g)^{1 / 2} X^{j}\right), \\
\Delta_{g} u & =\operatorname{det}(g)^{-1 / 2} \partial_{j}\left(\operatorname{det}(g)^{1 / 2} g^{j k} \partial_{k} u\right) .
\end{aligned}
$$

We denote the volume form on $(M, g)$ by $d V_{g}$, and the induced volume form on $\partial M$ by $d S_{g}$. If $u, v \in C^{\infty}(M)$, one has the integration by parts (or Green) formula

$$
\int_{\partial M}\left(\partial_{\nu} u\right) v d S_{g}=\int_{M}\left(\left(\Delta_{g} u\right) v+\left\langle\nabla_{g} u, \nabla_{g} v\right\rangle_{g}\right) d V_{g}
$$

where $\nu$ is the outer unit normal vector to $\partial M$, and $\partial_{\nu} u=\left.\left\langle\nabla_{g} u, \nu\right\rangle_{g}\right|_{\partial M}$ is the normal derivative on $\partial M$.

We note that we sometimes drop the subindex $g$ for brevity and write $|v|$ instead of $|v|_{g}$ etc. All geodesics are assumed to have unit speed, i.e. to satisfy $|\dot{\gamma}(t)|_{g}=1$.

Acknowledgements. This material is based on lecture notes for two online minicourses, one at the DTU PhD Winter School in January 2021 and another at the CRM Séminaire de Mathématiques Supérieures "Microlocal analysis: theory and applications" in August 2021. The author would like to thank the organizers of these schools at DTU and CRM, in particular Kim Knudsen, Katya Krupchyk and Suresh Eswarathasan, for the opportunity to give these lectures. The author would also like to thank all the students who attended the online courses for their questions and comments that have improved the presentation. The author is partly supported by the Academy
of Finland (Centre of Excellence in Inverse Modelling and Imaging, grant 353091) and by the European Research Council under Horizon 2020 (ERC CoG 770924).

## 2. Geodesic X-ray transform

In this section we discuss the geodesic X-ray transform, which generalizes the classical X-ray (or Radon) transform in Euclidean space.
2.1. Radon transform in $\mathbb{R}^{2}$. To set the stage, we review a few facts about the classical Radon transform following [PSU23, Chapter 1]. See [He99, Na01] for further information on the Radon transform.

The $X$-ray transform If of a function $f$ in $\mathbb{R}^{n}$ encodes the integrals of $f$ over all straight lines, whereas the Radon transform $R f$ encodes the integrals of $f$ over $(n-1)$-dimensional planes. We will focus on the case $n=2$, where the two transforms coincide. This transform appears naturally in medical imaging in X-ray computed tomography (CT) and positron emission tomography (PET).

There are many ways to parametrize the set of lines in $\mathbb{R}^{2}$. We will parametrize lines by their direction vector $\omega$ and signed distance $s$ from the origin.

Definition. If $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$, the Radon transform of $f$ is the function

$$
R f(s, \omega):=\int_{-\infty}^{\infty} f\left(s \omega^{\perp}+t \omega\right) d t, \quad s \in \mathbb{R}, \omega \in S^{1}
$$

Here $\omega^{\perp}$ is the vector in $S^{1}$ obtained by rotating $\omega$ counterclockwise by $90^{\circ}$.
There is a well-known relation between $R f$ and the Fourier transform $\hat{f}$. We use the convention

$$
\hat{f}(\xi)=\mathscr{F} f(\xi)=\int_{\mathbb{R}^{n}} e^{-i x \cdot \xi} f(x) d x
$$

We denote by $(R f)^{\sim}(\cdot, \omega)$ the Fourier transform of $R f$ with respect to $s$.
Theorem 2.1 (Fourier slice theorem).

$$
(R f)^{\sim}(\sigma, \omega)=\hat{f}\left(\sigma \omega^{\perp}\right)
$$

Proof. Parametrizing $\mathbb{R}^{2}$ by $y=s \omega^{\perp}+t \omega$, we have

$$
\begin{aligned}
(R f)^{\sim}(\sigma, \omega) & =\int_{-\infty}^{\infty} e^{-i \sigma s}\left[\int_{-\infty}^{\infty} f\left(s \omega^{\perp}+t \omega\right) d t\right] d s=\int_{\mathbb{R}^{2}} e^{-i \sigma y \cdot \omega^{\perp}} f(y) d y \\
& =\hat{f}\left(\sigma \omega^{\perp}\right)
\end{aligned}
$$

This already proves that the Radon transform $R f$ uniquely determines $f$ :

Theorem 2.2 (Uniqueness). If $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ is such that $R f \equiv 0$, then $f \equiv 0$.

Proof. If $R f \equiv 0$, then $\hat{f} \equiv 0$ by Theorem 2.1 and consequently $f \equiv 0$ by the Fourier inversion theorem.

To obtain a different inversion method, and for later purposes, we will consider the adjoint of $R$. The formal adjoint of $R$ is the backprojection operator $^{1}$

$$
R^{*}: C^{\infty}\left(\mathbb{R} \times S^{1}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{2}\right), \quad R^{*} h(y)=\int_{S^{1}} h\left(y \cdot \omega^{\perp}, \omega\right) d \omega .
$$

The following result shows that the normal operator $R^{*} R$ is a classical elliptic $\Psi$ DO of order -1 in $\mathbb{R}^{2}$, and also gives an inversion formula.

Theorem 2.3. (Normal operator) One has

$$
R^{*} R=4 \pi|D|^{-1}=\mathscr{F}^{-1}\left\{\frac{4 \pi}{|\xi|} \mathscr{F}(\cdot)\right\},
$$

and $f$ can be recovered from $R f$ by the formula

$$
f=\frac{1}{4 \pi}|D| R^{*} R f
$$

Remark 2.4. Above we have written, for $\alpha \in \mathbb{R}$,

$$
|D|^{\alpha} f:=\mathscr{F}^{-1}\left\{|\xi|^{\alpha} \hat{f}(\xi)\right\} .
$$

The notation $(-\Delta)^{\alpha / 2}=|D|^{\alpha}$ is also used.

[^0]Proof. The proof is based on computing $(R f, R g)_{L^{2}\left(\mathbb{R} \times S^{1}\right)}$ using the Parseval identity, Fourier slice theorem, symmetry and polar coordinates:

$$
\begin{aligned}
\left(R^{*} R f, g\right)_{L^{2}\left(\mathbb{R}^{2}\right)} & =(R f, R g)_{L^{2}\left(\mathbb{R} \times S^{1}\right)} \\
& =\int_{S^{1}}\left[\int_{-\infty}^{\infty}(R f)(s, \omega) \overline{(R g)(s, \omega)} d s\right] d \omega \\
& =\frac{1}{2 \pi} \int_{S^{1}}\left[\int_{-\infty}^{\infty}(R f)^{\sim}(\sigma, \omega) \overline{(R g)^{\sim}(\sigma, \omega)}\right] d \sigma d \omega \\
& =\frac{1}{2 \pi} \int_{S^{1}}\left[\int_{-\infty}^{\infty} \hat{f}\left(\sigma \omega^{\perp}\right) \overline{\hat{g}\left(\sigma \omega^{\perp}\right)}\right] d \sigma d \omega \\
& =\frac{2}{2 \pi} \int_{S^{1}}\left[\int_{0}^{\infty} \hat{f}\left(\sigma \omega^{\perp}\right) \overline{\hat{g}\left(\sigma \omega^{\perp}\right)}\right] d \sigma d \omega \\
& =\frac{2}{2 \pi} \int_{\mathbb{R}^{2}} \frac{1}{|\xi|} \hat{f}(\xi) \overline{\hat{g}(\xi)} d \xi \\
& =\left(4 \pi \mathscr{F}^{-1}\left\{\frac{1}{|\xi|} \hat{f}(\xi)\right\}, g\right)_{L^{2}\left(\mathbb{R}^{2}\right)} .
\end{aligned}
$$

The same argument, based on computing $\left(\left|D_{s}\right|^{1 / 2} R f,\left|D_{s}\right|^{1 / 2} R g\right)_{L^{2}\left(\mathbb{R} \times S^{1}\right)}$ instead of $(R f, R g)_{L^{2}\left(\mathbb{R} \times S^{1}\right)}$, leads to the famous filtered backprojection (FBP) inversion formula:

$$
\begin{equation*}
f=\frac{1}{4 \pi} R^{*}\left|D_{s}\right| R f \tag{2.1}
\end{equation*}
$$

where $\left|D_{s}\right| R f=\mathscr{F}^{-1}\left\{|\sigma|(R f)^{\sim}\right\}$. This formula is efficient to implement and gives good reconstructions when one has complete X-ray data and relatively small noise, and hence FBP (together with its variants) has been commonly used in X-ray CT scanners.

However, if one is mainly interested in the singularities (i.e. jumps or sharp features) of the image, it is possible to use the even simpler backprojection method: just apply the backprojection operator $R^{*}$ to the data $R f$. Since $R^{*} R$ is an elliptic $\Psi D O$, singularities are recovered:

$$
\begin{aligned}
\operatorname{sing} \operatorname{supp}\left(R^{*} R f\right) & =\operatorname{sing} \operatorname{supp}(f) \\
\operatorname{WF}\left(R^{*} R f\right) & =\operatorname{WF}(f)
\end{aligned}
$$

Here sing $\operatorname{supp}(f)$ and $\mathrm{WF}(f)$ are the singular support and wave front set of $f$, respectively (see e.g. [PSU23, Chapter 1.3.2]). Moreover, since $R^{*} R$ is a $\Psi \mathrm{DO}$ of order -1 , hence smoothing of order 1 , one expects that $R^{*} R f$ gives a slightly blurred version of $f$ where the main singularities should still be visible. The ellipticity of the normal operator is also important in the analysis of statistical methods for recovering $f$ from $R f$ [MNP19].

The interplay between the Radon and Fourier transforms can further be used to study reconstruction algorithms and stability and range properties
for the Radon transform inverse problem. The use of the Fourier transform is possible because the Euclidean space $\mathbb{R}^{2}$ is highly symmetric, and can be nicely tiled with straight lines. In more general geometric spaces, symmetries and Fourier methods may not be available and one needs to employ different methods. Some of the available methods will be discussed below.
2.2. Geodesic X-ray transform. We will now introduce the geodesic Xray transform following [PSU23, Chapters 3 and 4], see also [Sh94]. This transform appears in seismic and ultrasound imaging, e.g. as the linearization of the boundary rigidity/inverse kinematic problem. We will see in the later sections that it also arises in the study of inverse problems for partial differential equations.

Let $(M, g)$ be a compact manifold with smooth boundary, assumed to be embedded in a compact manifold $(N, g)$ without boundary. We parametrize geodesics by points in the unit sphere bundle, defined by

$$
S M:=\left\{(x, v): x \in M, v \in T_{x} M,|v|_{g}=1\right\} .
$$

We also consider the unit spheres

$$
S_{x} M:=\left\{v \in T_{x} M:|v|_{g}=1\right\}, \quad x \in M
$$

If $(x, v) \in S N$ we denote by $\gamma_{x, v}(t)$ the geodesic in $N$ which starts at the point $x$ in direction $v$, that is,

$$
D_{\dot{\gamma}} \dot{\gamma}=0, \quad \gamma_{x, v}(0)=x, \quad \dot{\gamma}_{x, v}(0)=v .
$$

Here $D$ denotes the Levi-Civita connection induced by $g$. The geodesic equation $D_{\dot{\gamma}} \dot{\gamma}=0$ reads in local coordinates as

$$
\ddot{\gamma}^{l}(t)+\Gamma_{j k}^{l}(\gamma(t)) \dot{\gamma}^{j}(t) \dot{\gamma}^{k}(t)=0
$$

where $\Gamma_{j k}^{l}=\frac{1}{2} g^{l m}\left(\partial_{j} g_{k m}+\partial_{k} g_{j m}-\partial_{m} g_{j k}\right)$ are the Christoffel symbols of the metric $g=\left(g_{j k}\right)_{j, k=1}^{n}$, and $\left(g^{j k}\right)$ is the inverse matrix of $\left(g_{j k}\right)$.

We also denote by $\varphi_{t}$ the geodesic flow on $S N$,

$$
\varphi_{t}: S N \rightarrow S N, \quad \varphi_{t}(x, v)=\left(\gamma_{x, v}(t), \dot{\gamma}_{x, v}(t)\right)
$$

If $(x, v) \in S M$ let $\tau(x, v) \in[0, \infty]$ be the first time when $\gamma_{x, v}(t)$ exits $M$,

$$
\tau(x, v):=\sup \left\{t \geq 0: \gamma_{x, v}([0, t]) \subset M\right\} .
$$

We assume that $(M, g)$ is nontrapping, meaning that $\tau(x, v)$ is finite for any $(x, v) \in S M$. (If $\tau(x, v)=\infty$, we say that the geodesic $\gamma_{x, v}$ is trapped.)

Definition. The geodesic $X$-ray transform of a function $f \in C^{\infty}(M)$ is defined by

$$
I f(x, v):=\int_{0}^{\tau(x, v)} f\left(\gamma_{x, v}(t)\right) d t, \quad(x, v) \in \partial(S M)
$$

Thus, If encodes the integrals of $f$ over all maximal geodesics in $M$ starting from $\partial M$, such geodesics being parametrized by points of $\partial(S M)=$ $\{(x, v) \in S M: x \in \partial M\}$. We note that $I$ can be extended to act on $L^{2}(M)$ [PSU23, Proposition 1.4.2].

So far we have not imposed any restrictions on the behavior of geodesics in $(M, g)$ other than the nontrapping condition. However, invertibility of the geodesic X-ray transform is only known under certain geometric restrictions. One class of manifolds where such results have been proved is the following.

Definition. A compact Riemannian manifold $(M, g)$ with smooth boundary is called simple if
(a) its boundary $\partial M$ is strictly convex,
(b) it is nontrapping, and
(c) no geodesic has conjugate points.

We explain briefly the notions appearing in the definition:

1. (Strict convexity) We say that $\partial M$ is strictly convex if the second fundamental form of $\partial M$ in $M$ is positive definite. This implies in particular that any geodesic in $N$ that is tangent to $\partial M$ stays outside $M$ for small positive and negative times. Thus any maximal geodesic going from $\partial M$ into $M$ stays inside $M$ except for its endpoints, which corresponds to the usual notion of strict convexity in Euclidean space.

We will only use the following consequence of (a): if $\partial M$ is strictly convex, then the exit time function $\tau$ is $C^{\infty}$ in $S M^{\text {int }}$ and hence all functions in the analysis below are $C^{\infty}$, see [PSU23, Section 3.2]. In fact assumption (a) can often be removed with extra arguments [GMT17].
2. (Nontrapping) The nontrapping condition means that any geodesic in $M$ should reach the boundary $\partial M$ in finite time. An example of a trapped geodesic is the equator in a large spherical cap $\left\{x \in S^{2}: x_{3} \geq-\varepsilon\right\}$.
3. (Conjugate points) If $\gamma:[a, b] \rightarrow M$ is a geodesic segment and if there is a nontrivial smooth family of geodesics $\left(\gamma_{s}\right)_{s \in(-\varepsilon, \varepsilon)}$ such that $\gamma_{0}=\gamma$ and $\gamma_{s}(a)=\gamma(a), \gamma_{s}(b)=\gamma(b)$ for $s \in(-\varepsilon, \varepsilon)$, then the points $\gamma(a)$ and $\gamma(b)$ are said to be conjugate along $\gamma$. This is a sufficient and almost necessary condition for conjugate points; for precise definitions see [PSU23, Section 3.7]. As an example, the north and south poles on the sphere are conjugate along any geodesic (=great circle) connecting them.

Part (c) of the definition of a simple manifold states that there is no pair of conjugate points along any geodesic segment in $M$. Informally this means that there is no family of geodesics that starts at one point and converges to another point after some time. When $\operatorname{dim}(M)=2$, a
sufficient condition for no conjugate points is that the Gaussian curvature satisfies $K(x) \leq 0$ for all $x \in M$ (in higher dimensions it is enough that all sectional curvatures are nonpositive).

The class of simple manifolds shows up frequently in geometric inverse problems. We mention that any simple manifold is diffeomorphic to a ball, so one can think of $M$ as being just the closed unit ball in $\mathbb{R}^{n}$ with some nontrivial Riemannian metric $g$. There are several equivalent definitions [PSU23, Section 3.8] and we will need the following.

Lemma 2.5 (Exponential map on simple manifolds). Let $(M, g)$ be compact with strictly convex smooth boundary. Then $(M, g)$ is simple iff there is an open manifold $(U, g)$ containing $M$ as a compact subdomain such that for any $p \in M$, the exponential map $\exp _{p}$ is a diffeomorphism from its maximal domain $D_{p}$ in $T_{p} U$ onto $U$.

Recall that $\exp _{p}: D_{p} \subset T_{p} U \rightarrow U$ parametrizes part of $U$ by radial geodesics starting at $p$. The proof that any simple manifold satisfies the condition in Lemma 2.5 requires geometric arguments and may be found in [PSU23, Section 3.8]. It follows that any $x \in U$ can be uniquely written as

$$
\begin{equation*}
x=\exp _{p}(r \omega) \tag{2.2}
\end{equation*}
$$

for some $r \geq 0$ and $\omega \in S^{n-1}$, with $r \omega \in D_{p}$. Thus we may identify $x \in U$ with $(r, \omega)$. The coordinates $(r, \omega)$ are called Riemannian polar coordinates, or polar normal coordinates, in $(U, g)$. Thus Lemma 2.5 essentially states that a manifold is simple iff it admits global polar coordinates centered at any point.

Example 2.6 (Simple manifolds). Strictly convex bounded smooth domains in $\mathbb{R}^{n}$, or in nonpositively curved Riemannian manifolds, are simple. An example with positive curvature is given by the small spherical cap $M=$ $\left\{x \in S^{2}: x_{3} \geq \varepsilon\right\}$, where $S^{2}$ is the unit sphere in $\mathbb{R}^{3}$ and $\varepsilon>0$. Note that such a spherical cap does not contain trapped geodesics or conjugate points. Small metric perturbations of simple manifolds are also simple.

The main result in this setting, proved first in [Mu77] in two dimensions, states that the geodesic X-ray transform is injective on simple manifolds.

Theorem 2.7 (Injectivity). Let $(M, g)$ be a simple manifold. If $f \in C^{\infty}(M)$ satisfies $I f=0$, then $f=0$.

We note that on general manifolds injectivity may fail:
Example 2.8 (Counterexamples). There are two basic examples of manifolds where the geodesic X-ray transform is not injective. The first is a large
spherical cap $M=\left\{x \in S^{2}: x_{3} \geq-\varepsilon\right\}$. Any odd function $f$ supported in a small neighborhood of $e_{1}$ and $-e_{1}$ integrates to zero over all great circles, hence $I f=0$ but $f$ is nontrivial. Another example is a catenoid type surface with a flat cylinder glued in the middle [PSU23, Section 2.5]. Note that both examples contain trapped geodesics. The latter example has no conjugate points.

We mention that the nontrapping condition can be replaced by hyperbolic trapped set [Gu17]. When $\operatorname{dim}(M) \geq 3$ further injectivity results are available, based on the microlocal method introduced in [UV16]. These results are valid on strictly convex nontrapping manifolds that admit a strictly convex function, i.e. a function $\varphi \in C^{\infty}(M)$ such that $\operatorname{Hess}_{g}(\varphi)>0$, or more generally are foliated by strictly convex hypersurfaces. Such manifolds may have conjugate points.

The following questions remain open (see e.g. [IM19, PSU23] for further references):

Question 2.1. Is the geodesic X-ray transform injective on compact strictly convex nontrapping manifolds?

Question 2.2. Is the local geodesic $X$-ray transform injective on strictly convex 2D manifolds? This is true when $(M, g)$ is real-analytic [SU08, MST23] or when $\operatorname{dim}(M) \geq 3$ [UV16].

Question 2.3. Does every simple manifold admit a strictly convex function?
Question 2.4. Are there other interesting examples of manifolds where the geodesic X-ray transform is not injective?

We will sketch a proof of Theorem 2.7 in the end of this section. However, we first discuss some microlocal aspects of the geodesic X-ray transform.
2.3. Microlocal aspects. When $(M, g)$ is compact, strictly convex and nontrapping, it can be proved that $I$ is a Fourier integral operator in $M^{\text {int }}$ (see e.g. [MSU15]). For general manifolds it is not reasonable to expect exact inversion formulas for $I$ like the FBP formula (2.1) in the Euclidean case. However, if we additionally assume that $(M, g)$ is simple, an analogue of Theorem 2.3 persists:

Theorem 2.9 (Normal operator). Let $(M, g)$ be a simple manifold. Then $I^{*} I$, computed with respect to suitable $L^{2}$ inner products, is a classical elliptic $\Psi D O$ of order -1 in $M^{\text {int }}$.

Proof. (Sketch, see [PSU23, Section 8.1] for details.) The idea of the proof, as in Theorem 2.3, is to compute the inner product ( $I f, I h$ ) in a suitable $L^{2}$
inner product on $\partial S M$. The Fourier slice theorem is not available, but one can use the definitions and directly express the normal operator as

$$
I^{*} I f(x)=2 \int_{D_{x}} \frac{f\left(\exp _{x}(w)\right)}{|w|_{g}^{n-1}} d T_{x}(w)
$$

where $D_{x}$ is the maximal domain of $\exp _{x}$ in $T_{x} M$. This works on any nontrapping manifold. Now we invoke the simplicity assumption (Lemma 2.5) which guarantees that one has global polar coordinates $y=\exp _{x}(w)$ on $M$. This is somewhat analogous to the Euclidean polar coordinates in Theorem 2.3. Thus

$$
I^{*} I f(x)=2 \int_{M} \frac{a(x, y)}{d_{g}(x, y)^{n-1}} f(y) d V_{g}(y)
$$

where $d_{g}(x, y)$ is the $g$-distance between $x$ and $y$, and $a(x, y)$ is a smooth positive function with $a(x, x)=1$. We have now computed the Schwartz kernel of $I^{*} I$, and this kernel is smooth away from the diagonal and has a singularity of the form $d_{g}(x, y)^{1-n}$ on the diagonal. It follows that $I^{*} I$ is a classical $\Psi D O$ of order -1 and its principal symbol is $c_{n}|\xi|_{g}^{-1}$, showing that $I^{*} I$ is elliptic.

Theorem 2.9, applied in an extension of $M$, shows that on simple manifolds

$$
\begin{aligned}
\operatorname{sing} \operatorname{supp}\left(I^{*} I f\right) & =\operatorname{sing} \operatorname{supp}(f) \\
\mathrm{WF}\left(I^{*} I f\right) & =\mathrm{WF}(f)
\end{aligned}
$$

Thus we can at least determine the singularities (i.e. jumps etc) of $f$ from the knowledge of $I f$. Since $I^{*} I$ is an elliptic $\Psi$ DO, the standard parametrix construction implies that it can be inverted modulo a (compact) smoothing operator. This is not in general sufficient for showing that $I$ is honestly invertible. However, in the following situations we do get injectivity of $I$ :

1. $(M, g)$ is real-analytic. The argument is based on analytic microlocal analysis and one proof proceeds roughly as follows (see [SU05] for details): now $I^{*} I$ is an analytic elliptic $\Psi \mathrm{DO}$, and it has a parametrix $Q$ so that

$$
Q\left(I^{*} I f\right)=f+R f
$$

where $R$ is an analytic smoothing operator (i.e. it maps any function to a real-analytic function). If $I f=0$, it follows that $f=-R f$ is real-analytic. Moreover, if $I f=0$ one can do a boundary determination argument to show that $f$ must vanish to infinite order on $\partial M$. Combining these facts proves that $f=0$. An alternative proof, based on considering $I$ directly as an analytic FIO, may be found in [SU08, MST23].
2. $n \geq 3$ and $(M, g)$ is foliated by strictly convex hypersurfaces [UV16]. In this case the localized normal operator $(\chi I)^{*}(\chi I)$, where $\chi$ is a cutoff localizing to all sufficiently short geodesics near a fixed point $x_{0} \in \partial M$, is elliptic (this fails when $n=2$ ). A modification of this idea, which involves a suitable artifical "boundary at infinity" near $x_{0}$ and conjugation by certain exponentials, leads to an elliptic $\Psi$ DO in Melrose's scattering calculus which is honestly invertible (since after applying a parametrix, the related smoothing operator becomes small in norm by adjusting a parameter controlling the artificial boundary). Thus $I f=0$ implies $f=0$ near $x_{0}$. Iterating this result by using the strictly convex foliation implies that $f=0$ everywhere. An alternative version of this argument may be found in [Va20].
The microlocal ideas above are not sufficient to prove Theorem 2.7 in general, but one can use energy methods instead.
2.4. Proof of injectivity. In the rest of this section we will sketch a proof of Theorem 2.7 following the argument in [PSU13] under two simplifying assumptions:

- $\operatorname{dim}(M)=2$ (to simplify the analysis on $S M$ );
- $f \in C_{c}^{\infty}\left(M^{\text {int }}\right)$ (to remove regularity issues near $\partial M$ ).

The proof contains two parts:

1. Reduction from the integral equation $I f=0$ into a partial differential equation $V X u=0$ on $S M$.
2. Uniqueness result for the equation $V X u=0$ in $S M$ based on energy methods.

A more detailed presentation may be found in [PSU23, Chapter 4].
2.4.1. Reduction to $P D E$. Assume that $f \in C_{c}^{\infty}\left(M^{\text {int }}\right)$ satisfies $I f=0$. We begin by introducing the primitive function

$$
u(x, v)=u^{f}(x, v):=\int_{0}^{\tau(x, v)} f\left(\varphi_{t}(x, v)\right) d t, \quad(x, v) \in S M .
$$

Here we think of $f$ as a function on $S M$ by taking $f(x, v)=f(x)$. Note that $\left.u\right|_{\partial(S M)}=I f=0$. Since $\tau$ is smooth in $S M^{\text {int }}$ and $f$ vanishes near $\partial M$, we in fact have $u \in C_{c}^{\infty}\left(S M^{\text {int }}\right)$.

Next we introduce the geodesic vector field $X: C^{\infty}(S N) \rightarrow C^{\infty}(S N)$, which differentiates a function on $S N$ along geodesic flow:

$$
X w(x, v)=\left.\frac{d}{d s} w\left(\varphi_{s}(x, v)\right)\right|_{s=0} .
$$

We note that the function $u=u^{f}$ above satisfies

$$
\begin{aligned}
X u(x, v) & =\left.\frac{d}{d s} u\left(\varphi_{s}(x, v)\right)\right|_{s=0}=\left.\frac{d}{d s} \int_{0}^{\tau\left(\varphi_{s}(x, v)\right)} f\left(\varphi_{t}\left(\varphi_{s}(x, v)\right)\right) d t\right|_{s=0} \\
& =\left.\frac{d}{d s} \int_{0}^{\tau(x, v)-s} f\left(\varphi_{t+s}(x, v)\right) d t\right|_{s=0} \\
& =\left.\frac{d}{d s} \int_{s}^{\tau(x, v)} f\left(\varphi_{r}(x, v)\right) d r\right|_{s=0} \\
& =-f(x) .
\end{aligned}
$$

In particular we have

$$
\begin{equation*}
X u=-f(x) \text { on } S M,\left.\quad u\right|_{\partial S M}=I f=0 . \tag{2.3}
\end{equation*}
$$

The problem (2.3) can be considered as an inverse source problem for a transport equation: the source $f(x)$ in the equation produces a measurement $\left.u\right|_{\partial(S M)}=I f=0$. We wish to prove uniqueness in the sense that if the measurement $\left.u\right|_{\partial(S M)}$ is zero, then the source must be zero.

Note that the equation is on $S M=\{(x, v) \in T M:|v|=1\}$, but the source $f(x)$ has the special property that it only depends on $x$ and not on $v$. We can further get rid of the source by differentiating the equation $X u(x, v)=-f(x)$ with respect to $v$. To do this in a coordinate-invariant way, we introduce the following notions:

Definition. Let $(M, g)$ be an oriented two-dimensional manifold. Given $v \in S_{x} M$, we define $v^{\perp}$ (rotation by $90^{\circ}$ counterclockwise) to be the unique vector in $S_{x} M$ so that $\left(v, v^{\perp}\right)$ is a positively oriented orthonormal basis of $T_{x} M$. Morever, given $\theta \in \mathbb{R}$, we define the rotation

$$
R_{\theta} v=(\cos \theta) v+(\sin \theta) v^{\perp} .
$$

Finally, we define the vertical vector field $V: C^{\infty}(S M) \rightarrow C^{\infty}(S M)$ by

$$
V w(x, v)=\left.\frac{d}{d \theta} w\left(x, R_{\theta} v\right)\right|_{\theta=0}, \quad(x, v) \in S M .
$$

Example 2.10 ( $X$ and $V$ in the Euclidean disk). Let $M=\overline{\mathbb{D}} \subset \mathbb{R}^{2}$ and let $g$ be the Euclidean metric. Then

$$
S M=\left\{\left(x, v_{\theta}\right): x \in M, \theta \in(-\pi, \pi]\right\}
$$

where $v_{\theta}=(\cos \theta, \sin \theta)$. We identify $\left(x, v_{\theta}\right)$ with $(x, \theta)$. Then

$$
X w(x, \theta)=\left.\frac{d}{d t} w\left(x+t v_{\theta}, \theta\right)\right|_{t=0}=v_{\theta} \cdot \nabla_{x} w(x, \theta)
$$

and

$$
V w(x, \theta)=\frac{d}{d \theta} w(x, \theta)
$$

If $f(x)$ is independent of $v$, clearly $V f=0$. Thus if $f \in C_{c}^{\infty}\left(M^{\text {int }}\right)$ satisfies $I f=0$, then by (2.3) the primitive $u=u^{f} \in C_{c}^{\infty}\left(S M^{\mathrm{int}}\right)$ satisfies

$$
V X u=0 \text { in } S M
$$

This reduces the geodesic X-ray transform problem to showing that the only solution of the equation $V X u=0$ on $S M$ which vanishes near $\partial M$ is the zero solution.
2.4.2. Uniqueness via energy methods. The required uniqueness result will be a consequence of the following energy estimate.

Proposition 2.11 (Energy estimate). If $(M, g)$ is a two-dimensional simple manifold, then

$$
\|X u\|_{L^{2}(S M)} \leq\|V X u\|_{L^{2}(S M)}
$$

for any $u \in C_{c}^{\infty}\left(S M^{\mathrm{int}}\right)$.
The $L^{2}$ norm above is interpreted as follows. Recall that on any Riemannian manifold $(M, g)$ there is a volume form $d V_{g}$. Moreover, if $x \in M$ the metric $g$ induces an inner product (i.e. metric) $g(x)$ on $T_{x} M$, and hence a metric and volume form $d S_{x}$ on the unit sphere $S_{x} M$. We then have the $L^{2}(S M)$ inner product

$$
(u, w)=\int_{S M} u \bar{w} d \Sigma:=\int_{M} \int_{S_{x} M} u(x, v) \overline{w(x, v)} d S_{x}(v) d V_{g}(x)
$$

and the corresponding norm

$$
\|u\|=\|u\|_{L^{2}(S M)}=\left(\int_{S M}|u|^{2} d \Sigma\right)^{1 / 2}
$$

The proof of the main theorem, when $\operatorname{dim}(M)=2$ and $f \in C_{c}^{\infty}\left(M^{\text {int }}\right)$, follows easily from Proposition 2.11.

Proof of Theorem 2.7. Let $f \in C_{c}^{\infty}\left(M^{\text {int }}\right)$ satisfy $I f=0$. We have seen that the primitive $u=u^{f}$ is in $C_{c}^{\infty}\left(S M^{\text {int }}\right)$ and satisfies $V X u=0$ in $S M$. Proposition 2.11 gives $X u=0$ in $S M$. By (2.3) we get $f=-X u=0$.

It remains to prove Proposition 2.11. Write

$$
P:=V X
$$

The equation $P u=0$ in $S M$ is a second order PDE on the three-dimensional manifold $S M$. It does not belong to any of the standard classes (elliptic, parabolic, hyperbolic etc). Nevertheless we can prove an energy estimate for it by using a positive commutator argument.

We first need to compute the formal adjoint of $P$ in the $L^{2}(S M)$ inner product. We start with the adjoints of $X$ and $V$.

Lemma 2.12 (Adjoints of $X$ and $V$ ). The vector fields $X$ and $V$ are formally skew-adjoint operators in the sense that

$$
(X u, w)=-(u, X w), \quad(V u, w)=-(u, V w)
$$

for $u, w \in C_{c}^{\infty}\left(S M^{\mathrm{int}}\right)$.
Assuming this, the formal adjoint of $P$ is $P^{*}=(V X)^{*}=X V$. Thus we may decompose $P$ in terms of its self-adjoint and skew-adjoint parts:

$$
\begin{equation*}
P=A+i B, \quad A=\frac{P+P^{*}}{2}, \quad B=\frac{P-P^{*}}{2 i} . \tag{2.4}
\end{equation*}
$$

(Compare with the decomposition $z=a+i b$ of a complex number into its real and imaginary parts.) Since $A^{*}=A$ and $B^{*}=B$, we can now study the norm $\|V X u\|=\|P u\|$ for $u \in C_{c}^{\infty}\left(S M^{\text {int }}\right)$ as follows:

$$
\begin{align*}
\|P u\|^{2} & =(P u, P u)=((A+i B) u,(A+i B) u) \\
& =\|A u\|^{2}+\|B u\|^{2}+i(B u, A u)-i(A u, B u) \\
& =\|A u\|^{2}+\|B u\|^{2}+(i[A, B] u, u) \tag{2.5}
\end{align*}
$$

where $[A, B]:=A B-B A$ is the commutator of $A$ and $B$.
In Proposition 2.11 we need to prove that $\|P u\| \geq\|X u\|$. We can obtain a lower bound for $\|P u\|$ from (2.5) if the commutator term $(i[A, B] u, u)$ is positive (or if it can be absorbed in the positive terms $\|A u\|^{2}$ and $\|B u\|^{2}$ ). The commutator has the form

$$
\begin{aligned}
2 i[A, B] & =\frac{1}{2}\left[P+P^{*}, P-P^{*}\right]=\left[P^{*}, P\right]=P^{*} P-P P^{*} \\
& =X V V X-V X X V .
\end{aligned}
$$

To study $[A, B]$ we need to commute $X$ and $V$. Define the vector field

$$
X_{\perp}:=[X, V] .
$$

Lemma 2.13 (Commutator formulas). If $(M, g)$ is two-dimensional, one has

$$
\begin{aligned}
{[X, V] } & =X_{\perp} \\
{\left[V, X_{\perp}\right] } & =X \\
{\left[X, X_{\perp}\right] } & =-K V
\end{aligned}
$$

where $K$ is the Gaussian curvature of $(M, g)$.
Example 2.14 (Euclidean case). Let $M=\overline{\mathbb{D}} \subset \mathbb{R}^{2}$ and let $g$ be the Euclidean metric. As in Example 2.10 we may identify $\left(x, v_{\theta}\right)$ with $(x, \theta)$. Then $X_{\perp}$ has the form

$$
\begin{aligned}
X_{\perp} w & =X V w-V X w=v_{\theta} \cdot \nabla_{x}\left(\partial_{\theta} w\right)-\partial_{\theta}\left(v_{\theta} \cdot \nabla_{x} w\right) \\
& =-\left(\partial_{\theta} v_{\theta}\right) \cdot \nabla_{x} w=-v_{\theta}^{\perp} \cdot \nabla_{x} w .
\end{aligned}
$$

The formulas in Lemma 2.13 can be checked by direct computations, e.g.

$$
\begin{aligned}
{\left[X, X_{\perp}\right] w } & =X X_{\perp} w-X_{\perp} X w=v_{\theta} \cdot \nabla_{x}\left(-v_{\theta}^{\perp} \cdot \nabla_{x} w\right)+v_{\theta}^{\perp} \cdot \nabla_{x}\left(v_{\theta} \cdot \nabla_{x} w\right) \\
& =0 .
\end{aligned}
$$

This is consistent since $K=0$ for the Euclidean metric. For a general metric, computing $\left[X, X_{\perp}\right.$ ] requires commuting two covariant derivatives, and hence one expects the curvature to appear.

We will indicate how to prove Lemmas 2.12 and 2.13 in the end of this section. Using Lemma 2.13, we can easily compute the commutator $i[A, B]$ :

$$
\begin{aligned}
2 i[A, B] & =X V V X-V X X V \\
& =V X V X+X_{\perp} V X-V X V X-V X X_{\perp} \\
& =X_{\perp} V X-V X X_{\perp} \\
& =V X_{\perp} X-X X-V X X_{\perp} \\
& =V K V-X X .
\end{aligned}
$$

Thus by Lemma 2.12

$$
\begin{equation*}
(2 i[A, B] u, u)=\|X u\|^{2}-(K V u, V u) . \tag{2.6}
\end{equation*}
$$

We observe:

- If $g$ is the Euclidean metric, then one has $K \equiv 0$ and consequently $(i[A, B] u, u)=\|X u\|^{2} \geq 0$.
- More generally if $(M, g)$ has nonpositive curvature, i.e. $K \leq 0$, then $(i[A, B] u, u) \geq\|X u\|^{2} \geq 0$.
Going back to (2.5) and using that $\|A u\|^{2}+\|B u\|^{2} \geq 0$, we see that if ( $M, g$ ) is a two-dimensional simple manifold which additionally has nonpositive curvature, then

$$
\|V X u\|^{2} \geq\|X u\|^{2}, \quad u \in C_{c}^{\infty}\left(S M^{\mathrm{int}}\right)
$$

This proves Proposition 2.11 in the (already nontrivial and interesting) case where $K \leq 0$.

To prove Proposition 2.11 in general we need to exploit the $\|A u\|^{2}$ and $\|B u\|^{2}$ terms more carefully. Using (2.4) it is easy to check that

$$
\begin{aligned}
\|A u\|^{2}+\|B u\|^{2} & =\frac{1}{4}\left\|\left(P+P^{*}\right) u\right\|^{2}+\frac{1}{4}\left\|\left(P-P^{*}\right) u\right\|^{2} \\
& =\frac{1}{2}\|P u\|^{2}+\frac{1}{2}\left\|P^{*} u\right\|^{2} .
\end{aligned}
$$

Inserting this back in (2.5) gives

$$
\|P u\|^{2}=\left\|P^{*} u\right\|^{2}+2(i[A, B] u, u) .
$$

Since $P=V X$ and $P^{*}=X V$, using (2.6) yields the identity

$$
\|V X u\|^{2}=\|X V u\|^{2}-(K V u, V u)+\|X u\|^{2} .
$$

The identity that we have just proved is an important energy identity in the study of X-ray transforms, known as the Pestov identity.

Proposition 2.15 (Pestov identity). If $(M, g)$ is a compact 2D Riemannian manifold with smooth boundary, then for any $u \in C_{c}^{\infty}\left(S M^{\mathrm{int}}\right)$ one has

$$
\|V X u\|^{2}=\|X V u\|^{2}-(K V u, V u)+\|X u\|^{2} .
$$

The proof of Proposition 2.11 is completed by the following lemma, which explicitly uses the no conjugate points assumption.

Lemma 2.16. If $(M, g)$ is a two-dimensional simple manifold, then

$$
\|X V u\|^{2}-(K V u, V u) \geq 0, \quad u \in C_{c}^{\infty}\left(S M^{\mathrm{int}}\right)
$$

Proof. If $\gamma:[0, \tau] \rightarrow M$ is a geodesic segment, we recall the index form (see [PSU23, Section 3.7])

$$
I_{\gamma}(Y, Y)=\int_{0}^{\tau}\left(\left|D_{t} Y(t)\right|_{g}^{2}-K(\gamma(t))|Y(t)|_{g}^{2}\right) d t
$$

defined for vector fields $Y$ along $\gamma$ that are normal to $\dot{\gamma}$. This is the bilinear form associated with the Jacobi equation $-D_{t}^{2} J(t)-K(\gamma(t)) J(t)=0$. The basic property is that $\gamma$ has no conjugate points iff $I_{\gamma}(Y, Y)>0$ for all normal vector fields $Y \not \equiv 0$ along $\gamma$ that vanish at the endpoints.

We will also need the Santaló formula (see [PSU23, Section 3.5]), which is a change of variables formula on $S M$ and states that

$$
\int_{S M} w d \Sigma=\int_{\partial_{+} S M}\left[\int_{0}^{\tau(x, v)} w\left(\varphi_{t}(x, v)\right) d t\right] \mu d(\partial S M)
$$

where $\partial_{+} S M=\left\{(x, v) \in \partial(S M):\langle v, \nu\rangle_{g} \leq 0\right\}$ and $\mu=-\langle v, \nu\rangle_{g}$, with $\nu$ being the outward unit normal to $\partial M$. Applying the Santaló formula to $w=|X V u|^{2}-K|V u|^{2}$, and using for any $(x, v) \in \partial_{+} S M$ the normal vector field

$$
Y_{x, v}(t):=V u\left(\varphi_{t}(x, v)\right) \dot{\gamma}(t)^{\perp}
$$

along $\gamma_{x, v}$, implies that

$$
\begin{aligned}
& \|X V u\|^{2}-(K V u, V u) \\
& =\int_{\partial_{+} S M}\left[\int_{0}^{\tau(x, v)}\left(\left|X V u\left(\varphi_{t}(x, v)\right)\right|^{2}-K\left(\gamma_{x, v}(t)\right)\left|V u\left(\varphi_{t}(x, v)\right)\right|^{2}\right) d t\right] \mu d(\partial S M) \\
& =\int_{\partial_{+} S M}\left[\int_{0}^{\tau(x, v)}\left(\left|D_{t} Y_{x, v}(t)\right|^{2}-K\left(\gamma_{x, v}(t)\right)\left|Y_{x, v}(t)\right|^{2}\right) d t\right] \mu d(\partial S M) \\
& =\int_{\partial_{+} S M} I_{\gamma_{x, v}}\left(Y_{x, v}, Y_{x, v}\right) \mu d(\partial S M)
\end{aligned}
$$

The last quantity is $\geq 0$, since the index form is nonnegative by the no conjugate points condition.

Remark 2.17. If $(M, g)$ is simple and $n=\operatorname{dim}(M) \geq 3$, the same scheme as above can be used to prove that the geodesic X-ray transform is injective. However, the vector fields $V$ and $X_{\perp}$ need to be replaced by suitable vertical and horizontal gradient operators $\stackrel{\mathrm{v}}{\nabla}$ and $\stackrel{\mathrm{h}}{\nabla}$, and the Pestov identity takes the form

$$
\|\stackrel{\mathrm{v}}{\nabla} X u\|^{2}=\|X \stackrel{\mathrm{v}}{\nabla} u\|^{2}-(R \stackrel{\mathrm{v}}{\nabla} u, \stackrel{\mathrm{v}}{\nabla} u)+(n-1)\|X u\|^{2}
$$

where $R Z(x, v):=R_{x}(Z, v) v$ is the Riemann curvature tensor. We refer the reader to [PSU15, Section 4.7] for more details.

Finally we discuss the proof of Lemmas 2.12 and 2.13. One way to prove them is via local coordinate computations. There is a particularly useful coordinate system for this, known as isothermal coordinates. The existence of global isothermal coordinates is part of the uniformization theorem for Riemann surfaces. It boils down to the following generalization of the Riemann mapping theorem from simply connected planar domains to simply connected Riemann surfaces. Here we use the basic fact that any simple manifold is diffeomorphic to a ball and hence simply connected [PSU23, Section 3.8].

Theorem 2.18 (Global isothermal coordinates). Let ( $M, g$ ) be a compact oriented simply connected two-dimensional manifold with smooth boundary. There are global coordinates $x=\left(x_{1}, x_{2}\right)$ on $M$ so that in these coordinates the metric has the form

$$
g_{j k}(x)=e^{2 \lambda(x)} \delta_{j k}
$$

for some real $\lambda \in C^{\infty}(M)$.

The isothermal coordinates induce global coordinates $\left(x_{1}, x_{2}, \theta\right)$ on $S M$ where $\theta \in(-\pi, \pi]$ is the angle between $v$ and $\partial / \partial x_{1}$, i.e.

$$
v=e^{-\lambda(x)}\left(\cos \theta \frac{\partial}{\partial x_{1}}+\sin \theta \frac{\partial}{\partial x_{2}}\right) .
$$

We conclude this chapter with exercises that in particular contain the proof of Lemmas 2.12 and 2.13.

Exercise 2.1. Prove the following stability result for the Radon transform in $\mathbb{R}^{2}$ :

$$
\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq \frac{1}{\sqrt{2}}\|R f\|_{H_{T}^{1 / 2}\left(\mathbb{R} \times S^{1}\right)}, \quad f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)
$$

where we use the norm $\|R f\|_{H_{T}^{s}\left(\mathbb{R} \times S^{1}\right)}=\left\|\left(1+\sigma^{2}\right)^{s / 2}(R f)^{\sim}(\sigma, \omega)\right\|_{L^{2}\left(\mathbb{R} \times S^{1}\right)}$.
Exercise 2.2. Let $(M, g)$ be a compact oriented simply connected twodimensional manifold with smooth boundary. Use the $\left(x_{1}, x_{2}\right)$ and ( $x_{1}, x_{2}, \theta$ ) coordinates above to do the following (see [PSU23, Section 3.5] for hints if needed):
(a) Compute the Christoffel symbols $\Gamma_{j k}^{l}(x)$.
(b) Show that $X, X_{\perp}$ and $V$ are given by

$$
\begin{aligned}
X & =e^{-\lambda}\left(\cos \theta \frac{\partial}{\partial x_{1}}+\sin \theta \frac{\partial}{\partial x_{2}}+\left(-\frac{\partial \lambda}{\partial x_{1}} \sin \theta+\frac{\partial \lambda}{\partial x_{2}} \cos \theta\right) \frac{\partial}{\partial \theta}\right) \\
X_{\perp} & =-e^{-\lambda}\left(-\sin \theta \frac{\partial}{\partial x_{1}}+\cos \theta \frac{\partial}{\partial x_{2}}-\left(\frac{\partial \lambda}{\partial x_{1}} \cos \theta+\frac{\partial \lambda}{\partial x_{2}} \sin \theta\right) \frac{\partial}{\partial \theta}\right) \\
V & =\frac{\partial}{\partial \theta}
\end{aligned}
$$

Hint. To compute $X$, you can use the equation $\tan \theta(t)=\frac{\dot{x}_{2}(t)}{\dot{x}_{1}(t)}$ where $\left(x_{1}(t), x_{2}(t), \theta(t)\right)$ is a geodesic in the $\left(x_{1}, x_{2}, \theta\right)$ coordinates.
(c) Prove Lemma 2.12. You can use (b) and the fact that

$$
\int_{S M} w d \Sigma=\int_{M} \int_{-\pi}^{\pi} w(x, \theta) e^{2 \lambda(x)} d \theta d x .
$$

(d) Prove Lemma 2.13. You can use (b) and the fact that if $g_{j k}(x)=$ $e^{2 \lambda(x)} \delta_{j k}$, then the Gaussian curvature has the form

$$
K=-\Delta_{g} \lambda=-e^{-2 \lambda}\left(\partial_{1}^{2} \lambda+\partial_{2}^{2} \lambda\right) .
$$

## 3. Gelfand problem

Seismic imaging gives rise to various inverse problems related to determining interior properties, e.g. oil deposits or deep structure, of the Earth. Often this is done by using acoustic or elastic waves. We will consider the following problem proposed in [Ge54]. This problem has many names and
equivalent forms and it is also known as the inverse boundary spectral problem [KKL01] or the Lorentzian Calderón problem [AFO22].

Gelfand problem: Is it possible to determine the interior structure of Earth by controlling acoustic waves and measuring vibrations at the surface?
In seismic imaging one often tries to recover an unknown sound speed. However, in this presentation we consider the simpler case where the sound speed is known and one attempts to recover an unknown potential $q$. We assume that the Earth is modelled by a compact Riemannian $n$-manifold ( $M, g$ ) with smooth boundary (in practice $M$ is a closed ball in $\mathbb{R}^{3}$ ), and the metric $g$ models the sound speed. In fact, if $c(x)$ is a scalar sound speed in a domain in $\mathbb{R}^{n}$, the corresponding metric is

$$
g_{j k}(x)=c(x)^{-2} \delta_{j k} .
$$

A general metric $g$ corresponds to an anisotropic (non-scalar) sound speed. Thus Riemannian geometry already appears when considering sound speeds in Euclidean domains.

Consider the free wave operator

$$
:=\partial_{t}^{2}-\Delta
$$

in $M \times(0, T)$, where $\Delta$ is the Laplace-Beltrami operator in $(M, g)$ :

$$
\Delta u=\operatorname{div}(\nabla u)=\operatorname{det}(g)^{-1 / 2} \partial_{j}\left(\operatorname{det}(g)^{1 / 2} g^{j k} \partial_{k} u\right)
$$

Here the operators $\nabla=\nabla_{g}$, div $=\operatorname{div}_{g}$, and $\Delta=\Delta_{g}$ only act in the $x$ variable. Let $q \in C_{c}^{\infty}\left(M^{\text {int }}\right)$ be a time-independent real valued potential.

We assume that the medium is at rest at time $t=0$ and that we take measurements until time $T>0$. If we prescribe the amplitude of the wave to be $f(x, t)$ on $\partial M \times(0, T)$, this leads to a solution $u$ of the wave equation

$$
\left\{\begin{align*}
(\square+q) u=0 & \text { in } M \times(0, T),  \tag{3.1}\\
u=f & \text { on } \partial M \times(0, T), \\
u=\partial_{t} u=0 & \text { on }\{t=0\} .
\end{align*}\right.
$$

Given any $f \in C_{c}^{\infty}(\partial M \times(0, T))$, this initial-boundary value problem has a unique solution $u \in C^{\infty}(M \times(0, T))$ (see [Ev10, Theorem 7 in §7.2.3] for the Euclidean case; the proof in the Riemannian case is the same). We assume that we can measure the normal derivative $\left.\partial_{\nu} u\right|_{\partial M \times(0, T)}$, where $\partial_{\nu} u(x, t)=\langle\nabla u(x, t), \nu(x)\rangle$ and $\nu$ is the outer unit normal to $\partial M$. We do such measurements for many different functions $f$.

The ideal boundary measurements in our inverse problem are therefore encoded by the hyperbolic Dirichlet-to-Neumann map (DN map for short)

$$
\Lambda_{q}: C_{c}^{\infty}(\partial M \times(0, T)) \rightarrow C^{\infty}(\partial M \times(0, T)), \quad \Lambda_{q}(f)=\left.\partial_{\nu} u\right|_{\partial M \times(0, T)} .
$$

The Gelfand problem for this model amounts to recovering $q$ from the knowledge of the $\operatorname{map} \Lambda_{q}$.

The following is our main result for the Gelfand problem. For simplicity we assume that the potentials are compactly supported in $M^{\text {int }}$.

Theorem 3.1 (Recovering the X-ray transform). Let ( $M, g$ ) be compact with smooth boundary, let $T>0$, and assume that $q_{1}, q_{2} \in C_{c}^{\infty}\left(M^{\mathrm{int}}\right)$. If $\Lambda_{q_{1}}=\Lambda_{q_{2}}$, then

$$
\begin{equation*}
\int_{0}^{\ell} q_{1}(\gamma(t)) d t=\int_{0}^{\ell} q_{2}(\gamma(t)) d t \tag{3.2}
\end{equation*}
$$

whenever $\gamma:[0, \ell] \rightarrow M$ is a non-trapped maximal geodesic in $M$ with $\ell<T$.
If $(M, g)$ is simple, we can combine the above result with injectivity of the geodesic X-ray transform (Theorem 2.7) to obtain a uniqueness result:

Theorem 3.2 (Uniqueness). Assume that $(M, g)$ is simple, and let $T>0$ be larger than the length of the longest maximal geodesic in $M$. If $q_{1}, q_{2} \in$ $C_{c}^{\infty}\left(M^{\text {int }}\right)$ and

$$
\Lambda_{q_{1}}=\Lambda_{q_{2}},
$$

then $q_{1}=q_{2}$ in $M$.
Proof. The assumption on $T$ together with Theorem 3.1 imply that the integrals of $q_{1}$ and $q_{2}$ along any maximal geodesic are the same, i.e. $I q_{1}=I q_{2}$ where $I$ is the geodesic X-ray transform. Since $(M, g)$ is simple, Theorem 2.7 gives that $q_{1}=q_{2}$.

Remark 3.3. It is natural that one needs $T$ to be sufficiently large in Theorem 3.2. By finite propagation speed the map $\Lambda_{q}$ is unaffected if one changes $q$ outside the set $\{x \in M: \operatorname{dist}(x, \partial M)<T / 2\} .{ }^{2}$

Theorem 3.1 could be proved based on the following facts, see e.g. [SY18]:

1. The map $\Lambda_{q}$ is an FIO of order 1 on $\partial M \times(0, T)$.
2. The X-ray transform of $q$ can be read off from the principal symbol of $\Lambda_{q}-\Lambda_{0}$.
We will give a direct proof that avoids the first step and is based on testing $\Lambda_{q}$ against highly oscillatory boundary data. This follows the idea that the

[^1]principal symbol of a $\Psi \mathrm{DO}$ (or FIO) can be obtained by testing against oscillatory functions, e.g.
\[

$$
\begin{equation*}
\sigma_{\operatorname{pr}}(A)\left(x_{0}, \xi_{0}\right)=\left.\lim _{\lambda \rightarrow \infty} \lambda^{-m} e^{-i \lambda x \cdot \xi_{0}} A\left(e^{i \lambda x \cdot \xi_{0}}\right)\right|_{x=x_{0}} \tag{3.3}
\end{equation*}
$$

\]

when $A$ is a classical $\Psi D O$ of order $m$ in $\mathbb{R}^{n}$. Our proof of Theorem 3.1 is based on geometric optics solutions and will be done in two parts. First we assume that $(M, g)$ is simple and use a classical geometric optics construction with real phase function. In the general case we employ a Gaussian beam construction with complex phase function.

Theorem 3.2 is in fact true even for a general compact manifold $(M, g)$ under the sharp condition $T>2 \sup _{x \in M} \operatorname{dist}(x, \partial M)$. This and many other results for time-independent coefficients follow from the Boundary Control method introduced in [Be87], see [KKL01, La18] for further developments. However, the Boundary Control method is not in general available when $q=$ $q(x, t)$ is time-dependent. This case arises in inverse problems for nonlinear equations or in general relativity. In that case (and if one considers the analogous problem on $\partial M \times \mathbb{R}$ instead of $\partial M \times(0, T)$, see Exercise 3.3), the geometric optics method still works and gives that

$$
\begin{equation*}
\int_{0}^{\ell} q_{1}(\gamma(t), t+\sigma) d t=\int_{0}^{\ell} q_{2}(\gamma(t), t+\sigma) d t \tag{3.4}
\end{equation*}
$$

whenever $\gamma$ is a maximal geodesic as above and $\sigma \in \mathbb{R}$ is a time-delay parameter. This means that the light ray transforms of $q_{1}$ and $q_{2}$ are the same. The curves $(\gamma(t), t+\sigma)$ where $\gamma$ is a geodesic in $M$ are called light rays; they are lightlike, or null, geodesics for the Lorentzian metric $-d t^{2}+g(x)$. When $(M, g)$ is simple the invertibility of the light ray transform follows from invertibility of the geodesic X-ray transform, see Exercise 3.3.

More generally, instead of the wave operator $\square=\partial_{t}^{2}-\Delta$ corresponding to the product Lorentzian metric $-d t^{2}+g(x)$ in $M \times \mathbb{R}$, one could consider a more general Lorentzian metric $\bar{g}$ (i.e. a symmetric 2 -tensor field on $M \times \mathbb{R}$ that has one negative and $n$ positive eigenvalues at each point) and the corresponding wave operator $\square_{\bar{g}}$. Inverse problems for $\square_{\bar{g}}$ constitute a wave equation analogue of the anisotropic Calderón problem (see Section 4).

The following questions remain open:
Question 3.1. Can one recover a time-dependent potential $q \in C_{c}^{\infty}(M \times \mathbb{R})$ from the hyperbolic $D N$ map on $\partial M \times \mathbb{R}$ for a general compact Riemannian manifold ( $M, g$ ) with boundary?

Question 3.2. For which Lorentzian metrics $\bar{g}$ is the light ray transform invertible?

Question 3.3. For which Lorentzian metrics $\bar{g}$ does one have uniqueness in the Gelfand problem?

See [AFO22, FIKO21, FIO21, St17] for recent results on the above questions. We also mention that for nonlinear wave equations better results are available, see e.g. [La18].

We now start the proof of Theorem 3.1. Alternative presentations may be found in the lecture notes [Ok18, Sa20] in the case of simple manifolds or Euclidean space. Similar results in much more general settings appear in [SY18, OSSU23]. The proof proceeds in three steps.

1. Derivation of an integral identity showing that if $\Lambda_{q_{1}}=\Lambda_{q_{2}}$, then $q_{1}-q_{2}$ is $L^{2}$-orthogonal to certain products of solutions.
2. Construction of special solutions that concentrate near a light ray $(\gamma(t), t+\sigma)$ for some $\sigma>0$.
3. Proof of (3.2) by inserting the special solutions in the integral identity and taking a limit.

### 3.1. Integral identity.

Lemma 3.4 (Integral identity). Assume that $q_{1}, q_{2} \in C^{\infty}(M)$. For any $f_{1}, f_{2} \in C_{c}^{\infty}(\partial M \times(0, T))$, one has

$$
\left(\left(\Lambda_{q_{1}}-\Lambda_{q_{2}}\right) f_{1}, f_{2}\right)_{L^{2}(\partial M \times(0, T))}=\int_{M} \int_{0}^{T}\left(q_{1}-q_{2}\right) u_{1} \bar{u}_{2} d t d V
$$

where $u_{1}$ solves (3.1) with $q=q_{1}$ and $f=f_{1}$, and $u_{2}$ solves an analogous problem with vanishing Cauchy data on $\{t=T\}$ :

$$
\left\{\begin{align*}
\left(\square+q_{2}\right) u_{2} & =0 & & \text { in } M \times(0, T),  \tag{3.5}\\
u_{2} & =f_{2} & & \text { on } \partial M \times(0, T), \\
u_{2}=\partial_{t} u_{2} & =0 & & \text { on }\{t=T\}
\end{align*}\right.
$$

Proof. We first compute the formal adjoint of the DN map: one has

$$
\left(\Lambda_{q} f, h\right)_{L^{2}(\partial M \times(0, T))}=\left(f, \Lambda_{q}^{T} h\right)_{L^{2}(\partial M \times(0, T))}
$$

where $\Lambda_{q}^{T} h=\left.\partial_{\nu} v\right|_{\partial M \times(0, T)}$ with $v$ solving $(\square+q) v=0$ so that $\left.v\right|_{\partial M \times(0, T)}=h$ and $v=\partial_{t} v=0$ on $\{t=T\}$. To prove this, we let $u$ be the solution of (3.1)
and integrate by parts:

$$
\begin{aligned}
\left(\Lambda_{q} f, h\right)_{L^{2}(\partial M \times(0, T))} & =\int_{\partial M} \int_{0}^{T}\left(\partial_{\nu} u\right) \bar{v} d t d S \\
& =\int_{M} \int_{0}^{T}(\langle\nabla u, \nabla \bar{v}\rangle+(\Delta u) \bar{v}) d t d V \\
& =\int_{M} \int_{0}^{T}\left(\langle\nabla u, \nabla \bar{v}\rangle+\left(\partial_{t}^{2} u+q u\right) \bar{v}\right) d t d V \\
& =\int_{M} \int_{0}^{T}\left(\langle\nabla u, \nabla \bar{v}\rangle-\partial_{t} u \partial_{t} \bar{v}+q u \bar{v}\right) d t d V \\
& =\int_{M} \int_{0}^{T}\left(\langle\nabla u, \nabla \bar{v}\rangle+u\left(\overline{\partial_{t}^{2} v+q v}\right)\right) d t d V \\
& =\int_{M} \int_{0}^{T}(\langle\nabla u, \nabla \bar{v}\rangle+u \Delta \bar{v}) d t d V \\
& =\int_{\partial M} \int_{0}^{T} u \partial_{\nu} \bar{v} d t d S \\
& =\left(f, \Lambda_{q}^{T} h\right)_{L^{2}(\partial M \times(0, T)) .}
\end{aligned}
$$

Now, if $u_{1}$ and $u_{2}$ are as stated, the first half of the computation above gives

$$
\left(\Lambda_{q_{1}} f_{1}, f_{2}\right)_{L^{2}(\partial M \times(0, T))}=\int_{M} \int_{0}^{T}\left(\left\langle\nabla u_{1}, \nabla \bar{u}_{2}\right\rangle-\partial_{t} u_{1} \partial_{t} \bar{u}_{2}+q_{1} u_{1} \bar{u}_{2}\right) d t d V
$$

and the second half of the computation above gives

$$
\begin{aligned}
\left(\Lambda_{q_{2}} f_{1}, f_{2}\right)_{L^{2}(\partial M \times(0, T))} & =\left(f_{1}, \Lambda_{q_{2}}^{T} f_{2}\right)_{L^{2}(\partial M \times(0, T))} \\
& =\int_{\Omega} \int_{0}^{T}\left(\left\langle\nabla u_{1}, \nabla \bar{u}_{2}\right\rangle-\partial_{t} u_{1} \partial_{t} \bar{u}_{2}+q_{2} u_{1} \bar{u}_{2}\right) d t d V
\end{aligned}
$$

The result follows by subtracting these two identities.
If $\Lambda_{q_{1}}=\Lambda_{q_{2}}$, it follows from Lemma 3.4 that

$$
\int_{M} \int_{0}^{T}\left(q_{1}-q_{2}\right) u_{1} \bar{u}_{2} d t d V=0
$$

for all solutions $u_{1}$ and $u_{2}$ of the given type.
3.2. Recovering the X-ray transform. We will now start the construction of special solutions concentrating near a light ray $(\gamma(t), t+\sigma)$ where $\sigma>0$ is a small time delay parameter. We use the method of geometrical optics, also known as the WKB method, and first look for approximate solutions using the ansatz

$$
v(x, t)=e^{i \lambda \varphi(x, t)} a(x, t)
$$

where $\lambda>0$ is a large parameter, $\varphi$ is a real phase function, and $a$ is an amplitude supported near the curve $t \mapsto(\gamma(t), t+\sigma)$. (We could also write $h=1 / \lambda$ and state our results in terms of a small parameter $h$, but this is not necessary since our arguments are elementary and we do need any semiclassical $\Psi D O$ calculus. Using a large parameter may be less confusing since then we do not need to multiply operators by powers of $h$.)

A direct computation, given below in (3.11), shows that

$$
\begin{equation*}
(\square+q) v=e^{i \lambda \varphi}\left[\lambda^{2}\left[\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}\right] a+i \lambda L a+(\square+q) a\right] \tag{3.6}
\end{equation*}
$$

where $L$ is a certain first order differential operator. Now $v$ is a good approximate solution if the right hand side is very small when $\lambda$ is large. In particular, we want the $\lambda^{2}$ term to vanish, which means that the phase function $\varphi$ should solve the eikonal equation

$$
\begin{equation*}
\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}=0 \tag{3.7}
\end{equation*}
$$

We will show that when $(M, g)$ is simple, the function $\varphi(x, t):=t-r$ is a solution where $(\omega, r)$ are Riemannian polar coordinates as in formula (2.2). Here and below it is convenient to write $(\omega, r)$ instead of $(r, \omega)$. We also show that by solving transport equations involving $L$ one can obtain an amplitude $a$ supported near the curve $t \mapsto(\gamma(t), t+\sigma)$ satisfying

$$
\|i \lambda L a+(\square+q) a\|_{L^{\infty}} \rightarrow 0 \text { as } \lambda \rightarrow \infty .
$$

Thus $v$ is an approximate solution in the sense that $(\square+q) v=o(1)$ as $\lambda \rightarrow \infty$. These approximate solutions can then be converted into exact solutions by solving a Dirichlet problem for the wave equation.

After the outline above, we give the precise statement regarding concentrating solutions.

Proposition 3.5 (Concentrating solutions). Assume that $q \in C_{c}^{\infty}\left(M^{\mathrm{int}}\right)$, and let $\gamma:[0, \ell] \rightarrow M$ be a maximal geodesic in $M$ with $\ell<T$. Let also $\sigma>0$ be a small enough time delay parameter. For any $\lambda \geq 1$ there is a solution $u=u_{\lambda}$ of $(\square+q) u=0$ in $M \times(0, T)$ with $u=\partial_{t} u=0$ on $\{t=0\}$, such that for any $\psi \in C_{c}^{\infty}(M \times[0, T])$ one has

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \int_{M} \int_{0}^{T} \psi|u|^{2} d t d V=\int_{0}^{\ell} \psi(\gamma(t), t+\sigma) d t . \tag{3.8}
\end{equation*}
$$

Moreover, if $\tilde{q} \in C_{c}^{\infty}\left(M^{\text {int }}\right)$, there is a solution $\tilde{u}=\tilde{u}_{\lambda}$ of $(\square+\tilde{q}) \tilde{u}=0$ in $M \times(0, T)$ with $\tilde{u}=\partial_{t} \tilde{u}=0$ on $\{t=T\}$, such that for any $\psi \in C_{c}^{\infty}(M \times$ $[0, T])$ one has

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \int_{M} \int_{0}^{T} \psi u \overline{\tilde{u}} d t d V=\int_{0}^{\ell} \psi(\gamma(t), t+\sigma) d t . \tag{3.9}
\end{equation*}
$$

Remark 3.6. The fact that one can construct solutions to the wave equation that concentrate near light rays $t \mapsto(\gamma(t), t+\sigma)$ is a consequence of propagation of singularities. This general phenomenon states that singularities of solutions for operators with real valued principal symbol $p$ propagate along null bicharacteristic curves, i.e. integral curves of the Hamilton vector field $H_{p}$ in phase space. The principal symbol of the wave operator is $p(x, t, \xi, \tau)=-\tau^{2}+|\xi|_{g}^{2}$, and the light rays are projections to the $(x, t)$ variables of null bicharacteristic curves for $\square$. This point of view will be emphasized in the context of Gaussian beams in Section 3.4 below.

We also mention that (3.8) indicates that the semiclassical measure, or quantum limit, of the family $\left(u_{\lambda}\right)$ as $\lambda \rightarrow \infty$ is the delta function of the light ray. One could also give more precise phase space versions of the statements in Proposition 3.5 (see [OSSU23]).

Proof of Theorem 3.1. Using the assumption $\Lambda_{q_{1}}=\Lambda_{q_{2}}$ and Lemma 3.4, we have

$$
\begin{equation*}
\int_{M} \int_{0}^{T}\left(q_{1}-q_{2}\right) u_{1} \bar{u}_{2} d t d V=0 \tag{3.10}
\end{equation*}
$$

for any solutions $u_{j}$ of $\left(\square+q_{j}\right) u_{j}=0$ in $M \times(0, T)$ so that $u_{1}=\partial_{t} u_{1}=0$ on $\{t=0\}$, and $u_{2}=\partial_{t} u_{2}=0$ on $\{t=T\}$.

Let $\gamma:[0, \ell] \rightarrow M$ be a maximal unit speed geodesic segment in $M$ with $\ell<T$, let $\sigma>0$ be small, and let $u_{1}=u_{1, \lambda}$ be the solution constructed in Proposition 3.5 for the potential $q_{1}$ with $u_{1}=\partial_{t} u_{1}=0$ on $\{t=0\}$. Moreover, let $u_{2}=u_{2, \lambda}$ be the solution constructed in the end of Proposition 3.5 for the potential $q_{2}$ with $u_{2}=\partial_{t} u_{2}=0$ on $\{t=T\}$. Taking the limit as $\lambda \rightarrow \infty$ in (3.10) and using (3.9) with $\psi(x, t)=\left(q_{1}-q_{2}\right)(x)$, we obtain that

$$
\int_{0}^{\ell}\left(q_{1}-q_{2}\right)(\gamma(t)) d t=0 .
$$

This is true for any maximal geodesic $\gamma$ in $M$ with length $\ell<T$, which proves the result.

It remains to prove Proposition 3.5. We first give a proof under the additional assumption that $(M, g)$ is simple. In this case it is possible to solve the eikonal equation globally and a standard geometric optics construction is sufficient. For general manifolds $(M, g)$ there may be conjugate points and it may not be possible to find smooth global solutions of the eikonal equation. We will use a Gaussian beam construction to deal with this case.
3.3. Special solutions in the simple case - geometrical optics. Recall that we are looking for approximate solutions of the form $v=e^{i \lambda \varphi} a$. For the construction of the phase function $\varphi$ we will use Lemma 2.5, which essentially
states that a manifold is simple iff it admits global polar coordinates $(\omega, r)$ centered at any point. We will need also need the following property.

Lemma 3.7 (Riemannian polar coordinates). In the $(\omega, r)$ coordinates the metric has the form

$$
g(\omega, r)=\left(\begin{array}{cc}
g_{0}(\omega, r) & 0 \\
0 & 1
\end{array}\right)
$$

Proof. It is enough to prove that $\left\langle\partial_{r}, \partial_{r}\right\rangle=1$ and $\left\langle\partial_{r}, w\right\rangle=0$, where $w=$ $\dot{\eta}(0)$ for any curve $\eta(t)=(r, \omega(t))$. Since $\partial_{r}$ is the tangent vector of a unit speed geodesic starting at $p$, one has $\left\langle\partial_{r}, \partial_{r}\right\rangle=1$. If $\eta(t)$ is a curve as above, the fact that $\left\langle\partial_{r}, w\right\rangle=0$ is precisely the content of the Gauss lemma in Riemannian geometry (see e.g. [PSU23, Section 3.7]).

We can now prove the result on concentrating solutions. The proof is elementary although a bit long.

Proof of Proposition 3.5 when $(M, g)$ is simple. Let $\gamma:[0, \ell] \rightarrow M$ be a maximal unit speed geodesic in $M$ with $\ell<T$, and let initially $\sigma \in(0, T-\ell)$.

We first construct an approximate solution $v=v_{\lambda}$ for the operator $\square+q$, having the form

$$
v(x, t)=e^{i \lambda \varphi(x, t)} a(x, t)
$$

where $\varphi$ is a real phase function, and $a$ is an amplitude supported near the curve $t \mapsto(\gamma(t), t+\sigma)$. Note that

$$
\begin{aligned}
\partial_{t}\left(e^{i \lambda \varphi} u\right) & =e^{i \lambda \varphi}\left(\partial_{t}+i \lambda \partial_{t} \varphi\right) u \\
\partial_{t}^{2}\left(e^{i \lambda \varphi} u\right) & =e^{i \lambda \varphi}\left(\partial_{t}+i \lambda \partial_{t} \varphi\right)^{2} u
\end{aligned}
$$

and similarly for the $x$-derivatives

$$
\begin{aligned}
\nabla\left(e^{i \lambda \varphi} u\right) & =e^{i \lambda \varphi}(\nabla+i \lambda \nabla \varphi) u \\
\operatorname{div} \nabla\left(e^{i \lambda \varphi} u\right) & =e^{i \lambda \varphi}(\operatorname{div}+i \lambda\langle\nabla \varphi, \cdot\rangle)(\nabla+i \lambda \nabla \varphi) u
\end{aligned}
$$

We thus compute
$(\square+q)\left(e^{i \lambda \varphi} a\right)=e^{i \lambda \varphi}\left(\left(\partial_{t}+i \lambda \partial_{t} \varphi\right)^{2}-\left(\operatorname{div}_{x}+i \lambda\left\langle\nabla_{x} \varphi, \cdot\right\rangle\right)\left(\nabla_{x}+i \lambda \nabla_{x} \varphi\right)+q\right) a$

$$
\begin{align*}
=e^{i \lambda \varphi} & {\left[\lambda^{2}\left[\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}\right] a\right.} \\
& \left.+i \lambda\left[2 \partial_{t} \varphi \partial_{t} a-2\left\langle\nabla_{x} \varphi, \nabla_{x} a\right\rangle+(\square \varphi) a\right]+(\square+q) a\right] \tag{3.11}
\end{align*}
$$

We would like to have $(\square+q)\left(e^{i \lambda \varphi} a\right)=O\left(\lambda^{-1}\right)$, so that $v=e^{i \lambda \varphi} a$ would indeed be an approximate solution when $\lambda$ is large. To this end, we first choose $\varphi$ so that the $\lambda^{2}$ term in (3.11) vanishes. This will be true if $\varphi$ solves the eikonal equation

$$
\begin{equation*}
\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}=0 \tag{3.12}
\end{equation*}
$$

We make the simple choice

$$
\begin{equation*}
\varphi(x, t):=t-\psi(x) \tag{3.13}
\end{equation*}
$$

where $\psi \in C^{\infty}(M)$ should solve the equation

$$
\begin{equation*}
|\nabla \psi|_{g}^{2}=1 \tag{3.14}
\end{equation*}
$$

This is another eikonal equation, now only in the $x$ variables. We now invoke the assumption that $(M, g)$ is simple and give an explicit solution of (3.14).

Let $(U, g)$ be an open manifold as in Lemma 2.5 that contains $M$ as a compact subdomain. Let $\eta$ be the maximal geodesic in $U$ with $\left.\eta\right|_{[0, \ell]}=\gamma$ and, possibly after decreasing $\sigma>0, p:=\eta(-\sigma) \in U \backslash M$. By Lemma 2.5, if $D_{p}$ is the maximal domain of $\exp _{p}$ in $T_{p} U$, then

$$
\exp _{p}: D_{p} \rightarrow U
$$

is a diffeomorphism. Thus any point $x \in U$ can be written uniquely as

$$
x=\exp _{p}(r \omega)
$$

for some $r \geq 0$ and $\omega \in S^{n-1}$ with $r \omega \in D_{p}$. Identifying $x$ with $(\omega, r)$ gives global coordinates in $U \backslash\{p\}$. We claim that

$$
\psi(\omega, r):=r
$$

is a smooth solution of (3.14) near $M$. Note first that $\psi$ is smooth in $M$, since the origin of polar coordinates is outside $M$. Now the fact that $\psi$ solves (3.14) follows immediately from Lemma 3.7 since

$$
\langle\nabla \psi, \nabla \psi\rangle=\left\langle\partial_{r}, \partial_{r}\right\rangle=1 .
$$

With the choice $\varphi(x, t)=t-\psi(x)$, we have (3.12) and thus the equation (3.11) becomes

$$
\begin{equation*}
(\square+q)\left(e^{i \lambda \varphi} a\right)=e^{i \lambda \varphi}[i \lambda(L a)+(\square+q) a] \tag{3.15}
\end{equation*}
$$

where $L$ is the first order operator defined by

$$
L a:=2 \partial_{t} \varphi \partial_{t} a-2\left\langle\nabla_{x} \varphi, \nabla_{x} a\right\rangle+(\square \varphi) a .
$$

Now $\partial_{t} \varphi=1$, and since $\psi(\omega, r)=r$ we obtain from Lemma 3.7 that

$$
\left\langle\nabla_{x} \varphi, \nabla_{x} a\right\rangle=g^{j k} \partial_{x_{j}} \varphi \partial_{x_{k}} a=-\partial_{r} a
$$

Writing $b:=\square \varphi$, the operator $L$ simplifies to

$$
\begin{equation*}
L a=2\left(\partial_{t}+\partial_{r}\right) a+b a . \tag{3.16}
\end{equation*}
$$

For later purposes we observe that by Lemma 3.7, $b$ has the precise form

$$
\begin{align*}
b(\omega, r, t) & =\left(\partial_{t}^{2}-\Delta_{x}\right) \varphi=\Delta_{x} r=\operatorname{det}(g)^{-1 / 2} \partial_{r}\left(\operatorname{det}(g)^{1 / 2}\right)  \tag{3.17}\\
& =\frac{1}{2} \partial_{r}[\log \operatorname{det}(g(\omega, r))] .
\end{align*}
$$

We next look for the amplitude $a$ in the form

$$
a=a_{0}+\lambda^{-1} a_{-1} .
$$

Inserting this to (3.11) and equating like powers of $\lambda$, we get

$$
\begin{align*}
& (\square+q)\left(e^{i \lambda \varphi} a\right)  \tag{3.18}\\
& \quad=e^{i \lambda \varphi}\left[i \lambda\left(L a_{0}\right)+\left[i L a_{-1}+(\square+q) a_{0}\right]+\lambda^{-1}(\square+q) a_{-1}\right] .
\end{align*}
$$

We would like the last expression to be $O\left(\lambda^{-1}\right)$. This will hold if $a_{0}$ and $a_{-1}$ satisfy the transport equations

$$
\left\{\begin{align*}
L a_{0} & =0,  \tag{3.19}\\
L a_{-1} & =i(\square+q) a_{0} .
\end{align*}\right.
$$

It is not hard to solve these transport equations. To do this, it is convenient to switch from the coordinates ( $\omega, r, t$ ) near $M \times(0, T)$ to new coordinates $(\omega, z, w)$, where

$$
\begin{equation*}
z=\frac{t+r}{2}, \quad w=\frac{t-r}{2} . \tag{3.20}
\end{equation*}
$$

Then $L$ in (3.16) simplifies to $2 \partial_{z}+b$ in the sense that

$$
L F(\omega, r, t)=\left(2 \partial_{z} \breve{F}+\breve{b} \breve{F}\right)\left(\omega, \frac{t+r}{2}, \frac{t-r}{2}\right)
$$

where $\breve{F}$ corresponds to $F$ in the new coordinates:

$$
\breve{F}(\omega, z, w):=F(\omega, z-w, z+w) .
$$

Finally, we can use an integrating factor to get rid of $\breve{b}$. One has

$$
\begin{equation*}
L F(\omega, r, t)=2 c^{-1} \partial_{z}(c \breve{F})\left(\omega, \frac{t+r}{2}, \frac{t-r}{2}\right) \tag{3.21}
\end{equation*}
$$

provided that $2 c^{-1} \partial_{z} c=\breve{b}$. By (3.17), this will hold if we choose $c$ so that

$$
\begin{equation*}
c(\omega, z, w):=\operatorname{det}(g(\omega, z-w))^{1 / 4} . \tag{3.22}
\end{equation*}
$$

We can now solve the transport equations (3.19). By (3.21) the first transport equation reduces to

$$
\partial_{z}\left(c \breve{a}_{0}\right)=0 .
$$

Recall that we want our amplitude $a$ to be supported near the curve $t \mapsto$ $(\eta(t), t+\sigma)$ in the $(x, t)$ coordinates. Recall also that the center $p$ of our polar coordinates was given by $p=\eta(-\sigma)$. Thus $\eta(t)=\left(\omega_{0}, t+\sigma\right)$ for some $\omega_{0} \in S^{n-1}$ in the ( $\omega, r$ ) coordinates, and at time $\sigma+t$ the amplitude should be supported near ( $\omega_{0}, \sigma+t$ ). Because of these facts, it makes sense to choose

$$
\breve{a}_{0}(\omega, z, w):=c(\omega, z, w)^{-1} \chi(\omega, w),
$$

where $\chi \in C_{c}^{\infty}\left(S^{n-1} \times \mathbb{R}\right)$ is supported near $\left(\omega_{0}, 0\right)$. We will later choose $\chi$ to depend on $\lambda$. Note also that $\gamma(t)$ exits $M$ when $t=\ell$, which means that

$$
\left.\breve{a}_{0}\right|_{M \times[\sigma+\ell+\varepsilon, \sigma+\ell+2 \varepsilon]}=0
$$

for some $\varepsilon>0$ if $\sigma$ is chosen so small that $\sigma+\ell<T$. We set $\breve{a}_{0}=0$ for $t \in[\sigma+\ell+\varepsilon, T]$.

Next we choose

$$
\breve{a}_{-1}(\omega, z, w):=-\frac{1}{2 i c} \int_{0}^{z} c\left((\square+q) a_{0}\right)^{\breve{ }}(\omega, s, w) d s .
$$

The functions $a_{0}$ and $a_{-1}$ satisfy (3.19), and they vanish unless $w$ is small (i.e. $r$ is close to $t$ ). Then (3.18) becomes

$$
(\square+q)\left(e^{i \lambda \varphi} a\right)=F_{\lambda}
$$

where

$$
F_{\lambda}:=\lambda^{-1} e^{i \lambda \varphi}(\square+q) a_{-1} .
$$

Using the Cauchy-Schwarz inequality, one can check that

$$
\begin{align*}
\left\|F_{\lambda}\right\|_{L^{\infty}(M \times(0, T))} & \leq \lambda^{-1}\left\|(\square+q) a_{-1}\right\|_{L^{\infty}(M \times(0, T))} \\
& \leq C \lambda^{-1}\|\chi\|_{W^{4, \infty}\left(S^{n-1} \times \mathbb{R}\right)} \tag{3.23}
\end{align*}
$$

uniformly over $\lambda \geq 1$. This concludes the construction of the approximate solution $v=e^{i \lambda \varphi} a$.

We next find an exact solution $u=u_{\lambda}$ of (3.1) having the form

$$
u=v+R
$$

where $R$ is a correction term. Note that for $t$ close to $0, v(\cdot, t)$ is supported near $p \notin M$ and hence $v=\partial_{t} v=0$ on $M \times\{t=0\}$. Note also that $(\square+q) v=F_{\lambda}$. Thus $u$ will solve (3.1) for $f=\left.v\right|_{\partial M \times(0, T)}$ if $R$ solves

$$
\left\{\begin{align*}
(\square+q) R & =-F_{\lambda} & & \text { in } M \times(0, T),  \tag{3.24}\\
R & =0 & & \text { on } \partial M \times(0, T), \\
R=\partial_{t} R & =0 & & \text { on }\{t=0\} .
\end{align*}\right.
$$

By the well-posedness of this problem (see [Ev10, Theorem 5 in §7.2.3] for the Euclidean case, again the proof in the Riemannian case is the same), there is a unique solution $R$ with

$$
\begin{equation*}
\|R\|_{L^{\infty}\left((0, T) ; H^{1}(M)\right)} \leq C\left\|F_{\lambda}\right\|_{L^{2}\left((0, T) ; L^{2}(M)\right)} \leq C \lambda^{-1}\|\chi\|_{W^{4, \infty}} \tag{3.25}
\end{equation*}
$$

We now fix the choice of $\chi$ so that (3.8) will hold. Recall that $\chi \in$ $C_{c}^{\infty}\left(S^{n-1} \times \mathbb{R}\right)$ is supported near $\left(\omega_{0}, 0\right)$. We may parametrize a neighborhood of $\omega_{0}$ in $S^{n-1}$ by points $y^{\prime} \in \mathbb{R}^{n-1}$ so that $\omega_{0}$ corresponds to 0 , and thus
we may think of $\chi$ as a function in $\mathbb{R}^{n}$ supported near 0 . Let $\zeta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ satisfy $\zeta=1$ near 0 and $\|\zeta\|_{L^{2}\left(\mathbb{R}^{n}\right)}=1$, and choose

$$
\chi(y):=\varepsilon^{-n / 2} \zeta(y / \varepsilon)
$$

where

$$
\varepsilon=\varepsilon(\lambda)=\lambda^{-\frac{1}{n+8}}
$$

With this choice

$$
\|\chi\|_{L^{2}\left(\mathbb{R}^{n}\right)}=1, \quad\|\chi\|_{W^{4, \infty}\left(\mathbb{R}^{n}\right)} \lesssim \varepsilon^{-n / 2-4} \lesssim \lambda^{1 / 2}
$$

It follows from (3.25) that

$$
\|v\|_{L^{2}(M \times(0, T))} \lesssim 1, \quad\|R\|_{L^{2}(M \times(0, T))} \lesssim \lambda^{-1 / 2} .
$$

Since $u=v+R$, the integral in (3.8) has the form

$$
\begin{aligned}
\int_{M} \int_{0}^{T} \psi|u|^{2} d V d t & =\int_{M} \int_{0}^{T} \psi|v|^{2} d V d t+O\left(\lambda^{-1 / 2}\right) \\
& =\int_{M} \int_{0}^{T} \psi\left|a_{0}\right|^{2} d V d t+O\left(\lambda^{-1 / 2}\right)
\end{aligned}
$$

We recall that $\breve{a}_{0}=c^{-1} \chi$ where $c$ is given by (3.22). Using that $\psi\left|a_{0}\right|^{2}$ is compactly supported in $M^{\text {int }} \times(0, T)$, changing variables according to (3.20), and identifying $y^{\prime} \in \mathbb{R}^{n-1}$ with $\omega \in S^{n-1}$, we obtain

$$
\begin{aligned}
& \int_{M} \int_{0}^{T} \psi\left|a_{0}\right|^{2} d V d t=\int_{S^{n-1}} \iint\left(\psi\left|a_{0}\right|^{2} \operatorname{det}(g)^{1 / 2}\right)(\omega, r, t) d \omega d r d t \\
& \quad=\int_{\mathbb{R}^{n+1}} \psi\left(y^{\prime}, z-w, z+w\right) \chi(\omega, w)^{2} \frac{\operatorname{det}\left(g\left(y^{\prime}, z-w\right)\right)^{1 / 2}}{c\left(y^{\prime}, z, w\right)^{2}} d y^{\prime} d z d w
\end{aligned}
$$

By (3.22) one has $\frac{\operatorname{det}\left(g\left(y^{\prime}, z-w\right)\right)^{1 / 2}}{c\left(y^{\prime}, z, w\right)^{2}} \equiv 1$. It follows that

$$
\begin{aligned}
& \int_{M} \int_{0}^{T} \psi|u|^{2} d V d t \\
& \quad=\int_{\mathbb{R}^{n+1}} \psi\left(y^{\prime}, z-w, z+w\right) \varepsilon^{-n} \zeta\left(y^{\prime} / \varepsilon, w / \varepsilon\right)^{2} d y^{\prime} d z d w+O\left(\lambda^{-1 / 2}\right)
\end{aligned}
$$

Finally, changing $y^{\prime}$ to $\varepsilon y^{\prime}$ and $w$ to $\varepsilon w$ and letting $\lambda \rightarrow \infty$ (so $\varepsilon \rightarrow 0$ ) yields

$$
\begin{aligned}
\lim _{\lambda \rightarrow \infty} \int_{M} \int_{0}^{T} \psi|u|^{2} d V d t & =\int_{\mathbb{R}^{n+1}} \psi\left(0^{\prime}, z, z\right) \zeta\left(y^{\prime}, w\right)^{2} d y^{\prime} d z d w \\
& =\int_{-\infty}^{\infty} \psi\left(0^{\prime}, z, z\right) d z
\end{aligned}
$$

by the normalization $\|\zeta\|_{L^{2}\left(\mathbb{R}^{n}\right)}=1$ and the fact that $\psi \in C_{c}^{\infty}\left(M^{\mathrm{int}} \times[0, T]\right)$. Undoing the changes of coordinates, we see that the curve $\left(0^{\prime}, z, z\right)$ in the
$\left(y^{\prime}, r, t\right)$ coordinates corresponds to $t \mapsto\left(\omega_{0}, t, t\right)$ in the $(\omega, r, t)$ coordinates. Thus

$$
\int_{-\infty}^{\infty} \psi\left(0^{\prime}, z, z\right) d z=\int_{0}^{\ell} \psi(\gamma(t), t+\sigma) d t
$$

which proves (3.8).
It remains to prove (3.9). It is enough to construct a solution $\tilde{u}=v+\tilde{R}$ for potential $\tilde{q}$ where $\tilde{R}=\partial_{t} \tilde{R}=0$ on $\{t=T\}$. Since $\gamma(t)$ exits $M$ after time $\ell<T$, we have $\left.v\right|_{M \times[\sigma+\ell+\varepsilon, \sigma+\ell+2 \varepsilon]}=0$ for some small $\varepsilon>0$. Redefining $v$ to be zero for $t \geq \sigma+\ell+2 \varepsilon$, we see that (3.23) still holds. Then we choose $\tilde{R}$ solving (3.24) but with $\tilde{R}=\partial_{t} \tilde{R}=0$ on $\{t=T\}$ instead of $\{t=0\}$. We can do such a construction for the potential $\tilde{q}$ instead of $q$. Since $\varphi$ and $a_{0}$ are independent of the potential $q$, the same argument as above proves (3.9).
3.4. Special solutions in the general case - Gaussian beams. Above we used the assumption that $(M, g)$ is simple in order to find a global smooth real valued solution $\varphi$ of the eikonal equation in $M$. For general manifolds $(M, g)$ such solutions do not exist in general. We will remedy this by using a Gaussian beam construction, which involves two modifications:

1. The phase function is complex valued with imaginary part growing quadratically away from the curve of interest.
2. The eikonal equation is only solved to infinite order on the curve, instead of globally. This boils down to finding a solution of a matrix Riccati equation with positive definite imaginary part.
The Gaussian beam construction is classical and goes back to [BL67, Hö71]. We will sketch briefly the main ideas in this construction and we refer to [KKL01, Ra82, Ra01] for further details. A general version of this construction, with applications to inverse problems, is given in [OSSU23].
3.4.1. General setup. Let $(M, g)$ be a general compact manifold with boundary, embedded in a closed manifold $(N, g)$. Recall that we would like to find an approximate solution of $P v=0$ in $M \times[0, T]$ where $P=\partial_{t}^{2}-\Delta_{g}$, so that $v$ concentrates near a light curve $(\eta(t), t+\sigma)$ where $\eta(t)$ is a geodesic in $M$ and $\sigma$ is a time delay parameter.

It turns out that the construction of concentrating solutions depends very little on the fact that one is working with the wave equation. In fact the Gaussian beam construction can be carried out for any differential operator $P$ on a manifold $X$ and one can find approximate solutions concentrating near a curve $x:[0, T] \rightarrow X$, provided that
(a) the principal symbol $p \in C^{\infty}\left(T^{*} X\right)$ of $P$ is real valued; and
(b) the curve $x(t)$ is the spatial projection of a null bicharacteristic curve $\gamma:[0, T] \rightarrow T^{*} X$, i.e. $x(t)=\pi(\gamma(t))$ where $\pi: T^{*} X \rightarrow X$ is the base projection to $X$. We will also assume that

- $\gamma:[0, T] \rightarrow T^{*} X$ is injective (i.e. non-periodic, so that we do not need to worry about the curve closing); and
- $\dot{x}(t) \neq 0$ for $t \in[0, T]$ (i.e. $x(t)$ has no cusps, to simplify the construction).
The principal symbol of $\partial_{t}^{2}-\Delta_{g}$ is $-\tau^{2}+|\xi|_{g}^{2}$ which is clearly real valued, and one can check that the light curve $(\eta(t), t+\sigma)$ is indeed the projection of some null bicharacteristic curve $\gamma(t)$ as in (b). Below we will consider a general differential operator $P$ on an $n$-dimensional manifold $X$ and a curve $x:[0, T] \rightarrow X$ such that (a) and (b) hold.

Remark 3.8. We can give a microlocal explanation for the construction that follows. Since $p \in C^{\infty}\left(T^{*} X\right)$ is real, it induces a Hamilton vector field $H_{p}$ on $T^{*} X$. In local coordinates $(x, \xi)$ on $T^{*} X$ one has

$$
H_{p}=\left(\nabla_{\xi} p(x, \xi),-\nabla_{x} p(x, \xi)\right) .
$$

The integral curves of $H_{p}$ are called bicharacteristic curves for $P$. Since $H_{p} p=0$, the quantity $p$ is conserved along bicharacteristic curves. A bicharacteristic curve in $p^{-1}(0)$ is called a null bicharacteristic curve. Given any $\left(x_{0}, \xi_{0}\right) \in p^{-1}(0)$, there is a unique bicharacteristic curve $\gamma(t)$ with $\gamma(0)=\left(x_{0}, \xi_{0}\right)$. In local coordinates one has $\gamma(t)=(x(t), \xi(t))$ where

$$
\begin{aligned}
\dot{x}(t) & =\nabla_{\xi} p(x(t), \xi(t)), \\
\dot{\xi}(t) & =-\nabla_{x} p(x(t), \xi(t)) .
\end{aligned}
$$

Differential operators (and even $\Psi$ DOs) with real principal symbol satisfy the fundamental propagation of singularities theorem: if $u$ solves $P u=0$, then $\operatorname{WF}(u)$ is contained in $p^{-1}(0)$ and it is invariant under the bicharacteristic flow. This is often used as a regularity result stating that if $u$ is smooth at $\left(x_{0}, \xi_{0}\right) \in p^{-1}(0)$ (i.e. $\left.\left(x_{0}, \xi_{0}\right) \notin \mathrm{WF}(u)\right)$, then $u$ is smooth on the whole null bicharacteristic through $\left(x_{0}, \xi_{0}\right)$. This result is sharp in the sense that if $\gamma$ is a suitable null bicharacteristic, there is an (approximate) solution of $P u=0$ whose wave front set is precisely on $\gamma$. Proposition 3.5 is a semiclassical example of such a result, and this yields interesting special solutions for $P$. It is this facet of propagation of singularities that is often useful for solving inverse problems.
3.4.2. Deriving the eikonal equation. Recall the geometric optics ansatz: we would like to construct approximate solutions to $P v=0$ in $X$ concentrating near the spatial projection $x(t)$ of a null bicharacteristic curve $\gamma(t)$, where
$v$ has the form

$$
v=e^{i \lambda \varphi} a .
$$

In the case of the wave equation, with $P=\partial_{t}^{2}-\Delta_{g}$, we computed in (3.6) that

$$
(\square+q) v=e^{i \lambda \varphi}\left(\lambda^{2}\left[\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}\right] a+i \lambda L a+(\square+q) a\right)
$$

where $L$ is a certain first order differential operator. Note that the quantity on brackets can be written as $p\left(x, t, \nabla_{x, t} \varphi(x, t)\right)$ where $p(x, t, \xi, \tau)=$ $-\tau^{2}+|\xi|_{g}^{2}$ the principal symbol of $P$. A similar direct computation can be performed for any differential operator $P$ of order $m$, and it gives

$$
\begin{equation*}
P v=e^{i \lambda \varphi}\left(\lambda^{m}[p(x, \nabla \varphi(x))] a+i \lambda^{m-1} L a+O\left(\lambda^{m-2}\right)\right) \tag{3.26}
\end{equation*}
$$

where $L$ is a first order differential operator in $X$ given in local coordinates by

$$
\begin{equation*}
L=-\partial_{\xi_{j}} p(x, \nabla \varphi(x)) \partial_{x_{j}}+b(x) \tag{3.27}
\end{equation*}
$$

for some function $b$. In this argument we are always restricting to a local coordinate patch; in general one can glue together the functions from different coordinate patches.

Thus in order to kill the $\lambda^{m}$ term, ideally the phase function should satisfy the eikonal equation

$$
p(x, \nabla \varphi(x))=0 \text { in } X
$$

Now instead of finding a smooth solution $\varphi$ in $X$, we wish to find a smooth function $\varphi$ near the curve $x(t)$ that solves the eikonal equation to infinite order on the curve, in the sense that

$$
\begin{equation*}
\left.\partial^{\alpha}(p(x, \nabla \varphi(x)))\right|_{x(t)}=0 \text { for } t \in[0, T] \text {, for any multi-index } \alpha . \tag{3.28}
\end{equation*}
$$

It is clear that (3.28) only involves derivatives of $\varphi$ on the curve $x(t)$. Thus it is our task to prescribe all these derivatives, i.e. the formal Taylor series of $\varphi$ on the curve $x(t)$, so that (3.28) holds. We can then use Borel summation to find a smooth function $\varphi$ near the curve $x(t)$ which has all the correct derivatives and thus satisfies (3.28).
3.4.3. Solving the eikonal equation to infinite order on the curve. Recall that $\gamma:[0, T] \rightarrow T^{*} X$ is a segment of a null bicharacteristic curve for $P$. In local coordinates $\gamma(t)=(x(t), \xi(t))$ one has the Hamilton equations

$$
\begin{aligned}
\dot{x}(t) & =\nabla_{\xi} p(x(t), \xi(t)), \\
\dot{\xi}(t) & =-\nabla_{x} p(x(t), \xi(t)) .
\end{aligned}
$$

Note that (3.28) only involves $\nabla \varphi$ and its derivatives on $x(t)$. For the sake of definiteness we can choose

$$
\begin{equation*}
\varphi(x(t)):=0 . \tag{3.29}
\end{equation*}
$$

Looking at zeroth order derivatives in (3.28), we see that $\varphi$ should satisfy

$$
p(x(t), \nabla \varphi(x(t)))=0
$$

Now since $(x(t), \xi(t))$ is a null bicharacteristic, this will hold if we choose

$$
\begin{equation*}
\nabla \varphi(x(t)):=\xi(t) \tag{3.30}
\end{equation*}
$$

Looking at first order derivatives in (3.28), we get

$$
\left.\partial_{x_{j}}(p(x, \nabla \varphi(x)))\right|_{x(t)}=\partial_{x_{j}} p(x, \nabla \varphi)+\left.\partial_{\xi_{l}} p(x, \nabla \varphi) \partial_{x_{j} x_{l}} \varphi\right|_{x(t)}
$$

This quantity should vanish, and indeed it always does: by the Hamilton equations $\left.\partial_{x_{j}} p(x, \nabla \varphi)\right|_{x(t)}=-\dot{\xi}_{j}(t)$, and by differentiating (3.30) one has $\left.\partial_{\xi_{l}} p(x, \nabla \varphi) \partial_{x_{j} x_{l}} \varphi\right|_{x(t)}=\dot{\xi}_{j}(t)$ so the two terms cancel.

Let us proceed to second order derivatives in (3.28). This will be the most important part of the construction. We compute (writing $p$ instead of $p(x, \nabla \varphi(x))$ for brevity)

$$
\begin{align*}
\left.\partial_{x_{j} x_{k}}(p(x, \nabla \varphi(x)))\right|_{x(t)} & =\partial_{x_{j} x_{k}} p+\partial_{x_{j} \xi_{l}} p \partial_{x_{k} x_{l}} \varphi+\partial_{x_{k} \xi_{l}} p \partial_{x_{j} x_{l}} \varphi  \tag{3.31}\\
& +\partial_{\xi_{l} \xi_{m}} p \partial_{x_{j} x_{l}} \varphi \partial_{x_{k} x_{m}} \varphi+\left.\partial_{\xi_{l}} p \partial_{x_{j} x_{k} x_{l}} \varphi\right|_{x(t)}
\end{align*}
$$

We wish to choose the second derivatives of $\varphi$ on $x(t)$, written as the matrix

$$
\begin{equation*}
H(t):=\left(\partial_{x_{j} x_{k}} \varphi(x(t))\right)_{j, k=1}^{n} \tag{3.32}
\end{equation*}
$$

so that the last expression vanishes. Since $\left.\partial_{\xi_{l}} p\right|_{x(t)}=\dot{x}_{l}(t)$, the last term in (3.31) becomes

$$
\left.\partial_{\xi_{l}} p \partial_{x_{j} x_{k} x_{l}} \varphi\right|_{x(t)}=\frac{d}{d t}\left[\partial_{x_{j} x_{k}} \varphi(x(t))\right]=\dot{H}_{j k}(t)
$$

Thus (3.31) vanishes provided that $H(t)$ satisfies

$$
\begin{equation*}
\dot{H}+B H+H B^{t}+H C H+F=0 \tag{3.33}
\end{equation*}
$$

where $B(t):=\left.\left(\partial_{x_{j} \xi_{k}} p\right)\right|_{x(t)}, C(t):=\left.\left(\partial_{\xi_{j} \xi_{k}} p\right)\right|_{x(t)}$, and $F(t):=\left.\left(\partial_{x_{j} x_{k}} p\right)\right|_{x(t)}$. The equation (3.33) is a matrix Riccati equation for $H(t)$, i.e. a nonlinear ODE for $H(t)$ with quadratic nonlinearity. We will see below that one can always find a smooth solution in $[0, T]$ for the Riccati equation (this is where we need $\varphi$ to be complex, with $\operatorname{Im}(H(t))$ positive definite!).

We have now prescribed $\partial^{\beta} \varphi(x(t))$ for $|\beta| \leq 2$, so that (3.28) holds for $|\alpha| \leq 2$. Looking at third order derivatives in (3.28) leads to a linear ODE for the third order derivatives of $\varphi$ on the curve $x(t)$. Since linear ODEs with smooth coefficients always have smooth global solutions, we can prescribe the third order derivatives of $\varphi$. The same argument works for all the higher order derivatives. This concludes the construction of the formal Taylor series of $\varphi$ on the curve $x(t)$ so that (3.28) holds. By Borel summation we obtain the required phase function $\varphi$.
3.4.4. Solving the matrix Riccati equation. The following result, which may also be found e.g. in [KKL01, Lemma 2.56], allows us to solve the Riccati equation (3.33).

Lemma 3.9. Suppose that $B(t), C(t), F(t)$ are smooth real matrix functions on $[0, T]$ with $C$ and $F$ symmetric. Given any complex symmetric matrix $H_{0}$ with $\operatorname{Im}\left(H_{0}\right)$ positive definite, there is a unique smooth solution $H(t)$ of (3.33) in $[0, T]$ with $H(0)=H_{0}$. The matrix $H(t)$ is complex symmetric and $\operatorname{Im}(H(t))$ is positive definite on $[0, T]$.

Proof. (Sketch) For simplicity we only consider the equation

$$
\dot{H}(t)+H(t)^{2}=F(t), \quad H(0)=H_{0} .
$$

The general case is analogous. Let us first consider the case $n=1$, i.e. $H(t)$ is a scalar function. We consider the ansatz

$$
H(t)=\frac{z(t)}{y(t)} .
$$

Then

$$
\dot{H}(t)+H(t)^{2}=\frac{\dot{z} y-z \dot{y}+z^{2}}{y^{2}} .
$$

We note that this simplifies if $\dot{y}=z$. Thus we would like that $(z(t), y(t))$ solves the system

$$
\left\{\begin{array}{l}
\dot{z}(t)=F(t) y(t)  \tag{3.34}\\
\dot{y}(t)=z(t) .
\end{array}\right.
$$

To get the initial conditions right, we would also like that

$$
z(0)=H_{0}, \quad y(0)=1 .
$$

Now this is a linear system of ODEs, and hence always has a smooth solution $(z(t), y(t))$ on $[0, T]$.

The issue with this argument is that $y(t)$ might develop zeros, so that $H(t)=z(t) / y(t)$ would not be well defined. This can actually happen when the functions are real valued. For instance, when $F(t)=0$ and $H_{0}=-1$, one has $z(t)=-1$ and $y(t)=1-t$ so that $y(1)=0$. Geometrically, if one is working with a geodesic, the zeros of $y(t)$ correspond to conjugate points. Hence on non-simple manifolds this argument would not give a smooth solution $H(t)$ on $[0, T]$.

However, if one lets $H(t)$ be complex and chooses $H_{0}$ so that $\operatorname{Im}\left(H_{0}\right)$ is positive, this problem magically disappears. To see this, note that (3.34) gives (since $F$ is real)

$$
\partial_{t}(\bar{z} y-\bar{y} z)=F|y|^{2}+|z|^{2}-|z|^{2}-F|y|^{2}=0 .
$$

Now if $y\left(t_{0}\right)=0$ for some $t_{0}$, the previous fact gives that

$$
\begin{aligned}
0 & =\bar{z}\left(t_{0}\right) y\left(t_{0}\right)-\bar{y}\left(t_{0}\right) z\left(t_{0}\right)=\bar{z}(0) y(0)-\bar{y}(0) z(0)=\bar{H}_{0}-H_{0} \\
& =-2 i \operatorname{Im}\left(H_{0}\right) .
\end{aligned}
$$

This is a contradiction. Hence $y(t)$ is nonvanishing on $[0, T]$ and $H(t)$ is well defined on $[0, T]$. The proof of the lemma in the general case can be concluded in a similar way by letting $z(t)$ and $y(t)$ be matrix valued.
3.4.5. Finding the amplitude $a$. We have completed the construction of a smooth complex phase function $\varphi$ so that the eikonal equation holds to infinite order on the curve. To find the amplitude $a$ we go back to (3.26) and write

$$
a=a_{0}+\lambda^{-1} a_{1}+\lambda^{-2} a_{2}+\ldots
$$

Plugging this in (3.26), dropping the $p(x, \nabla \varphi(x))$ term (which is already very small), and looking at the highest power of $\lambda$ gives the equation

$$
L a_{0}=0 .
$$

This is a transport equation (first order linear PDE). Again we are only interested in solving this equation to infinite order on the curve, i.e.

$$
\begin{equation*}
\left.\partial^{\alpha}\left(L a_{0}\right)\right|_{x(t)}=0 \text { for } t \in[0, T], \text { for any multi-index } \alpha . \tag{3.35}
\end{equation*}
$$

Looking at zeroth order derivatives gives the equation

$$
\left(L a_{0}\right)(x(t))=0 .
$$

This is the most important part of the construction of $a$. But the explicit form for $L$ in (3.27), and the fact that $\partial_{\xi_{j}} p(x(t), \nabla \varphi(x(t)))=\dot{x}_{j}(t)$ by the Hamilton equations, show that this reduces to the equation

$$
\partial_{t}\left(a_{0}(x(t))\right)+c(t) a_{0}(x(t))=0 .
$$

This is a linear ODE which can always be solved (say with initial condition $a(x(0))=1$ ). Thus (3.35) will hold for $\alpha=0$ and $a_{0}(x(t))$ will be a nonvanishing function.

Looking at higher order derivatives in (3.35) gives similar linear ODE, and solving all of these and using Borel summation gives the desired function $a_{0}$. The functions $a_{1}, a_{2}, \ldots$ can be constructed in a similar way after taking into account some terms from $O\left(\lambda^{m-2}\right)$ in (3.26). We can apply Borel summation to obtain the required amplitude $a$. Moreover, we can replace $a$ by $\chi a$ where $\chi$ a smooth cutoff function with $\chi=1$ in a small neighborhood of $x([0, T])$, in order to have $a$ supported near the curve.
3.4.6. Properties of $v$. We have now constructed a function $v=e^{i \lambda \varphi} a$ where $\varphi$ and $a$ are smooth and the eikonal and transport equations are satisfied to infinite order on the curve $x(t)$. From (3.26) we see that

$$
P v=e^{i \lambda \varphi}\left(\lambda^{m} q_{m}+\lambda^{m-1} q_{m-1}+\ldots\right)
$$

where each $q_{j}$ vanishes to infinite order on the curve $x(t)$. We wish to show that $P v=O\left(\lambda^{-\infty}\right)$ as $\lambda \rightarrow \infty$. We equip $X$ with some Riemannian metric and write $\delta(y)$ for the distance between $y$ and the curve $x(t)$. Since each $q_{j}$ vanishes to infinite order on the curve, for any $N$ there is $C_{N}>0$ with

$$
\left|q_{j}(y)\right| \leq C_{N} \delta^{N}
$$

Moreover, by (3.29), (3.30), (3.32) we have the Taylor series

$$
\varphi(y)=\xi(t) \cdot(y-x(t))+\frac{1}{2} H_{j k}(t)\left(y_{j}-x_{j}(t)\right)\left(y_{k}-x_{k}(t)\right)+O\left(\delta^{3}\right) .
$$

Here the term $\xi(t) \cdot(y-x(t))$ is real. Thus by the property $\operatorname{Im}(H(t))>0$ we have

$$
\begin{equation*}
\operatorname{Im}(\varphi(y)) \geq c \delta(y)^{2} \tag{3.36}
\end{equation*}
$$

for some $c>0$. This implies that for any $N$ there is $C_{N}$ with

$$
\left|e^{i \lambda \varphi} \lambda^{j} q_{j}\right|=e^{-\lambda \operatorname{Im}(\varphi)}\left|\lambda^{j} q_{j}\right| \leq e^{-c \lambda \delta^{2}} \lambda^{j} C_{N} \delta^{N} \leq C_{N} \lambda^{j-N / 2} .
$$

Consequently, choosing $N$ large enough we obtain that for any $k$ there is $C_{k}>0$ so that

$$
|P v| \leq C_{k} \lambda^{-k} \text { in } X
$$

as required.
Incidentally, (3.36) explains why this is called a Gaussian beam construction: the approximate solution has Gaussian decay away from the curve $x(t)$ since

$$
\left|e^{i \lambda \varphi} a\right|=e^{-\lambda \operatorname{Im}(\varphi)}|a| \leq C e^{-c \lambda \delta^{2}} .
$$

Moreover, the approximate solution is nontrivial since $a(x(t))$ is nonvanishing. After multiplying $v$ by a suitable constant, we have proved most of Proposition 3.5 (in the case of a general differential operator $P$ with real principal symbol). The remaining parts can be checked from the rather explicit form of $v$.

Exercise 3.1. Let $P=\partial_{t}^{2}-\Delta$ in $\mathbb{R}^{n+1}$. Compute the null bicharacteristic curves of $P$.

Exercise 3.2. Let $P=\partial_{t}^{2}-\Delta$ in $\mathbb{R}^{n+1}$, let $\omega \in S^{n-1}$, let $\lambda>0$ and let $a \in C_{c}^{\infty}(\mathbb{R})$ have support equal to $\overline{B(0, \varepsilon)}$. Show that the function

$$
u(x, t)=e^{i \lambda(t-x \cdot \omega)} a(t-x \cdot \omega)
$$

solves $P u=0$ and satisfies $\operatorname{supp}(u)=\{(x, t):|t-x \cdot \omega| \leq \varepsilon\}$.

Exercise 3.3 (Time-dependent case). Let ( $M, g$ ) be simple and assume that $q \in C_{c}^{\infty}\left(M^{\text {int }} \times \mathbb{R}\right)$. Consider the Dirichlet problem

$$
\left\{\begin{align*}
(\square+q) u=0 & \text { in } M \times \mathbb{R},  \tag{3.37}\\
u=f & \text { on } \partial M \times \mathbb{R}, \\
u=0 & \text { for } t \ll 0 .
\end{align*}\right.
$$

Here $t \ll 0$ means that $t \leq-T_{0}$ for some $T_{0} \geq 0$. You may assume that this problem is well-posed and for any $f \in C_{c}^{\infty}(\partial M \times \mathbb{R})$ there is a unique solution $u \in C^{\infty}(M \times \mathbb{R})$. Consider the hyperbolic DN map

$$
\Lambda_{q}: C_{c}^{\infty}(\partial M \times \mathbb{R}) \rightarrow C^{\infty}(\partial M \times \mathbb{R}),\left.\quad f \mapsto \partial_{\nu} u\right|_{\partial M \times \mathbb{R}}
$$

(a) Formulate a counterpart of Lemma 3.4 in this case.
(b) Formulate a counterpart of Proposition 3.5. Which parts of the proof need to be modified?
(c) Use parts (a) and (b) to show that if $\Lambda_{q_{1}}=\Lambda_{q_{2}}$, then

$$
\int_{0}^{\ell} q_{1}(\gamma(t), t+\sigma) d t=\int_{0}^{\ell} q_{2}(\gamma(t), t+\sigma) d t
$$

for any maximal geodesic $\gamma:[0, \ell] \rightarrow M$ and any $\sigma \in \mathbb{R}$.
(d) Use the Fourier transform in $\sigma$ and injectivity of the geodesic X-ray transform in $(M, g)$ to invert the light ray transform in part (c) and to prove that $q_{1}=q_{2}$. (Hint. Look at the derivatives of the Fourier transform at 0 .)

## 4. Calderón problem

Electrical Impedance Tomography (EIT) is an imaging method with applications in seismic and medical imaging and nondestructive testing. The method is based on the following important inverse problem.

Calderón problem: Is it possible to determine the electrical conductivity of a medium by making voltage and current measurements on its boundary?
In a standard formulation the medium is modelled by a bounded domain $\Omega \subset \mathbb{R}^{n}$ with smooth boundary (in practice $n=3$ ), and the electrical conductivity is a positive function $\gamma \in C^{\infty}(\bar{\Omega})$. Under the assumption of no sources or sinks of current in $\Omega$, a voltage $f$ at the boundary induces a potential $u$ in $\Omega$ that solves the Dirichlet problem for the conductivity equation,

$$
\left\{\begin{align*}
\nabla \cdot \gamma \nabla u=0 & \text { in } \Omega,  \tag{4.1}\\
u=f & \text { on } \partial \Omega .
\end{align*}\right.
$$

Since $\gamma \in C^{\infty}(\bar{\Omega})$ is positive, the equation is uniformly elliptic and there is a unique solution $u \in C^{\infty}(\bar{\Omega})$ for any boundary value $f \in C^{\infty}(\partial \Omega)$. One can define the (elliptic) Dirichlet-to-Neumann map (DN map) as

$$
\Lambda_{\gamma}: C^{\infty}(\partial \Omega) \rightarrow C^{\infty}(\partial \Omega),\left.\quad f \mapsto \gamma \partial_{\nu} u\right|_{\partial \Omega}
$$

Here $\nu$ is the outer unit normal to $\partial \Omega$ and $\left.\partial_{\nu} u\right|_{\partial \Omega}=\left.\nabla u \cdot \nu\right|_{\partial \Omega}$ is the normal derivative of $u$. Physically, $\Lambda_{\gamma} f$ is the current flowing through the boundary.

The Calderón problem (also called the inverse conductivity problem) is to determine the conductivity function $\gamma$ from the knowledge of the map $\Lambda_{\gamma}$. That is, if the measured current $\Lambda_{\gamma} f$ is known for all boundary voltages $f \in C^{\infty}(\partial \Omega)$, one would like to determine the conductivity $\gamma$.

If the electrical properties of the medium depend on direction, which happens e.g. in muscle tissue, the medium is said to be anisotropic and $\gamma=\left(\gamma^{j k}\right)$ is a positive definite matrix function. When $n \geq 3$ one can write $\gamma^{j k}=\operatorname{det}(g)^{1 / 2} g^{j k}$ for some Riemannian metric $g$, and the conductivity equation becomes

$$
\operatorname{div}_{g}\left(\nabla_{g} u\right)=0
$$

Thus Riemannian geometry appears already when considering anisotropic conductivities in Euclidean domains. More generally, if $(M, g)$ is a compact manifold with smooth boundary, we can consider the equation

$$
\begin{equation*}
\operatorname{div}_{g}\left(\gamma \nabla_{g} u\right)=0 \tag{4.2}
\end{equation*}
$$

for a positive function $\gamma \in C^{\infty}(M)$. This equation contains both equations above as a special case.

As a final reduction, if we replace $u$ by $\gamma^{-1 / 2} u$ in (4.2), we obtain the equivalent Schrödinger equation

$$
\left(-\Delta_{g}+q\right) u=0 \text { in } M
$$

where $q=\frac{\Delta_{g}\left(\gamma^{1 / 2}\right)}{\gamma^{1 / 2}}$. Assuming that 0 is not a Dirichlet eigenvalue for $-\Delta_{g}+q$ in $M$, the DN map is given by

$$
\Lambda_{q}: C^{\infty}(\partial M) \rightarrow C^{\infty}(\partial M),\left.\quad f \mapsto \partial_{\nu} u\right|_{\partial \Omega},
$$

where $f$ is the Dirichlet boundary value for the solution $u$. It is this equation that we will study in Section 4.2 when recovering the coefficients in the interior.

The Calderón problem is by now reasonably well understood in Euclidean domains [SU87, Na96, AP06, Bu08]. Moreover, if $\operatorname{dim}(M)=2$ and $M$ is simply connected, then isothermal coordinates, see Theorem 2.18, can be used to reduce the Riemannian case to the Euclidean case. We will thus assume from now on that $\operatorname{dim}(M) \geq 3$. In this case the problem is open in general, but there are results in special product geometries.

Definition. We say that $(M, g)$ is transversally anisotropic if

$$
(M, g) \subset \subset\left(\mathbb{R} \times M_{0}, g\right), \quad g=e \oplus g_{0}
$$

where $(\mathbb{R}, e)$ is the Euclidean line and $\left(M_{0}, g_{0}\right)$ is a compact $(n-1)$-manifold with boundary called the transversal manifold.

The definition means that $(M, g)$ is contained in some product manifold $\mathbb{R} \times M_{0}$ with coordinates $(t, x)$ where $t \in \mathbb{R}$ and $x \in M_{0}$, and the metric looks like

$$
g(t, x)=\left(\begin{array}{cc}
1 & 0 \\
0 & g_{0}(x)
\end{array}\right)
$$

The Laplace-Beltrami operator has the form

$$
-\Delta_{g}=-\partial_{t}^{2}-\Delta_{x}
$$

where $\Delta_{x}$ is the Laplace-Beltrami operator of $\left(M_{0}, g_{0}\right)$. Note that this looks similar to the Gelfand problem studied in Section 3, where we studied the wave operator $\partial_{t}^{2}-\Delta_{x}$. Formally the Wick rotation, i.e. the map $t \mapsto i t$, converts one equation to the other.

It turns out that, surprisingly, there are in fact analogies between the elliptic and hyperbolic inverse problems. One has the following counterpart of Theorem 3.2 proved in [DKSU09, DKLS16].
Theorem 4.1 (Uniqueness). Let $(M, g)$ be a compact transversally anisotropic manifold. Assume also that the transversal manifold $\left(M_{0}, g_{0}\right)$ has injective geodesic $X$-ray transform. If $q_{1}, q_{2} \in C^{\infty}(M)$ and if

$$
\Lambda_{q_{1}}=\Lambda_{q_{2}}
$$

then $q_{1}=q_{2}$ in $M$.
In particular, uniqueness holds by Theorem 2.7 if the transversal manifold is simple. By conformal invariance Theorem 4.1 holds more generally for metrics of the form $g=c\left(e \oplus g_{0}\right)$ for $c \in C^{\infty}(M)$ positive. The following questions remain open.
Question 4.1. Is Theorem 4.1 true for any transversal manifold $\left(M_{0}, g_{0}\right)$ ?
Question 4.2. Is Theorem 4.1 true for any compact manifold $(M, g)$ ?
Question 4.3 (Partial data). If $\Omega \subset \mathbb{R}^{n}$, $n \geq 3$, is a bounded domain and $\Gamma \subset \partial \Omega$ is open, does the knowledge of $\left.\Lambda_{\gamma} f\right|_{\Gamma}$ for all $f \in C_{c}^{\infty}(\Gamma)$ determine $\gamma$ uniquely?

Similarly as for the wave equation, it turns out that one can get better results for nonlinear elliptic equations. Consider the model equation

$$
\left\{\begin{align*}
-\Delta_{g} u+q u^{3}=0 & \text { in } M  \tag{4.3}\\
u=f & \text { on } \partial M
\end{align*}\right.
$$

In fact the method applies to the nonlinearities $q u^{m}$ for any integer $m \geq 3$. If $f \in C^{\infty}(\partial M)$ is small (say in the $C^{2, \alpha}(\partial M)$ norm), a Banach fixed point argument implies that (4.3) has a unique small solution $u \in C^{\infty}(M)$. One can define the nonlinear DN map

$$
\Lambda_{q}^{\mathrm{NL}}:\left\{f \in C^{\infty}(\partial M) ;\|f\|_{C^{2, \alpha}(\partial M)}<\delta\right\} \rightarrow C^{\infty}(\partial M), \quad \Lambda_{q} f=\left.\partial_{\nu} u\right|_{\partial M} .
$$

It was proved independently in [FO20, LL+21a] that Question 4.1, which is open for the linear Schrödinger equation, can be solved for the nonlinear equation (4.3).

Theorem 4.2 (Nonlinear case). Let $(M, g)$ be a compact transversally anisotropic manifold, and let $q_{1}, q_{2} \in C^{\infty}(M)$. If

$$
\Lambda_{q_{1}}^{\mathrm{NL}}=\Lambda_{q_{2}}^{\mathrm{NL}}
$$

then $q_{1}=q_{2}$ in $M$.
Question 4.3 has also been solved in the nonlinear case independently in [KU20, LL+21b].

The rest of this section is organized as follows. In Section 4.1 we show that the Taylor series of the conductivity at the boundary is determined by the DN map. Interior determination is discussed in Section 4.2, where we prove Theorem 4.1 by using complex geometrical optics solutions that are constructed in Section 4.3. Finally, the case of nonlinear equations and the proof of Theorem 4.2 is considered in Section 4.4.
4.1. Boundary determination - DN map as a $\Psi D O$. We will first prove that the DN map $\Lambda_{\gamma}$ determines a scalar conductivity $\gamma \in C^{\infty}(\bar{\Omega})$ and all of its derivatives on $\partial \Omega$. For simplicity we work in a Euclidean domain. The treatment in this section follows [FSU].

Theorem 4.3 (Boundary determination). Let $\gamma_{1}, \gamma_{2} \in C^{\infty}(\bar{\Omega})$ be positive. If

$$
\Lambda_{\gamma_{1}}=\Lambda_{\gamma_{2}},
$$

then the Taylor series of $\gamma_{1}$ and $\gamma_{2}$ coincide at any point of $\partial \Omega$.
This result was proved in [KV84], and it in particular implies that any real-analytic conductivity is uniquely determined by the DN map. The argument extends to piecewise real-analytic conductivities. A different proof was given in [SU88], based on two facts:

1. The $\mathrm{DN} \operatorname{map} \Lambda_{\gamma}$ is an elliptic $\Psi \mathrm{DO}$ of order 1 on $\partial \Omega$.
2. The Taylor series of $\gamma$ at a boundary point can be read off from the symbol of $\Lambda_{\gamma}$ computed in suitable coordinates. The symbol of $\Lambda_{\gamma}$ can be computed by testing against highly oscillatory boundary data (compare with (3.3)).

Remark 4.4. The above argument is based on studying the singularities of the integral kernel of the DN map, and it only determines the Taylor series of the conductivity at the boundary. The values of the conductivity in the interior are encoded in the $C^{\infty}$ part of the kernel, and different methods (based on complex geometrical optics solutions) are required for interior determination as discussed in Section 4.2.

Let us start with a simple example.
Example 4.5 (DN map in half space is a $\Psi D O$ ). Let $\Omega=\mathbb{R}_{+}^{n}=\left\{x_{n}>0\right\}$, so $\partial \Omega=\mathbb{R}^{n-1}=\left\{x_{n}=0\right\}$. We wish to compute the DN map for the Laplace equation (i.e. $\gamma \equiv 1$ ) in $\Omega$. Consider

$$
\left\{\begin{aligned}
\Delta u=0 & \text { in } \mathbb{R}_{+}^{n}, \\
u=f & \text { on }\left\{x_{n}=0\right\} .
\end{aligned}\right.
$$

Writing $x=\left(x^{\prime}, x_{n}\right)$ and taking Fourier transforms in $x^{\prime}$ gives

$$
\left\{\begin{aligned}
\left(\partial_{n}^{2}-\left|\xi^{\prime}\right|^{2}\right) \hat{u}\left(\xi^{\prime}, x_{n}\right) & =0 \\
\hat{u}\left(\xi^{\prime}, 0\right) & =\hat{f}\left(\xi^{\prime}\right)
\end{aligned} \quad \text { in } \mathbb{R}_{+}^{n},\right.
$$

Solving this ODE for fixed $\xi^{\prime}$ and choosing the solution that decays for $x_{n}>0$ gives

$$
\begin{aligned}
& \hat{u}\left(\xi^{\prime}, x_{n}\right)=e^{-x_{n}\left|\xi^{\prime}\right|} \hat{f}\left(\xi^{\prime}\right) \\
& \quad \Longrightarrow u\left(x^{\prime}, x_{n}\right)=\mathscr{F}_{\xi^{\prime}}^{-1}\left\{e^{-x_{n}\left|\xi^{\prime}\right|} \hat{f}\left(\xi^{\prime}\right)\right\} .
\end{aligned}
$$

We may now compute the DN map:

$$
\Lambda_{1} f=-\left.\partial_{n} u\right|_{x_{n}=0}=\mathscr{F}_{\xi^{\prime}}^{-1}\left\{\left|\xi^{\prime}\right| \hat{f}\left(\xi^{\prime}\right)\right\}
$$

Thus the DN map on the boundary $\partial \Omega=\mathbb{R}^{n-1}$ is just $\Lambda_{1}=\left|D_{x^{\prime}}\right|$ corresponding to the Fourier multiplier $\left|\xi^{\prime}\right|$. This shows that at least in this simple case, the DN map is an elliptic $\Psi$ DO of order 1.

We will now prove Theorem 4.3 by an argument that avoids showing that the DN map is a $\Psi D O$, but is rather based on directly testing the DN map against oscillatory boundary data. The first step is a basic integral identity (sometimes called Alessandrini identity) for the DN map.

Lemma 4.6 (Integral identity). Let $\gamma_{1}, \gamma_{2} \in C^{\infty}(\bar{\Omega})$. If $f_{1}, f_{2} \in C^{\infty}(\partial \Omega)$, then

$$
\left(\left(\Lambda_{\gamma_{1}}-\Lambda_{\gamma_{2}}\right) f_{1}, f_{2}\right)_{L^{2}(\partial \Omega)}=\int_{\Omega}\left(\gamma_{1}-\gamma_{2}\right) \nabla u_{1} \cdot \nabla \bar{u}_{2} d x
$$

where $u_{j} \in C^{\infty}(\bar{\Omega})$ solves $\operatorname{div}\left(\gamma_{j} \nabla u_{j}\right)=0$ in $\Omega$ with $\left.u_{j}\right|_{\partial \Omega}=f_{j}$.

Proof. We first observe that the DN map is symmetric: if $\gamma \in C^{\infty}(\bar{\Omega})$ is positive and if $u_{f}$ solves $\nabla \cdot\left(\gamma \nabla u_{f}\right)=0$ in $\Omega$ with $\left.u_{f}\right|_{\partial \Omega}=f$, then an integration by parts shows that

$$
\begin{aligned}
\left(\Lambda_{\gamma} f, g\right)_{L^{2}(\partial \Omega)} & =\int_{\partial \Omega}\left(\gamma \partial_{\nu} u_{f}\right) \bar{u}_{g} d S=\int_{\Omega} \gamma \nabla u_{f} \cdot \nabla \bar{u}_{g} d x \\
& =\int_{\partial \Omega} u_{f}\left(\overline{\gamma \partial_{\nu} u_{g}}\right) d S=\left(f, \Lambda_{\gamma} g\right)_{L^{2}(\partial \Omega)}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left(\Lambda_{\gamma_{1}} f_{1}, f_{2}\right)_{L^{2}(\partial \Omega)}=\int_{\Omega} \gamma_{1} \nabla u_{1} \cdot \nabla \bar{u}_{2} d x, \\
& \left(\Lambda_{\gamma_{2}} f_{1}, f_{2}\right)_{L^{2}(\partial \Omega)}=\left(f_{1}, \Lambda_{\gamma_{2}} f_{2}\right)_{L^{2}(\partial \Omega)}=\int_{\Omega} \gamma_{2} \nabla u_{1} \cdot \nabla \bar{u}_{2} d x .
\end{aligned}
$$

The result follows by subtracting the above two identities.
Next we show that if $x_{0}$ is a boundary point, there is an approximate solution of the conductivity equation that concentrates near $x_{0}$, has highly oscillatory boundary data, and decays exponentially in the interior. As a simple example, the solution of

$$
\left\{\begin{aligned}
\Delta u & =0 \\
u\left(x^{\prime}, 0\right) & =e^{i \lambda x^{\prime} \cdot \xi^{\prime}}
\end{aligned} \quad \text { in } \mathbb{R}_{+}^{n},\right.
$$

that decays for $x_{n}>0$ is given by $u=e^{-\lambda x_{n}} e^{i \lambda x^{\prime} \cdot \xi^{\prime}}$, which concentrates near $\left\{x_{n}=0\right\}$ and decays exponentially when $x_{n}>0$ if $\lambda$ is large. Roughly, this means that the solution of a Laplace type equation with highly oscillatory boundary data concentrates near the boundary. Note also that in a region like $\left\{x_{n}>\left|x^{\prime}\right|^{2}\right\}$, the function $u$ is harmonic and concentrates near the origin.

The following proposition makes these statements precise. Notice the similarity with Proposition 3.5 concerning solutions for wave equations that focus near geodesics.

Proposition 4.7. (Concentrating approximate solutions) Let $\gamma \in C^{\infty}(\bar{\Omega})$ be positive, let $x_{0} \in \partial \Omega$, let $\xi_{0}$ be a unit tangent vector to $\partial \Omega$ at $x_{0}$, and let $\chi \in C_{c}^{\infty}(\partial \Omega)$ be supported near $x_{0}$. Let also $N \geq 1$. For any $\lambda \geq 1$ there exists $v=v_{\lambda} \in C^{\infty}(\bar{\Omega})$ having the form

$$
v=\lambda^{-1 / 2} e^{i \lambda \Phi} a
$$

such that

$$
\begin{gathered}
\nabla \Phi\left(x_{0}\right)=\xi_{0}-i \nu\left(x_{0}\right) \\
a \text { is supported near } x_{0} \text { with }\left.a\right|_{\partial \Omega}=\chi
\end{gathered}
$$

and as $\lambda \rightarrow \infty$

$$
\|v\|_{H^{1}(\Omega)} \sim 1, \quad\|\operatorname{div}(\gamma \nabla v)\|_{L^{2}(\Omega)}=O\left(\lambda^{-N}\right) .
$$

Moreover, if $\tilde{\gamma} \in C^{\infty}(\bar{\Omega})$ is positive and $\tilde{v}=\tilde{v}_{\lambda}$ is the corresponding approximate solution constructed for $\tilde{\gamma}$, then for any $f \in C(\bar{\Omega})$ and $k \geq 0$ one has

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \lambda^{k} \int_{\Omega} \operatorname{dist}(x, \partial \Omega)^{k} f \nabla v \cdot \bar{\nabla} \tilde{v} d x=c_{k} \int_{\partial \Omega} f|\chi|^{2} d S . \tag{4.4}
\end{equation*}
$$

for some $c_{k} \neq 0$.
We can now give the proof of the boundary determination result.
Proof of Theorem 4.3. Using the assumption that $\Lambda_{\gamma_{1}}=\Lambda_{\gamma_{2}}$ together with the integral identity in Lemma 4.6, we have that

$$
\begin{equation*}
\int_{\Omega}\left(\gamma_{1}-\gamma_{2}\right) \nabla u_{1} \cdot \nabla \bar{u}_{2} d x=0 \tag{4.5}
\end{equation*}
$$

whenever $u_{j}$ solves $\operatorname{div}\left(\gamma_{j} \nabla u_{j}\right)=0$ in $\Omega$.
Let $x_{0} \in \partial \Omega$, let $\xi_{0}$ be a unit tangent vector to $\partial \Omega$ at $x_{0}$, and choose $\chi \in$ $C_{c}^{\infty}(\partial \Omega)$ supported near $x_{0}$. We use Proposition 4.7 to construct functions

$$
v_{j}=v_{j, \lambda}=\lambda^{-1 / 2} e^{i \lambda \Phi} a_{j}
$$

so that $\nabla \Phi\left(x_{0}\right)=\xi_{0}-i \nu\left(x_{0}\right),\left.a_{j}\right|_{\partial \Omega}=\chi$ and

$$
\begin{equation*}
\left\|v_{j}\right\|_{H^{1}(\Omega)} \sim 1, \quad\left\|\operatorname{div}\left(\gamma_{j} \nabla v_{j}\right)\right\|_{L^{2}(\Omega)}=O\left(\lambda^{-N}\right) \tag{4.6}
\end{equation*}
$$

We obtain exact solutions $u_{j}$ of $\operatorname{div}\left(\gamma_{j} \nabla u_{j}\right)=0$ by setting

$$
u_{j}:=v_{j}+r_{j},
$$

where the correction terms $r_{j}$ are the unique solutions of

$$
\operatorname{div}\left(\gamma_{j} \nabla r_{j}\right)=-\operatorname{div}\left(\gamma_{j} \nabla v_{j}\right) \text { in } \Omega,\left.\quad r_{j}\right|_{\partial \Omega}=0 .
$$

By standard energy estimates [Ev10, Section 6.2] and by (4.6), the solutions $r_{j}$ satisfy

$$
\begin{equation*}
\left\|r_{j}\right\|_{H^{1}(\Omega)} \lesssim\left\|\operatorname{div}\left(\gamma_{j} \nabla v_{j}\right)\right\|_{H^{-1}(\Omega)}=O\left(\lambda^{-N}\right) \tag{4.7}
\end{equation*}
$$

We now insert the solutions $u_{j}=v_{j}+r_{j}$ into (4.5). Using (4.7) and (4.6), it follows that

$$
\begin{equation*}
\int_{\Omega}\left(\gamma_{1}-\gamma_{2}\right) \nabla v_{1} \cdot \nabla \bar{v}_{2} d x=O\left(\lambda^{-N}\right) \tag{4.8}
\end{equation*}
$$

as $\lambda \rightarrow \infty$. Letting $\lambda \rightarrow \infty$, the formula (4.4) yields

$$
\int_{\partial \Omega}\left(\gamma_{1}-\gamma_{2}\right)|\chi|^{2} d S=0
$$

By varying $\chi$ we obtain $\gamma_{1}\left(x_{0}\right)=\gamma_{2}\left(x_{0}\right)$.

We will prove by induction that

$$
\begin{equation*}
\left.\partial_{\nu}^{j} \gamma_{1}\right|_{\partial \Omega}=\left.\partial_{\nu}^{j} \gamma_{2}\right|_{\partial \Omega} \text { near } x_{0} \text { for any } j \geq 0 \tag{4.9}
\end{equation*}
$$

The case $j=0$ was proved above (here we may vary $x_{0}$ slightly). We make the induction hypothesis that (4.9) holds for $j \leq k-1$. Let $\left(x^{\prime}, x_{n}\right)$ be boundary normal coordinates so that $x_{0}$ corresponds to 0 , and $\partial \Omega$ near $x_{0}$ corresponds to $\left\{x_{n}=0\right\}$. The induction hypothesis states that

$$
\partial_{n}^{j} \gamma_{1}\left(x^{\prime}, 0\right)=\partial_{n}^{j} \gamma_{2}\left(x^{\prime}, 0\right), \quad j \leq k-1
$$

Considering the Taylor expansion of $\left(\gamma_{1}-\gamma_{2}\right)\left(x^{\prime}, x_{n}\right)$ with respect to $x_{n}$ gives that

$$
\left(\gamma_{1}-\gamma_{2}\right)\left(x^{\prime}, x_{n}\right)=x_{n}^{k} f\left(x^{\prime}, x_{n}\right) \text { near } 0 \text { in }\left\{x_{n} \geq 0\right\}
$$

for some smooth function $f$ with $f\left(x^{\prime}, 0\right)=\frac{\partial_{n}^{k}\left(\gamma_{1}-\gamma_{2}\right)\left(x^{\prime}, 0\right)}{k!}$. Inserting this formula in (4.8), we obtain that

$$
\lambda^{k} \int_{\Omega} x_{n}^{k} f \nabla v_{1} \cdot \nabla \bar{v}_{2} d x=O\left(\lambda^{k-N}\right)
$$

Now $x_{n}=\operatorname{dist}(x, \partial \Omega)$ in boundary normal coordinates. Assuming that $N$ was chosen larger than $k$, we may take the limit as $\lambda \rightarrow \infty$ and use (4.4) to obtain that

$$
\int_{\partial \Omega} f\left(x^{\prime}, 0\right)\left|\chi\left(x^{\prime}, 0\right)\right|^{2} d S\left(x^{\prime}\right)=0
$$

By varying $\chi$ we see that $\partial_{n}^{k}\left(\gamma_{1}-\gamma_{2}\right)\left(x^{\prime}, 0\right)=0$ for $x^{\prime}$ near 0 , which concludes the induction.

It remains to prove Proposition 4.7, which constructs approximate solutions (also called quasimodes) concentrating near a boundary point. This is a typical geometrical optics / WKB type construction for quasimodes with complex phase. The proof is elementary, although a bit long. The argument is simplified slightly by using the Borel summation lemma, which is used frequently in microlocal analysis in various different forms.

Lemma 4.8 (Borel summation, [Hö85, Theorem 1.2.6]). Let $f_{j} \in C_{c}^{\infty}\left(\mathbb{R}^{n-1}\right)$ for $j=0,1,2, \ldots$ There exists $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\partial_{n}^{j} f\left(x^{\prime}, 0\right)=f_{j}\left(x^{\prime}\right), \quad j=0,1,2, \ldots
$$

Proof of Proposition 4.7. We will first carry out the proof in the case where $x_{0}=0$ and $\partial \Omega$ is flat near 0, i.e. $\Omega \cap B(0, r)=\left\{x_{n}>0\right\} \cap B(0, r)$ for some $r>0$ (the general case will be considered in the end of the proof). We also assume $\xi_{0}=\left(\xi_{0}^{\prime}, 0\right)$ where $\left|\xi_{0}^{\prime}\right|=1$.

We look for $v$ in the form

$$
v=e^{i \lambda \Phi} b
$$

Write $P u=D \cdot(\gamma D u)=\gamma D^{2} u+D \gamma \cdot D u$ where $D=\frac{1}{i} \nabla$. The principal symbol of $P$ is

$$
\begin{equation*}
p_{2}(x, \xi):=\gamma(x) \xi \cdot \xi \tag{4.10}
\end{equation*}
$$

Since $e^{-i \lambda \Phi} D_{j}\left(e^{i \lambda \Phi} b\right)=\left(D_{j}+\lambda \partial_{j} \Phi\right) b$, we compute

$$
P\left(e^{i \lambda \Phi} b\right)=e^{i \lambda \Phi}(D+\lambda \nabla \Phi) \cdot(\gamma(D+\lambda \nabla \Phi) b)
$$

$$
\begin{equation*}
=e^{i \lambda \Phi}[\lambda^{2} p_{2}(x, \nabla \Phi) b+\lambda \frac{1}{i}[\underbrace{2 \gamma \nabla \Phi \cdot \nabla b+\nabla \cdot(\gamma \nabla \Phi) b}_{=: L b}]+P b] \tag{4.11}
\end{equation*}
$$

We want to choose $\Phi$ and $b$ so that $P\left(e^{i \lambda \Phi} b\right)=O_{L^{2}(\Omega)}\left(\lambda^{-N}\right)$. Looking at the $\lambda^{2}$ term in (4.11), we first wish to choose $\Phi$ so that

$$
\begin{equation*}
p_{2}(x, \nabla \Phi)=0 \text { in } \Omega \tag{4.12}
\end{equation*}
$$

We additionally want that $\Phi\left(x^{\prime}, 0\right)=x^{\prime} \cdot \xi_{0}^{\prime}$ and $\partial_{n} \Phi\left(x^{\prime}, 0\right)=i$ (this will imply that $\nabla \Phi(0)=\xi_{0}+i e_{n}$ ). In fact, using (4.10) we can just choose

$$
\Phi\left(x^{\prime}, x_{n}\right):=x^{\prime} \cdot \xi_{0}^{\prime}+i x_{n}
$$

Then $p_{2}(x, \nabla \Phi)=\gamma\left(\xi_{0}+i e_{n}\right) \cdot\left(\xi_{0}+i e_{n}\right) \equiv 0$ in $\Omega$.
We next look for $b$ in the form

$$
b=\sum_{j=0}^{N} \lambda^{-j} b_{-j}
$$

Since $p_{2}(x, \nabla \Phi) \equiv 0,(4.11)$ implies that

$$
\begin{align*}
& P\left(e^{i \lambda \Phi} b\right)=e^{i \lambda \Phi}\left[\lambda\left[\frac{1}{i} L b_{0}\right]+\left[\frac{1}{i} L b_{-1}+P b_{0}\right]+\lambda^{-1}\left[\frac{1}{i} L b_{-2}+P b_{-1}\right]+\ldots\right. \\
& .13)  \tag{4.13}\\
& \left.+\lambda^{-(N-1)}\left[\frac{1}{i} L b_{-N}+P b_{-(N-1)}\right]+\lambda^{-N} P b_{-N}\right]
\end{align*}
$$

We will choose the functions $b_{-j}$ so that

$$
\left\{\begin{align*}
L b_{0} & =0 \text { to infinite order at }\left\{x_{n}=0\right\}  \tag{4.14}\\
\frac{1}{i} L b_{-1}+P b_{0} & =0 \text { to infinite order at }\left\{x_{n}=0\right\} \\
& \vdots \\
\frac{1}{i} L b_{-N}+P b_{-(N-1)} & =0 \text { to infinite order at }\left\{x_{n}=0\right\}
\end{align*}\right.
$$

We will additionally arrange that

$$
\left\{\begin{align*}
b_{0}\left(x^{\prime}, 0\right) & =\chi\left(x^{\prime}\right),  \tag{4.15}\\
b_{-j}\left(x^{\prime}, 0\right) & =0 \text { for } 1 \leq j \leq N,
\end{align*}\right.
$$

and that each $b_{-j}$ is compactly supported so that

$$
\begin{equation*}
\operatorname{supp}\left(b_{-j}\right) \subset Q_{\varepsilon}:=\left\{\left|x^{\prime}\right|<\varepsilon, 0 \leq x_{n}<\varepsilon\right\} \tag{4.16}
\end{equation*}
$$

for some fixed $\varepsilon>0$.
To find $b_{0}$, we prescribe $b_{0}\left(x^{\prime}, 0\right), \partial_{n} b_{0}\left(x^{\prime}, 0\right), \partial_{n}^{2} b_{0}\left(x^{\prime}, 0\right), \ldots$ successively and use the Borel summation lemma to construct $b_{0}$ with this Taylor series at $\left\{x_{n}=0\right\}$. We first set $b_{0}\left(x^{\prime}, 0\right)=\chi\left(x^{\prime}\right)$. Writing $\eta:=\nabla \cdot(\gamma \nabla \Phi)$, we observe that

$$
\left.L b_{0}\right|_{x_{n}=0}=2 \gamma\left(\xi_{0}^{\prime} \cdot \nabla_{x^{\prime}} b_{0}+i \partial_{n} b_{0}\right)+\left.\eta b_{0}\right|_{x_{n}=0} .
$$

Thus, in order to have $\left.L b_{0}\right|_{x_{n}=0}=0$ we must have

$$
\partial_{n} b_{0}\left(x^{\prime}, 0\right)=-\left.\frac{1}{2 i \gamma\left(x^{\prime}, 0\right)}\left[2 \gamma\left(x^{\prime}, 0\right) \xi_{0}^{\prime} \cdot \nabla_{x^{\prime}} b_{0}+\eta b_{0}\right]\right|_{x_{n}=0}
$$

We prescribe $\partial_{n} b_{0}\left(x^{\prime}, 0\right)$ to have the above value (which depends on the already prescribed quantity $\left.b_{0}\left(x^{\prime}, 0\right)\right)$. Next we compute

$$
\left.\partial_{n}\left(L b_{0}\right)\right|_{x_{n}=0}=2 \gamma i \partial_{n}^{2} b_{0}+Q\left(x^{\prime}, b_{0}\left(x^{\prime}, 0\right), \partial_{n} b_{0}\left(x^{\prime}, 0\right)\right)
$$

where $Q$ depends on the already prescribed quantities $b_{0}\left(x^{\prime}, 0\right)$ and $\partial_{n} b_{0}\left(x^{\prime}, 0\right)$. We thus set

$$
\partial_{n}^{2} b_{0}\left(x^{\prime}, 0\right)=-\frac{1}{2 i \gamma\left(x^{\prime}, 0\right)} Q\left(x^{\prime}, b_{0}\left(x^{\prime}, 0\right), \partial_{n} b_{0}\left(x^{\prime}, 0\right)\right)
$$

which ensures that $\left.\partial_{n}\left(L b_{0}\right)\right|_{x_{n}=0}=0$. Continuing in this way and using Borel summation, we obtain a function $b_{0}$ so that $L b_{0}=0$ to infinite order at $\left\{x_{n}=0\right\}$. The other equations in (4.14) are solved in a similar way, which gives the required functions $b_{-1}, \ldots, b_{-N}$. In the construction, we may arrange so that (4.15) and (4.16) are valid.

If $\Phi$ and $b_{-j}$ are chosen in the above way, then (4.13) implies that

$$
P\left(e^{i \lambda \Phi} b\right)=e^{i \lambda \Phi}\left[\lambda q_{1}(x)+\sum_{j=0}^{N} \lambda^{-j} q_{-j}(x)+\lambda^{-N} P b_{-N}\right]
$$

where each $q_{j}(x)$ vanishes to infinite order at $x_{n}=0$ and is compactly supported in $Q_{\varepsilon}$. Thus, for any $k \geq 0$ there is $C_{k}>0$ so that $\left|q_{j}\right| \leq C_{k} x_{n}^{k}$ in $Q_{\varepsilon}$, and consequently

$$
\left|P\left(e^{i \lambda \Phi} b\right)\right| \leq e^{-\lambda \operatorname{Im}(\Phi)}\left[\lambda C_{k, N} x_{n}^{k}+C_{N} \lambda^{-N}\right] .
$$

Since $\operatorname{Im}(\Phi)=x_{n}$ in $Q_{\varepsilon}$ we have

$$
\begin{aligned}
\left\|P\left(e^{i \lambda \Phi} b\right)\right\|_{L^{2}(\Omega)}^{2} & \leq C_{k, N} \int_{Q_{\varepsilon}} e^{-2 \lambda x_{n}}\left[\lambda^{2} x_{n}^{2 k}+\lambda^{-2 N}\right] d x \\
& \leq C_{k, N} \int_{\left|x^{\prime}\right|<\varepsilon} \int_{0}^{\infty} e^{-2 x_{n}}\left[\lambda^{1-2 k} x_{n}^{2 k}+\lambda^{-1-2 N}\right] d x_{n} d x^{\prime}
\end{aligned}
$$

Choosing $k=N+1$ and computing the integrals over $x_{n}$, we get that

$$
\left\|P\left(e^{i \lambda \Phi} b\right)\right\|_{L^{2}(\Omega)}^{2} \leq C_{N} \lambda^{-2 N-1}
$$

It is also easy to compute that

$$
\left\|e^{i \lambda \Phi} b\right\|_{H^{1}(\Omega)} \sim \lambda^{1 / 2}
$$

Thus, choosing $a=\lambda^{-1 / 2} b$, we have proved all the claims except (4.4).
To show (4.4), we observe that

$$
\nabla v=e^{i \lambda \Phi}[i \lambda(\nabla \Phi) a+\nabla a] .
$$

Using a similar formula for $\tilde{v}=e^{i \lambda \Phi} \tilde{a}$ (where $\Phi$ is independent of the conductivity), we have

$$
\operatorname{dist}(x, \partial \Omega)^{k} f \nabla v \cdot \overline{\nabla \tilde{v}}=x_{n}^{k} f e^{-2 \lambda x_{n}}\left[\lambda^{2}|\nabla \Phi|^{2} a \bar{a}+\lambda^{1}[\cdots]+\lambda^{0}[\cdots]\right] .
$$

Now $|\nabla \Phi|^{2}=2$ and $a=\lambda^{-1 / 2} b$ where $|b| \lesssim 1$, and similarly for $\tilde{a}$. Hence

$$
\begin{aligned}
& \lambda^{k} \int_{\Omega} \operatorname{dist}(x, \partial \Omega)^{k} f \nabla v \cdot \overline{\nabla \tilde{v}} d x \\
& =\lambda^{k+1} \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} x_{n}^{k} e^{-2 \lambda x_{n}} f\left[2 b \overline{\tilde{b}}+O_{L^{\infty}}\left(\lambda^{-1}\right)\right] d x_{n} d x^{\prime}
\end{aligned}
$$

We can change variables $x_{n} \rightarrow x_{n} / \lambda$ and use dominated convergence to take the limit as $\lambda \rightarrow \infty$. The limit is

$$
c_{k} \int_{\mathbb{R}^{n-1}} f\left(x^{\prime}, 0\right) b_{0}\left(x^{\prime}, 0\right) \overline{\tilde{b}_{0}\left(x^{\prime}, 0\right)} d x^{\prime}=c_{k} \int_{\mathbb{R}^{n-1}} f\left(x^{\prime}, 0\right)\left|\chi\left(x^{\prime}\right)\right|^{2} d x^{\prime}
$$

where $c_{k}=2 \int_{0}^{\infty} x_{n}^{k} e^{-2 x_{n}} d x_{n} \neq 0$.
The proof is complete in the case when $x_{0}=0$ and $\partial \Omega$ is flat near 0 . In the general case, we choose boundary normal coordinates $\left(x^{\prime}, x_{n}\right)$ so that $x_{0}$ corresponds to 0 and $\Omega$ near $x_{0}$ locally corresponds to $\left\{x_{n}>0\right\}$. The equation $\nabla \cdot(\gamma \nabla u)=0$ in the new coordinates becomes an equation

$$
\nabla \cdot(\gamma A \nabla u)=0 \text { in }\left\{x_{n}>0\right\}
$$

where $A$ is a smooth positive matrix only depending on the geometry of $\Omega$ near $x_{0}$. The construction of $v$ now proceeds in a similar way as above, except that the equation (4.12) for the phase function $\Phi$ can only be solved to infinite order on $\left\{x_{n}=0\right\}$ instead of solving it globally in $\Omega$.
4.2. Interior determination. Assume that $(M, g)$ is a compact manifold with smooth boundary, and let $q \in C^{\infty}(M)$ be a potential. Consider the Dirichlet problem

$$
\left\{\begin{align*}
\left(-\Delta_{g}+q\right) u=0 & \text { in } M,  \tag{4.17}\\
u=f & \text { on } \partial M .
\end{align*}\right.
$$

We assume that 0 is not a Dirichlet eigenvalue. Then for any $f \in C^{\infty}(\partial M)$ there is a unique solution $u \in C^{\infty}(M)$. The boundary measurements are given by the (elliptic) DN map

$$
\Lambda_{q}: C^{\infty}(\partial M) \rightarrow C^{\infty}(\partial M), \quad \Lambda_{q} f=\left.\partial_{\nu} u\right|_{\partial M}
$$

The Calderón problem in this setting is to determine the potential $q$ from the knowledge of the DN map $\Lambda_{q}$, when the metric $g$ is known.

Let us now sketch the proof of Theorem 4.1. The general scheme will be exactly the same as in the proof of Theorem 3.1 in the wave equation case, but with a few important differences. The proof proceeds in four steps:

1. Derivation of an integral identity showing that if $\Lambda_{q_{1}}=\Lambda_{q_{2}}$, then $q_{1}-q_{2}$ is $L^{2}$-orthogonal to certain products of solutions.
2. Construction of special solutions that concentrate near two-dimensional manifolds $\mathbb{R} \times \gamma$ where $\gamma$ is a maximal geodesic in $M_{0}$.
3. Inserting the special solutions in the integral identity and taking a limit, in order to recover integrals over geodesics.
4. Inversion of the geodesic X-ray transform to prove that $q_{1}=q_{2}$.

The first step, the integral identity, is completely analogous to the wave equation case.

Lemma 4.9 (Integral identity). Let $(M, g)$ be a compact manifold with boundary and let $q_{1}, q_{2} \in C^{\infty}(M)$. If $f_{1}, f_{2} \in C^{\infty}(\partial M)$, then

$$
\left(\left(\Lambda_{q_{1}}-\Lambda_{q_{2}}\right) f_{1}, f_{2}\right)_{L^{2}(\partial M)}=\int_{M}\left(q_{1}-q_{2}\right) u_{1} \bar{u}_{2} d V
$$

where $u_{j} \in C^{\infty}(M)$ solves $\left(-\Delta+q_{j}\right) u_{j}=0$ in $M$ with $\left.u_{j}\right|_{\partial M}=f_{j}$.
Proof. We first observe that the DN map is symmetric: if $q \in C^{\infty}(M)$ is real valued and if $u_{f}$ solves $(-\Delta+q) u_{f}=0$ in $M$ with $\left.u_{f}\right|_{\partial M}=f$, then an integration by parts shows that

$$
\begin{aligned}
\left(\Lambda_{q} f, g\right)_{L^{2}(\partial M)} & =\int_{\partial M}\left(\partial_{\nu} u_{f}\right) \bar{u}_{g} d S=\int_{M}\left(\left\langle\nabla u_{f}, \nabla \bar{u}_{g}\right\rangle+\left(\Delta u_{f}\right) \bar{u}_{g}\right) d V \\
& =\int_{M}\left(\left\langle\nabla u_{f}, \nabla \bar{u}_{g}\right\rangle+q u_{f} \bar{u}_{g}\right) d V \\
& =\int_{\partial M} u_{f} \overline{\partial_{\nu} u_{g}} d S=\left(f, \Lambda_{q} g\right)_{L^{2}(\partial M)}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left(\Lambda_{q_{1}} f_{1}, f_{2}\right)_{L^{2}(\partial M)}=\int_{M}\left(\left\langle\nabla u_{1}, \nabla \bar{u}_{2}\right\rangle+q_{1} u_{1} \bar{u}_{2}\right) d V, \\
& \left(\Lambda_{q_{2}} f_{1}, f_{2}\right)_{L^{2}(\partial M)}=\left(f_{1}, \Lambda_{q_{2}} f_{2}\right)_{L^{2}(\partial M)}=\int_{M}\left(\left\langle\nabla u_{1}, \nabla \bar{u}_{2}\right\rangle+q_{2} u_{1} \bar{u}_{2}\right) d V .
\end{aligned}
$$

The result follows by subtracting these two identities.
By Lemma 4.9, if $\Lambda_{q_{1}}=\Lambda_{q_{2}}$, then

$$
\begin{equation*}
\int_{M}\left(q_{1}-q_{2}\right) u_{1} \bar{u}_{2} d V=0 \tag{4.18}
\end{equation*}
$$

for any solutions $u_{j} \in C^{\infty}(M)$ with $\left(-\Delta+q_{j}\right) u_{j}=0$ in $M$.
4.3. Special solutions - complex geometrical optics. We will next construct special solutions to the equation $(-\Delta+q) u=0$. For simplicity we will do this assuming that the transversal manifold $\left(M_{0}, g_{0}\right)$ is simple. This will make it possible to solve the eikonal equation globally, as in Section 3.3. In the general case one can instead use a Gaussian beam construction as in Section 3.4.

Just like for the wave equation, we start with the geometric optics ansatz

$$
\begin{equation*}
v(t, x)=e^{i \lambda \Phi(t, x)} a(t, x) \tag{4.19}
\end{equation*}
$$

where $\lambda \in \mathbb{R}$ is a large parameter, $\Phi$ is a complex valued phase function, and $a$ is an amplitude. The fact that the equation is elliptic requires us to use complex phase functions, and the corresponding solutions are called complex geometrical optics solutions.

The construction of special solutions is similar to the wave equation case as in Proposition 3.5. However, it has the following important differences which are consistent with the Wick rotation $t \mapsto i t$ :

- The phase function $\Phi$ solves the complex eikonal equation

$$
\left\langle\nabla_{x} \Phi, \nabla_{x} \Phi\right\rangle_{g_{0}}+\left(\partial_{t} \Phi\right)^{2}=0,
$$

instead of $\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}=0$. The phase function $\Phi(x, t)=i t-r$ is complex valued, instead of being real valued as in $\varphi(x, t)=t-r$.

- The amplitude solves a complex transport equation

$$
2\left(\partial_{r}+i \partial_{t}\right) a+b a=0
$$

which has solutions concentrating near two-manifolds, instead of solving a real transport equation $2\left(\partial_{r}+\partial_{t}\right) a_{0}+b a_{0}=0$ which has solutions concentrating near curves.

- The solutions concentrate near two-dimensional manifolds $\mathbb{R} \times \gamma$ where $\gamma$ is a maximal geodesic in $M_{0}$, instead of concentrating near curves $t \mapsto(\gamma(t), t+\sigma)$.
- The approximate solutions $v=e^{i \lambda \Phi} a$ may grow exponentially in $\lambda$. Thus the exact solution $u=v+R$ cannot be constructed by solving a Dirichlet problem for $R$, but one must use a different solvability result (Carleman estimate).

Remark 4.10. Let us give a microlocal explanation of the argument above, following [Sa17]. As discussed in Remark 3.6, propagation of singularities was responsible for the fact that one could construct special solutions for wave equations that concentrate near light rays. However, the equation $(-\Delta+q) u=0$ in elliptic, so that singularities do not propagate (in fact any solution is $C^{\infty}$ by elliptic regularity) and one does not obtain special solutions in this way.

This can be remedied in the special case of transversally anisotropic manifolds, where $g=d t^{2}+g_{0}$ has product form with coordinates $(t, x)$ and the Laplacian splits as $\Delta_{g}=\partial_{t}^{2}+\Delta_{x}$. We can introduce an (artificial) parameter $h=1 / \lambda$ and consider the exponentially conjugated semiclassical operator

$$
P:=e^{t / h} h^{2}\left(-\Delta_{g}+q\right) e^{-t / h}
$$

This operator is not anymore elliptic when considered as a semiclassical operator. It is a so called semiclassical complex principal type operator, and singularities for such operators propagate along two-dimensional surfaces in phase space called bicharacteristic leaves. This implies that one can construct special solutions $v$ for $P$ concentrating along two-dimensional manifolds. One then obtains solutions $u=e^{-t / h} v$ to the elliptic equation $\left(-\Delta_{g}+q\right) u=0$, and these are precisely the complex geometrical optics solutions mentioned above.

We now discuss the argument in more detail. After applying the operator $-\Delta+q=-\partial_{t}^{2}-\Delta_{x}+q(t, x)$ to the ansatz (4.19), we obtain a direct analogue of the wave equation computation (3.11):

$$
\begin{align*}
& \left(-\partial_{t}^{2}-\Delta_{x}+q\right)\left(e^{i \lambda \Phi} a\right)=e^{i \lambda \Phi}\left[\lambda^{2}\left[\left\langle\nabla_{x} \Phi, \nabla_{x} \Phi\right\rangle_{g_{0}}+\left(\partial_{t} \Phi\right)^{2}\right] a\right.  \tag{4.20}\\
& \left.\quad-i \lambda\left[2 \partial_{t} \Phi \partial_{t} a+2\left\langle\nabla_{x} \Phi, \nabla_{x} a\right\rangle+\left(\Delta_{t, x} \Phi\right) a\right]+\left(-\Delta_{t, x}+q\right) a\right] .
\end{align*}
$$

Recall from (3.12) that in the wave equation case, the eikonal equation was

$$
\left|\nabla_{x} \varphi\right|_{g}^{2}-\left(\partial_{t} \varphi\right)^{2}=0
$$

and we used the solution

$$
\varphi=t-r
$$

where $(r, \omega)$ were Riemannian polar coordinates in a neighborhood $U$ of the simple manifold $M_{0}$, with center outside $M_{0}$. Recall also that we were interested in solutions that concentrate near the geodesic $\gamma: r \mapsto\left(r, \omega_{0}\right)$ in $M_{0}$, where $\omega_{0}$ is fixed. In the elliptic case, the eikonal equation appearing in the $\lambda^{2}$ term in (4.20) is

$$
\left\langle\nabla_{x} \Phi, \nabla_{x} \Phi\right\rangle_{g_{0}}+\left(\partial_{t} \Phi\right)^{2}=0 \text { in } M .
$$

We obtain a solution by choosing

$$
\Phi(t, x):=i t-r .
$$

This is consistent with the Wick rotation $t \mapsto i t$.
Having solved the eikonal equation, (4.20) becomes

$$
(-\Delta+q)\left(e^{i \lambda \Phi} a\right)=e^{i \lambda \Phi}(-i \lambda L a+(-\Delta+q) a),
$$

where $L$ is the complex first order operator

$$
L a:=2\left(\partial_{r}+i \partial_{t}\right) a+b a
$$

with $b:=\Delta_{t, x} \Phi$. Here $\partial_{r}+i \partial_{t}$ is a Cauchy-Riemann, or $\bar{\partial}$, operator. We wish to find an amplitude solving

$$
L a=0 \text { in } M .
$$

Using coordinates $(t, r, \omega)$ where $(r, \omega)$ are polar coordinates as above, we choose the solution

$$
a(t, r, \omega)=c(t, r, \omega)^{-1} \chi(\omega)
$$

where $c$ is an integrating factor solving $2\left(\partial_{r}+i \partial_{t}\right) c=b c$ (this amounts to solving a $\bar{\partial}$ equation in $\mathbb{R}^{2}$ ), and $\chi \in C_{c}^{\infty}\left(S^{n-2}\right)$ is supported near $\omega_{0}$.

We have produced a function $v=e^{i \lambda \Phi} a$ satisfying

$$
(-\Delta+q) v=e^{i \lambda \Phi}(-\Delta+q) a .
$$

Moreover, $a$ is supported near the two-dimensional manifold $\left\{\left(t, r, \omega_{0}\right)\right\}$, which corresponds to the set $\mathbb{R} \times \gamma$ where $\gamma$ is a geodesic in $M_{0}$. As in Section 3 one could try to find an exact solution $u=v+R$ of $(-\Delta+q) u=0$ in $M$ by solving the Dirichlet problem

$$
\left\{\begin{align*}
(-\Delta+q) R & =-e^{i \lambda \Phi}(-\Delta+q) a & & \text { in } M,  \tag{4.21}\\
R & =0 & & \text { on } \partial M .
\end{align*}\right.
$$

Now if $\Phi$ were real valued, the right hand side would be $O_{L^{2}(M)}(1)$ as $\lambda \rightarrow \infty$ and at least one would get a correction term $R=O_{L^{2}(M)}(1)$. This could be converted to an estimate $R=O_{L^{2}(M)}\left(\lambda^{-1}\right)$ by working with an amplitude $a=a_{0}+\lambda^{-1} a_{-1}$ as in Section 3.

However, the phase function is not real valued and in fact $e^{i \lambda \Phi}=e^{-\lambda t} e^{-i \lambda r}$. Thus the right hand side above is in general only $O\left(e^{C \lambda}\right)$, which is not good since we wish to take the limit $\lambda \rightarrow \infty$. Instead of solving the Dirichlet problem, we need to use a different solvability result.

Proposition 4.11 (Carleman estimate). Let $(M, g)$ be transversally anisotropic and let $q \in C^{\infty}(M)$. There are $C, \lambda_{0}>0$ so that whenever $|\lambda| \geq \lambda_{0}$ and $f \in L^{2}(M)$, there is a function $R \in H^{1}(M)$ satisfying

$$
(-\Delta+q)\left(e^{i \lambda \Phi} R\right)=e^{i \lambda \Phi} f \text { in } M
$$

such that

$$
\|R\|_{L^{2}(M)} \leq \frac{C}{|\lambda|}\|f\|_{L^{2}(M)}
$$

Proof. See e.g. [DKSU09].
We can now use Proposition 4.11 to convert the approximate solution $v=e^{i \lambda \Phi} a$ to an exact solution

$$
u=e^{i \lambda \Phi}(a+R)
$$

of $(-\Delta+q) u=0$ in $M$, so that $\|R\|_{L^{2}(M)} \rightarrow 0$ as $|\lambda| \rightarrow \infty$. When $|\lambda|$ is large, the solution $u$ is concentrated near the two-dimensional manifold

$$
(\mathbb{R} \times \gamma) \cap M
$$

but may grow exponentially in $\lambda$. However, the integral identity in Lemma 4.9 involves the product of two solutions, and we may take another solution of the type $e^{-i \lambda \Phi}(\tilde{a}+\tilde{R})$ so that the exponential growth will be cancelled in the product. By choosing such solutions and letting $\lambda \rightarrow \infty$ in (4.18), we obtain that the integral of $q_{1}-q_{2}$ (extended by zero outside $M$ ) over the two-dimensional manifold $\mathbb{R} \times \gamma$ vanishes:

$$
\int_{-\infty}^{\infty} \int_{0}^{\ell}\left(q_{1}-q_{2}\right)(t, \gamma(r)) d r d t=0 .
$$

This is true for any maximal geodesic $\gamma$ in $\left(M_{0}, g_{0}\right)$, and hence using the injectivity of the geodesic X-ray transform on $\left(M_{0}, g_{0}\right)$ would give that

$$
\int_{-\infty}^{\infty}\left(q_{1}-q_{2}\right)(t, x) d t=0 \quad \text { for all } x \in M_{0}
$$

This is not quite enough to conclude that $q_{1}=q_{2}$. However, we can introduce an additional parameter $\sigma \in \mathbb{R}$, which is analogous to the time delay parameter in the wave equation case. This can be done by performing the above construction with slightly complex frequency $\lambda+i \sigma$. One obtains the following result analogous to Proposition 3.5:

Proposition 4.12 (Concentrating solutions). Let $(M, g)$ be a transversally anisotropic manifold and let $q_{1}, q_{2} \in C^{\infty}(M)$. Assume that the transversal manifold $\left(M_{0}, g_{0}\right)$ is simple, and that $\gamma:[0, \ell] \rightarrow M_{0}$ is a maximal geodesic. There is $\lambda_{0}>0$ so that whenever $|\lambda| \geq \lambda_{0}$ and $\sigma \in \mathbb{R}$, there are solutions $u_{1}=u_{1, \lambda}$ of $\left(-\Delta+q_{1}\right) u_{1}=0$ in $M$ and $u_{2}=u_{2,-\lambda}$ of $\left(-\Delta+q_{2}\right) u_{2}=0$ in $M$ such that for any $\psi \in C_{c}^{\infty}\left(M^{\mathrm{int}}\right)$ one has

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \int_{M} \psi u_{1} \bar{u}_{2} d V=\int_{-\infty}^{\infty} \int_{0}^{\ell} e^{-i \sigma(t+i r)} \psi(t, \gamma(r)) d r d t . \tag{4.22}
\end{equation*}
$$

Theorem 4.1 now follows by inserting the solutions in Proposition 4.12 to the identity (4.18), taking the limit $\lambda \rightarrow \infty$, and using the Fourier transform in $t$ and injectivity of the geodesic X-ray transform in $\left(M_{0}, g_{0}\right)$ as in Exercise 3.3.
4.4. Nonlinear equations. We will now consider the nonlinear equation

$$
\left\{\begin{align*}
-\Delta_{g} u+q u^{3}=0 & \text { in } M,  \tag{4.23}\\
u=f & \text { on } \partial M
\end{align*}\right.
$$

and the corresponding nonlinear DN map for small data ,

$$
\Lambda_{q}^{\mathrm{NL}}:\left\{f \in C^{\infty}(\partial M) ;\|f\|_{C^{2, \alpha}(\partial M)}<\delta\right\} \rightarrow C^{\infty}(\partial M), \quad \Lambda_{q} f=\left.\partial_{\nu} u\right|_{\partial M} .
$$

We will prove Theorem 4.2 which states that on transversally anisotropic manifolds, $\Lambda_{q_{1}}^{\mathrm{NL}}=\Lambda_{q_{2}}^{\mathrm{NL}}$ implies $q_{1}=q_{2}$.

A standard method for dealing with inverse problems for nonlinear equations is linearization. Namely, if one knows the nonlinear DN map $\Lambda_{q}^{\mathrm{NL}}(f)$ for small $f$, then one also knows its linearization or Fréchet derivative

$$
\left(D \Lambda_{q}^{\mathrm{NL}}\right)_{0}(h)=\left.\partial_{\varepsilon} \Lambda_{q}^{\mathrm{NL}}(\varepsilon h)\right|_{\varepsilon=0}, \quad h \in C^{\infty}(\partial M) .
$$

Let $u_{\varepsilon}$ be the small solution of (4.23) with boundary value $f=\varepsilon h$, i.e.

$$
\left\{\begin{align*}
-\Delta_{g} u_{\varepsilon}+q u_{\varepsilon}^{3} & =0 & & \text { in } M,  \tag{4.24}\\
u_{\varepsilon} & =\varepsilon h & & \text { on } \partial M .
\end{align*}\right.
$$

Note that $u_{0}=0$, since $u=0$ is the unique small solution with boundary value 0 . Formally differentiating (4.24) in $\varepsilon$ gives that

$$
-\Delta_{g}\left(\partial_{\varepsilon} u_{\varepsilon}\right)+3 q u_{\varepsilon}^{2} \partial_{\varepsilon} u_{\varepsilon}=0 .
$$

Setting $\varepsilon=0$ and using that $u_{0}=0$, we see that

$$
v_{h}:=\left.\partial_{\varepsilon} u_{\varepsilon}\right|_{\varepsilon=0}
$$

solves the linear equation

$$
\left\{\begin{align*}
-\Delta_{g} v_{h}=0 & \text { in } M,  \tag{4.25}\\
v_{h}=h & \text { on } \partial M .
\end{align*}\right.
$$

Thus the linearized solution $v_{h}$ is just the harmonic function in $(M, g)$ with boundary value $h$. This formal computation can be justified. Since

$$
\left(D \Lambda_{q}^{\mathrm{NL}}\right)_{0}(h)=\left.\partial_{\varepsilon} \Lambda_{q}^{\mathrm{NL}}(\varepsilon h)\right|_{\varepsilon=0}=\left.\partial_{\varepsilon} \partial_{\nu} u_{\varepsilon}\right|_{\varepsilon=0}=\partial_{\nu} v_{h},
$$

this leads to the following:
Lemma 4.13 (Linearization of nonlinear DN map).

$$
\left(D \Lambda_{q}^{\mathrm{NL}}\right)_{0}(h)=\Lambda_{g} h
$$

where $\Lambda_{g}$ is the DN map for the Laplace equation (4.25).
This shows that from the knowledge of $\Lambda_{q}^{\mathrm{NL}}$, we can recover its linearization $\left(D \Lambda_{q}^{\mathrm{NL}}\right)_{0}=\Lambda_{g}$. However, this first linearization does not contain any information about the unknown potential $q$. It turns out that for the nonlinearity $q u^{3}$, the right thing to do is to look at the third linearization, i.e. the third order Fréchet derivative, $\left(D^{3} \Lambda_{q}^{\mathrm{NL}}\right)_{0}$.

The third linearization can be computed by considering Dirichlet data of the form $f=\varepsilon_{1} h_{1}+\varepsilon_{2} h_{2}+\varepsilon_{3} h_{3}$ where $h_{j} \in C^{\infty}(\partial M)$ and $\varepsilon_{j}>0$ are small. Writing $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)$, let $u_{\varepsilon}$ be the solution of

$$
\left\{\begin{align*}
-\Delta_{g} u_{\varepsilon}+q u_{\varepsilon}^{3} & =0 & & \text { in } M  \tag{4.26}\\
u_{\varepsilon} & =\varepsilon_{1} h_{1}+\varepsilon_{2} h_{2}+\varepsilon_{3} h_{3} & & \text { on } \partial M .
\end{align*}\right.
$$

We formally apply the derivative $\partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}}$ to this equation to obtain

$$
\begin{aligned}
0 & =-\Delta_{g}\left(\partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right)+q \partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}}\left(u_{\varepsilon}^{3}\right) \\
& =-\Delta_{g}\left(\partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right)+q \partial_{\varepsilon_{1} \varepsilon_{2}}\left(3 u_{\varepsilon}^{2} \partial_{\varepsilon_{3}} u_{\varepsilon}\right) \\
& =-\Delta_{g}\left(\partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right)+q \partial_{\varepsilon_{1}}\left(6 u_{\varepsilon} \partial_{\varepsilon_{2}} u_{\varepsilon} \partial_{\varepsilon_{3}} u_{\varepsilon}+3 u_{\varepsilon}^{2} \partial_{\varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right) \\
& =-\Delta_{g}\left(\partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right)+6 q \partial_{\varepsilon_{1}} u_{\varepsilon} \partial_{\varepsilon_{2}} u_{\varepsilon} \partial_{\varepsilon_{3}} u_{\varepsilon}+\ldots
\end{aligned}
$$

where $\ldots$ consists of terms that contain a power of $u_{\varepsilon}$. Since $u_{0}=0$, when we set $\varepsilon=0$ all the terms in $\ldots$ will vanish. Thus

$$
w:=\left.\partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right|_{\varepsilon=0}
$$

will solve the equation (recall that $v_{h_{j}}=\left.\partial_{\varepsilon_{j}} u_{\varepsilon}\right|_{\varepsilon=0}$ )

$$
\left\{\begin{array}{rlrl}
-\Delta_{g} w & =-6 q v_{h_{1}} v_{h_{2}} v_{h_{3}} & & \text { in } M,  \tag{4.27}\\
w & & \text { on } \partial M .
\end{array}\right.
$$

Now if the know the nonlinear DN map $\Lambda_{q}^{\mathrm{NL}}\left(\varepsilon_{1} h_{1}+\varepsilon_{2} h_{2}+\varepsilon_{3} h_{3}\right)=\partial_{\nu} u_{\varepsilon}$, then we also know $\partial_{\nu} w=\left.\partial_{\nu} \partial_{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} u_{\varepsilon}\right|_{\varepsilon=0}$. Thus for any $h_{4} \in C^{\infty}(\partial M)$, we also know

$$
\int_{\partial M}\left(\partial_{\nu} w\right) h_{4} d S=\int_{M}\left(\left(\Delta_{g} w\right) v_{h_{4}}+\left\langle\nabla w, \nabla v_{h_{4}}\right\rangle_{g}\right) d V
$$

Integrating by parts in the last term and using $\left.w\right|_{\partial M}=0$ and $\Delta_{g} v_{h_{4}}=0$, we obtain that

$$
\int_{\partial M}\left(\partial_{\nu} w\right) h_{4} d S=6 \int_{M} q v_{h_{1}} v_{h_{2}} v_{h_{3}} v_{h_{4}} d V .
$$

Since $\partial_{\nu} w$ is determined by $\Lambda_{q}^{\mathrm{NL}}$, also the right hand side is determined by the map $\Lambda_{q}^{\mathrm{NL}}$. (In fact one can verify that the left hand side is equal to $\left(\left(D^{3} \Lambda_{q}^{\mathrm{NL}}\right)_{0}\left(h_{1}, h_{2}, h_{3}\right), h_{4}\right)_{L^{2}(\partial M)}$, where $\left(D^{3} \Lambda_{q}^{\mathrm{NL}}\right)_{0}$ is the third Fréchet derivative of $\Lambda_{q}^{\mathrm{NL}}$ considered as a trilinear form.) This formal argument can be justified and it leads to the following identity.
Lemma 4.14 (Integral identity in nonlinear case). If $\Lambda_{q_{1}}^{\mathrm{NL}}=\Lambda_{q_{2}}^{\mathrm{NL}}$, then

$$
\int_{M}\left(q_{1}-q_{2}\right) v_{1} v_{2} v_{3} v_{4} d V=0
$$

for any $v_{j} \in C^{\infty}(M)$ solving $\Delta_{g} v_{j}=0$ in $M$.
This integral identity related to the nonlinear equation $-\Delta_{g} u+q u^{3}=0$ has two benefits over the identity for the linear equation $-\Delta_{g} u+q u=0$ :

- $q_{1}-q_{2}$ is $L^{2}$-orthogonal to products of four solutions, instead of products of two solutions;
- the solutions $v_{j}$ are solutions of the Laplace equation $\Delta_{g} v_{j}=0$, which does not contain the unknown potential $q$.

Let us finally sketch how one proves Theorem 4.2 based on the integral identity in Lemma 4.14 and the construction of special solutions in Proposition 4.12. The main point is that instead of considering a fixed geodesic $\gamma$ in $\left(M_{0}, g_{0}\right)$, one can consider two intersecting geodesics.

Suppose that $\gamma_{1}$ and $\gamma_{2}$ are two maximal geodesics in $\left(M_{0}, g_{0}\right)$ that intersect only at one point $x_{0} \in M_{0}$. We use Proposition 4.12 to find two harmonic functions $v_{\lambda}$ and $v_{-\lambda}$ in $M$ so that the product $v_{\lambda} \bar{v}_{-\lambda}$ is concentrated near $\mathbb{R} \times \gamma_{1}$. We similarly choose two harmonic functions $w_{\lambda}$ and $w_{-\lambda}$ in $M$ so that the product $w_{\lambda} \bar{w}_{-\lambda}$ is concentrated near $\mathbb{R} \times \gamma_{2}$. Then the product

$$
v_{\lambda} \bar{v}_{-\lambda} w_{\lambda} \bar{w}_{-\lambda}
$$

is concentrated near the one-dimensional manifold $\mathbb{R} \times\left\{x_{0}\right\}$, and one has

$$
0=\lim _{\lambda \rightarrow \infty} \int_{M}\left(q_{1}-q_{2}\right) v_{\lambda} \bar{v}_{-\lambda} w_{\lambda} \bar{w}_{-\lambda} d V=\int_{-\infty}^{\infty} e^{-i \sigma t}\left(q_{1}-q_{2}\right)\left(t, x_{0}\right) d t
$$

The point is that one has concentration at a single point $x_{0}$ in $M_{0}$, instead of concentration near a fixed geodesic in $M_{0}$. It follows that the Fourier transform of $\left(q_{1}-q_{2}\right)\left(\cdot, x_{0}\right)$ vanishes identically for every $x_{0} \in M_{0}$. This implies that $q_{1}=q_{2}$.

In general, given $x_{0} \in M_{0}$ it may not be possible to find two finite length geodesics that only intersect at $x_{0}$. The possibility of multiple intersection points can be handled by introducing another extra parameter in the solutions, see [LL+21a] for details. This proves Theorem 4.2 in general.

Exercise 4.1. Let $(M, g)$ be a compact Riemannian manifold with smooth boundary and let $\gamma \in C^{\infty}(M)$ be positive. Show that setting $v=\gamma^{-1 / 2} u$ reduces the conductivity equation $\operatorname{div}_{g}\left(\gamma \nabla_{g} v\right)=0$ to the Schrödinger equation $\left(-\Delta_{g}+q\right) u=0$ where $q=\frac{\Delta_{g}\left(\gamma^{1 / 2}\right)}{\gamma^{1 / 2}}$.
Exercise 4.2. Compute the DN map for the Laplace equation in the unit disk $\mathbb{D} \subset \mathbb{R}^{2}$ in terms of the Fourier expansion of the Dirichlet data $f$.

Exercise 4.3. Let $(M, g)$ be a simply connected two-dimensional manifold with boundary. Characterize all complex functions $\Phi \in C^{\infty}(M)$ that solve the complex eikonal equation $\left\langle\nabla_{g} \Phi, \nabla_{g} \Phi\right\rangle_{g}=0$ in $M$, where $\langle\cdot, \cdot\rangle_{g}$ is understood as a complex bilinear (instead of sesquilinear) form. (Hint: Theorem 2.18 may be helpful if you are not familiar with Riemannian geometry.)

Exercise 4.4. Let $(M, g)$ be transversally anisotropic with simple transversal manifold $\left(M_{0}, g_{0}\right)$. Let $\psi \in C_{c}^{\infty}\left(M^{\text {int }}\right)$, and assume that the right hand side of (4.22) vanishes for any $\sigma \in \mathbb{R}$ and any maximal geodesic $\gamma$ in $\left(M_{0}, g_{0}\right)$. Prove that $\psi=0$.
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[^0]:    ${ }^{1}$ The formula for $R^{*}$ is obtained as follows: if $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right), h \in C^{\infty}\left(\mathbb{R} \times S^{1}\right)$ one has

    $$
    \begin{aligned}
    (R f, h)_{L^{2}\left(\mathbb{R} \times S^{1}\right)} & =\int_{-\infty}^{\infty} \int_{S^{1}} R f(s, \omega) \overline{h(s, \omega)} d \omega d s \\
    & =\int_{-\infty}^{\infty} \int_{S^{1}} \int_{-\infty}^{\infty} f\left(s \omega^{\perp}+t \omega\right) \overline{h(s, \omega)} d t d \omega d s \\
    & =\int_{\mathbb{R}^{2}} f(y)\left(\int_{S^{1}} \overline{h\left(y \cdot \omega^{\perp}, \omega\right)} d \omega\right) d y .
    \end{aligned}
    $$

[^1]:    ${ }^{2}$ If $u$ and $\tilde{u}$ solve (3.1) for potentials $q$ and $\tilde{q}$ with the same Dirichlet data $f$, and if $q=\tilde{q}$ in $U:=\{x \in M: \operatorname{dist}(x, \partial M)<T / 2\}$, then $w:=u-\tilde{u}$ solves $(\square+q) w=F$ where $F:=-(q-\tilde{q}) \tilde{u}$ vanishes in $U \times(0, T)$ and also in $(M \backslash U) \times(0, T / 2)$ since $\tilde{u}$ vanishes there. Moreover, $w=\partial_{t} w=0$ on $\{t=0\}$ and $\left.w\right|_{\partial M \times(0, T)}=0$. By finite speed of propagation $\left.\partial_{\nu} w\right|_{\partial M \times(0, T)}=0$. This proves that $\Lambda_{q}=\Lambda_{\tilde{q}}$.

