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#### Abstract

This paper investigates the possible scattering and non-scattering behavior of an anisotropic and inhomogeneous Lipschitz medium at a fixed wave number and with a single incident field. We connect the anisotropic non-scattering problem to a Bernoulli type free boundary problem. By invoking methods from the theory of free boundaries, we show that an anisotropic medium with Lipschitz but not $C^{1, \alpha}$ boundary scatters every incident wave that satisfies a non-degeneracy condition.


## 1. Introduction

1.1. Background. We investigate the problem of unraveling the nature of scattered waves, wherein the obstructing medium is a bounded region, and the irregularities within it are described by coefficients that may exhibit anisotropic properties. The scattering problem is modelled by the following wave equation:

$$
c(x)^{-2} \partial_{t}^{2} U-\nabla \cdot(A(x) \nabla U)=0 \text { in } \mathbb{R}^{n} \times\{t>0\} .
$$

Here, the velocity of sound, denoted as $c$, and the symmetric matrix $A$ are in $L^{\infty}\left(\mathbb{R}^{n}\right)$, exhibiting uniform lower bounds throughout the medium. Notably, this equation encompasses both the classical wave equation, $c^{-2} \partial_{t}^{2} U-\Delta U=0$, where the sound speed is scalar, as well as the Riemannian wave equation, $\partial_{t}^{2} U-\Delta_{g} U=0$, which involves a Riemannian metric $g$, by making appropriate choices.

We consider scattering of waves with fixed frequency $\kappa>0$, which corresponds to solutions of the form $U(x, t)=e^{\text {ikt }} u^{\text {to }}(x)$, where $u^{\text {to }}$ satisfies

$$
\nabla \cdot\left(A(x) \nabla u^{\text {to }}\right)+\kappa^{2} \rho(x) u^{\text {to }}=0 \text { in } \mathbb{R}^{n}
$$

with $\rho=c^{-2}$. If we probe the medium with an incoming wave $u^{\text {inc }}$ that solves

$$
\begin{equation*}
\left(\Delta+\kappa^{2}\right) u^{\mathrm{inc}}=0 \quad \text { in } \mathbb{R}^{n} \tag{1.1}
\end{equation*}
$$

then the total wave $u^{\text {to }}$ has the form $u^{\text {to }}=u^{\text {inc }}+u^{\text {sc }}$ where the scattered wave $u^{\text {sc }}$ satisfies the outgoing Sommerfeld radiation condition.

Now, we proceed to provide a detailed mathematical expression. Consider $\Omega$, a bounded region in $\mathbb{R}^{n}$ (where $n \geq 2$ ) with a Lipschitz boundary and with $\mathbb{R}^{n} \backslash \bar{\Omega}$ connected. Within this domain, let $\rho \in L^{\infty}(\Omega)$ be a positive real-valued function. Additionally, let $A \in\left(L^{\infty}(\Omega)\right)^{n \times n}$ be a real symmetric matrix-valued function, satisfying the condition of uniform ellipticity

$$
\begin{equation*}
c_{\text {ellip }}^{-1}|\xi|^{2} \leq \xi \cdot A(x) \xi \leq c_{\text {ellip }}|\xi|^{2} \quad \text { for a.e. } x \in \Omega \text { and all } \xi \in \mathbb{R}^{n} \tag{1.2}
\end{equation*}
$$

for some constant $c_{\text {ellip }}>0$.
Under the assumption that the medium outside $\Omega$ is homogeneous, if we illuminate the anisotropic medium $(\Omega, A, \rho)$ with an incident field $u^{\text {inc }}$ having a fixed wave number $\kappa>0$ that

[^0]satisfies (1.1), classical scattering theory (see [CCH23, CK19, KG08]) guarantees the existence of a unique scattered field $u^{\text {sc }} \in H_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ which is outgoing. The total field $u^{\text {to }}=u^{\text {sc }}+u^{\text {inc }}$ satisfies the following condition
$$
\left(\nabla \cdot \tilde{A}(x) \nabla+\kappa^{2} \tilde{\rho}(x)\right) u^{\text {to }}=0 \quad \text { in } \mathbb{R}^{n}
$$
where
\[

$$
\begin{equation*}
\tilde{A}=A \chi_{\Omega}+\operatorname{Id} \chi_{\mathbb{R}^{n} \backslash \Omega}, \quad \text { and } \quad \tilde{\rho}=\rho \chi_{\Omega}+\chi_{\mathbb{R}^{n} \backslash \Omega} \tag{1.3}
\end{equation*}
$$

\]

We recall the following definition.
Definition. A solution $v$ of $\left(\Delta+\kappa^{2}\right) v=0$ in $\mathbb{R}^{n} \backslash B_{R}$ (for some $R>0$ ) is outgoing if it satisfies the following Sommerfeld radiation condition:

$$
\lim _{|x| \rightarrow \infty}|x|^{\frac{n-1}{2}}\left(\partial_{|x|} v-\mathbf{i} \kappa v\right)=0, \quad \text { uniformly in all directions } \hat{x}=\frac{x}{|x|} \in \mathcal{S}^{n-1},
$$

where $\partial_{|x|}=\hat{x} \cdot \nabla$ denotes the radial derivative. In this case, the far-field pattern $v^{\infty}$ of $v$ is defined by

$$
v^{\infty}(\hat{x}):=\lim _{|x| \rightarrow \infty} \gamma_{n, \kappa}^{-1}|x|^{\frac{n-1}{2}} e^{-\mathbf{i} \kappa|x|} v(x) \quad \text { for all } \hat{x} \in \mathcal{S}^{n-1}
$$

for some normalizing constant $\gamma_{n, \kappa} \neq 0$.
The Rellich uniqueness theorem [CK19, Hör73] implies that

$$
v^{\infty} \equiv 0 \quad \text { if and only if } \quad v=0 \text { in } \mathbb{R}^{n} \backslash \bar{\Omega}
$$

We are interested in the following question: does the anisotropic medium $(\Omega, A, \rho)$ scatter every incoming wave nontrivially, or can there be some incoming wave that produces no scattering (i.e. $u^{\text {sc }}$ has zero far-field pattern)? The rigorous analysis of this phenomenon was initiated for $A=\operatorname{Id}$ in [BPS14], which showed that corners in the scattering obstacle $\Omega$ might always scatter every incoming wave nontrivially. Similar corner scattering results and related single measurement uniqueness results have been proved in various other settings (see e.g. [HSV16, PSV17, EH18, BL21] and the survey [Liu22]). The works [CV23, SS21] introduced powerful new methods from free boundary problems to this setting, allowing one to deal with obstacles with Lipschitz or less regular boundaries. The anisotropic case was studied in [CVX23].

The main feature of this work is to show that the anisotropic non-scattering problem can be related to a Bernoulli problem in free boundary theory. We will use methods from Bernoulli problems to improve the results in [CVX23] to the case of obstacles with Lipschitz boundaries, thus covering the case of actual corners.

More precisely, if the anisotropic medium $(\Omega, A, \rho)$ is non-scattering with respect to the incident field $u^{\text {inc }}$ in the sense of $u^{\text {sc }}=0$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$, then the pair $\left(u^{\text {inc }}, u^{\text {to }}\right) \in H_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right) \times H_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ satisfies the following problem (similar to the interior transmission eigenvalue problem):

$$
\left\{\begin{array}{lll}
\left(\mathcal{L}+\kappa^{2} \rho(x)\right) u^{\text {to }}=0, \quad\left(\Delta+\kappa^{2}\right) u^{\text {inc }}=0, & \text { in } \Omega  \tag{1.4}\\
u^{\text {to }}=u^{\text {inc }}, & \nu \cdot A(x) \nabla u^{\text {to }}=\partial_{\nu} u^{\text {inc }}, & \text { on } \partial \Omega
\end{array}\right.
$$

where $\mathcal{L}=\nabla \cdot A(x) \nabla, \nu$ is the inward unit normal vector to $\partial \Omega$ (we choose this orientation for later convenience) and $\partial_{\nu}=\nu \cdot \nabla$ is the normal derivative in the sense of [EG15,

Theorem 5.8.1]. One also sees that the scattered field $u^{\mathrm{sc}}:=u^{\text {to }}-u^{\mathrm{inc}} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\begin{cases}\left(\mathcal{L}+\kappa^{2} \rho(x)\right) u^{\mathrm{sc}}=-\left(\mathcal{L}+\kappa^{2} \rho(x)\right) u^{\mathrm{inc}} & \text { in } \Omega  \tag{1.5}\\ u^{\mathrm{sc}}=0, \quad \nu \cdot A \nabla u^{\mathrm{sc}}=\nu \cdot(\operatorname{Id}-A) \nabla u^{\mathrm{inc}} & \text { on } \partial \Omega\end{cases}
$$

The equation presented in (1.5) portrays a classical instance of a free boundary problem known as the Bernoulli type, which has garnered attention over the course of numerous decades from diverse vantage points. Of specific relevance to our inquiry is the examination of particular outcomes, with a focus on the smoothness of $\partial \Omega$ under certain a priori smoothness assumptions, such as Lipschitz continuity. This constitutes the central subject matter of the present paper.
1.2. Main results. Now we state our main results.

Theorem 1.1. Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{n}$ (where $n \geq 2$ ), let $\rho \in L^{\infty}(\Omega)$ be a positive real-valued function, and let $A \in\left(L^{\infty}(\Omega)\right)^{n \times n}$ be a real symmetric matrix-valued function satisfying the condition of uniform ellipticity (1.2). Suppose that the anisotropic medium $(\Omega, A, \rho)$ is non-scattering with respect to $u^{\text {inc }}$ in the sense of (1.4). For $x_{0} \in \partial \Omega$, suppose that $A$ (resp. $\rho$ ) has a $C^{1}$-extension (resp. $C^{0}$-extension) in a neighborhood of $x_{0}$. Suppose further that one of the following non-degeneracy conditions holds:

$$
\left\{\begin{array}{l}
\nu \cdot(\mathrm{Id}-\mathrm{A}) \nabla \mathrm{u}^{\mathrm{inc}} \geq \mathrm{c}>0 \text { on } \partial \Omega \text { near } x_{0} ; \text { or }  \tag{1.6}\\
\nu \cdot(\mathrm{Id}-\mathrm{A}) \nabla \mathrm{u}^{\mathrm{inc}} \leq-\mathrm{c}<0 \text { on } \partial \Omega \text { near } x_{0} .
\end{array}\right.
$$

Then $u^{\text {sc }}$ is Lipschitz continuous and $\partial \Omega$ is $C^{1, \alpha}$ near $x_{0}$.
We remark that if $\partial \Omega$ is $C^{1}$ near $x_{0}$, then the normal vector $\nu$ defines a continuous vector field on $\partial \Omega$ near $x_{0}$. In this case, (1.6) can be replaced by

$$
\nu \cdot(\mathrm{Id}-\mathrm{A}) \nabla \mathrm{u}^{\mathrm{inc}}\left(\mathrm{x}_{0}\right) \neq 0 .
$$

The above result shows that if $\partial \Omega$ is not $C^{1, \alpha}$ near $x_{0}$ and if the non-degeneracy condition (1.6) holds, then the obstacle scatters $u^{\text {inc }}$ non-trivially. In particular, corners always scatter as in [BPS14] and subsequent works.

Combining our result with [CVX23, Theorem 2.1], we conclude the following corollary.
Corollary 1.2. Suppose that all assumptions in Theorem 1.1 hold. If we further assume

$$
A \in\left(C^{\ell+1, \alpha}(\bar{\Omega})\right)^{n \times n} \text { and } \rho \in C^{\ell, \alpha}(\bar{\Omega})
$$

for some $\ell \in \mathbb{N}$, then $\partial \Omega$ is $C^{\ell+1, \alpha}$ near $x_{0}$. In addition, if $A$ and $\rho$ are both smooth (resp. real analytic) in $\bar{\Omega}$, then $\partial \Omega$ is smooth (resp. real analytic) near $x_{0}$.

We can also give an application to radiating and nonradiating sources. The investigation of such sources - for acoustic, electromagnetic and elastic waves - has a long history, see e.g. [KW21, Section 2.3] for related works. We say that the pair $(g, h) \in H^{-\frac{1}{2}}(\partial \Omega) \times L^{2}(\Omega)$ is a nonradiating source if the unique outgoing solution $w \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ in (1.10) satisfies $w=0$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$, that is,

$$
\begin{cases}\left(\mathcal{L}+\kappa^{2} \rho(x)\right) w=h & \text { in } \Omega  \tag{1.7}\\ w=0 & \text { in } \mathbb{R}^{n} \backslash \bar{\Omega} \\ \left(\partial_{\nu} w\right)_{\mathrm{int}}=g & \text { on } \partial \Omega\end{cases}
$$

Here we also point out that the interior transmission eigenvalue problem considered in [DDL22] can be written in the form (1.7) for some suitable $(g, h)$. We have the following theorem.

Theorem 1.3. Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{n}$ (where $n \geq 2$ ), let $h \in L^{\infty}(\Omega)$ be a positive real-valued function, and let $A \in\left(L^{\infty}(\Omega)\right)^{n \times n}$ be a real symmetric matrix-valued function satisfying the condition of uniform ellipticity (1.2). Let $w$ solve the system (1.7). For $x_{0} \in \partial \Omega$, suppose that $A$ (resp. h) has a $C^{1}$-extension (resp. $C^{0}$-extension) in a neighborhood of $x_{0}$. Assume that $g=\nu \cdot A \mathbf{V}$, for some Lipschitz continuous vector field $\mathbf{V}$ that is transversal to $\partial \Omega$ and satisfies

$$
\nu \cdot A \mathbf{V} \geq c_{3} \text { in a region of } \Omega \text { near } x_{0} \quad \text { or } \quad \nu \cdot A \mathbf{V} \leq-c_{3} \text { in a region of } \Omega \text { near } x_{0} .
$$

Then the function $w$ is Lipschitz continuous, and the boundary $\partial \Omega$ is $C^{1, \alpha}$ near $x_{0}$.
The above theorems will be proven in Section 2. Here $w$ plays the role of $u^{\text {sc }}$ in (1.5).
1.3. Further directions. As in [CVX23], we will now consider examples of domains that are non-scattering for some incident waves in the sense discussed above.
Example 1.4. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$, and suppose that $\kappa>0$ is such that there is a nontrivial global solution $w$ of $\left(\Delta+\kappa^{2}\right) w=0$ in $\mathbb{R}^{2}$ with $\left.w\right|_{\partial \Omega}=0$. (With minor modifications one could also work with $\left.\partial_{\nu} w\right|_{\partial \Omega}=0$.) Then necessarily $\kappa^{2}$ is a Dirichlet eigenvalue of $-\Delta$ in $\Omega$. If $a \neq 1$ is a constant and if we take $A=a$ Id and $\rho=a$, then $u=w$ and $v=a w$ satisfy the analogue of (1.4):

$$
\begin{cases}\left(\mathcal{L}+\kappa^{2} \rho(x)\right) u=0, \quad\left(\Delta+\kappa^{2}\right) v=0, & \text { in } \Omega  \tag{1.8}\\ u=v, \quad \nu \cdot A(x) \nabla u=\partial_{\nu} v, & \text { on } \partial \Omega\end{cases}
$$

Thus the isotropic medium $(\Omega, A, \rho)$ is non-scattering for the incident wave $w$.
In [CVX23, Section 3] one chose $\Omega=(0,1)^{2}$ to be the unit square and $w(x)=$ $\sin \left(p \pi x_{1}\right) \sin \left(q \pi x_{2}\right)$ for $p, q \in \mathbb{Z} \backslash\{0\}$. Let us show that one can have such non-scattering domains with corners of angle $\ell \pi / m$ for any integers $m \geq 2$ and $1 \leq \ell<2 m-1$. (The angles must be of this form since the zero set of a nontrivial solution $w$ of a second order elliptic equation in $\mathbb{R}^{2}$ is locally the union of $m$ curves that intersect at angles $\pi / m$, see e.g. [LM20].) Let $(r, \theta)$ be polar coordinates in $\mathbb{R}^{2}$ with $\left(x_{1}, x_{2}\right)=(r \cos \theta, r \sin \theta)$ and let $\Omega=\{0<r<1,0<\theta<\ell \pi / m\}$ be a sector domain. The eigenfunctions of the Laplacian on $\Omega$ are known [GN13]. Let $\left(\alpha_{k}\right)$ be the positive zeros of the Bessel function $J_{m}$, and define

$$
w(r, \theta)=J_{m}\left(\alpha_{k} r\right) \sin (m \theta)
$$

Writing $z=r e^{i \theta}$ we have $w(z)=|z|^{-m} J_{m}\left(\alpha_{k}|z|\right) \operatorname{Im}\left(z^{m}\right)$, which is a smooth function in $\mathbb{R}^{2}$ by properties of $J_{m}$. One also has $\left(\Delta+\alpha_{k}^{2}\right) w=0$ in $\mathbb{R}^{2}$ and $\left.w\right|_{\partial \Omega}=0$. It follows that $\Omega$ is a non-scattering domain for the incident wave $w$.

The fact that such non-scattering corner domains exist does not contradict Theorem 1.1, since $\nabla w\left(x_{i}\right)=0$ at each corner point $x_{i}$ of $\Omega$ (with $w$ having a zero of order $m$ at 0 ) and hence the incident wave $w$ does not satisfy the non-degeneracy condition (1.6). We also note that in this example both $A$ and $\rho$ have a jump at $\partial \Omega$. If only $\rho$ has a jump but $A$ does not, non-scattering corner domains may not exist in $\mathbb{R}^{2}$ e.g. by [EH18, CX21].

To study the Bernoulli condition satisfied by $w$, we compute $\nabla w$ on $\Gamma:=\partial \Omega \backslash\{r=1\}$. By direct computations, one has

$$
\partial_{r} w=\alpha_{k} J_{m}^{\prime}\left(\alpha_{k} r\right) \sin (m \theta), \quad \partial_{\theta} w=m J_{m}\left(\alpha_{k} r\right) \cos (m \theta) .
$$

It is easy to see that $\left.\partial_{r} w\right|_{\Gamma}=0$. By writing $\Gamma_{0}=\Gamma \cap\{\theta=0\}$ and $\Gamma_{\ell \pi / m}=\Gamma \cap\{\theta=\ell \pi / m\}$, we see that (recall that $\nu$ is pointing inward to $\Omega$ )

$$
\begin{aligned}
& \left.\partial_{\theta} w\right|_{\Gamma_{0}}=m J_{m}\left(\alpha_{k} r\right),\left.\quad \nu\right|_{\Gamma_{0}}=(0,1), \\
& \left.\partial_{\theta} w\right|_{\Gamma_{\ell \pi / m}}=m J_{m}\left(\alpha_{k} r\right)(-1)^{\ell},\left.\quad \nu\right|_{\Gamma_{\ell \pi / m}}=\left(\sin \frac{\ell \pi}{m},-\cos \frac{\ell \pi}{m}\right) .
\end{aligned}
$$

Since

$$
\partial_{x_{1}} w=\cos \theta \partial_{r} w-\frac{\sin \theta}{r} \partial_{\theta} w, \quad \partial_{x_{2}} w=\sin \theta \partial_{r} w+\frac{\cos \theta}{r} \partial_{\theta} w,
$$

then

$$
\left.\partial_{\nu} w\right|_{\Gamma_{0}}=\left.\partial_{x_{2}} w\right|_{\Gamma_{0}}=\left.\frac{1}{r} \partial_{\theta} w\right|_{\Gamma_{0}}=\frac{m}{|x|} J_{m}\left(\alpha_{k}|x|\right) \sim \frac{\alpha_{k}^{m}}{2^{m}(m-1)!}|x|^{m-1} \quad \text { near } x=0,
$$

and

$$
\begin{aligned}
& \left.\partial_{\nu} w\right|_{\Gamma_{\ell \pi / m}}=\sin \frac{\ell \pi}{m} \partial_{x_{1}} w-\left.\cos \frac{\ell \pi}{m} \partial_{x_{2}} w\right|_{\Gamma_{\ell \pi / m}}=-\left.\frac{1}{r} \partial_{\theta} w\right|_{\Gamma_{\ell \pi / m}} \\
& \quad=(-1)^{\ell+1} \frac{m}{|x|} J_{m}\left(\alpha_{k}|x|\right) \sim(-1)^{\ell+1} \frac{\alpha_{k}^{m}}{2^{m}(m-1)!}|x|^{m-1} \quad \text { near } x=0
\end{aligned}
$$

Then the Bernoulli boundary condition on $\partial \Omega$ near the origin is

$$
\begin{equation*}
|\nabla w(x)|=\frac{m}{|x|}\left|J_{m}\left(\alpha_{k}|x|\right)\right| \sim \frac{\alpha_{k}^{m}}{2^{m}(m-1)!}|x|^{m-1} \quad \text { for all } x \in \partial \Omega \text { near } x=0 . \tag{1.9}
\end{equation*}
$$

Moreover, $\left.\partial_{\nu} w\right|_{\partial \Omega}$ does not change sign near $x=0$ when $\ell$ is odd, but it changes sign when $\ell$ is even.

Example 1.5. We will now consider the other example in [CVX23, Section 3] based on diffeomorphism invariance. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain, and let $\Phi: \Omega \rightarrow \Omega$ be a diffeomorphism such that $\Phi$ and $\Phi^{-1}$ extend smoothly to $\bar{\Omega}$ and $\Phi(x)=x$ for $x \in \partial \Omega$. Let $A=\Phi_{*}(\mathrm{Id})$ and $\rho=\Phi_{*}(1)$ be the pushforwards by $\Phi$. Then $v$ solves $\left(\Delta+\kappa^{2}\right) v=0$ in $\Omega$ if and only if $u=\Phi_{*} v$ solves $\left(\mathcal{L}+\kappa^{2} \rho\right) u=0$ in $\Omega$. If $w \not \equiv 0$ solves $\left(\Delta+\kappa^{2}\right) w=0$ in $\mathbb{R}^{n}$, then choosing $v=\left.w\right|_{\Omega}$ and $u=\Phi_{*} v$ gives a pair $(u, v)$ satisfying (1.8). Hence $(\Omega, A, \rho)$ is non-scattering for the incident wave $w$.

Suppose that $\partial \Omega$ is piecewise smooth. In this case, the condition $\Phi(x)=x$ for $x \in \partial \Omega$ implies that $D \Phi=\mathrm{Id}$ at the corners of $\partial \Omega$. Then $\left.(\operatorname{Id}-A(x)) \nabla w\right|_{\partial \Omega} \equiv 0$ at the corners, so the non-degeneracy condition (1.6) is always violated in such a setting.

Let us compare the above two examples. In Example 1.4 the functions $u$ and $v$ came from a function $w$ that solves an elliptic equation near the corner and satisfies the additional condition $\left.w\right|_{\partial \Omega}=0$. This additional condition forced the angle of the corner to be a rational multiple of $\pi$. On the other hand, in Example 1.5 the functions $u$ and $v$ came from a solution $w$ that was not required to vanish on $\partial \Omega$, and thus the angle of the corner could be any real number.

Both examples above are related to solutions of a Bernoulli problem. To further explain this point, the next example gives another solution of a Bernoulli problem for the Laplacian where the domain can have a corner of arbitrary angle.

Example 1.6. Let $\alpha>1 / 2$ and let $w=\operatorname{Re}\left(z^{\alpha}\right)=\operatorname{Re}\left(e^{\alpha \log z}\right)$ where $\log z$ is the principal branch of the complex logarithm. If $\Omega=\left\{r e^{i \theta} \mid r>0,-\frac{\pi}{2 \alpha}<\theta<\frac{\pi}{2 \alpha}\right\}$, then $w$ satisfies the Bernoulli problem

$$
\Delta w=0 \text { in } \Omega,\left.\quad w\right|_{\partial \Omega}=0,\left.\quad \partial_{\nu} w\right|_{\{\theta= \pm \pi /(2 \alpha)\}}=\alpha r^{\alpha-1}
$$

One sees that $\left.\partial_{\nu} w\right|_{\partial \Omega}$ vanishes (resp. blows up) at 0 of order $\alpha-1$ when $\alpha>1$ (resp. $1 / 2<\alpha<1$ ). Note that 0 is a corner of $\Omega$ with angle $\pi / \alpha$ when $\alpha \neq 1$. Of course, $w$ can only be extended as a solution near 0 when $\alpha$ is an integer (in this case, $\Omega$ has a corner whose angle is a rational multiple of $\pi$ ).

The concepts employed in proving Theorem 1.1 are equally applicable for examining a specific category of transmission problems, linked to the two-phase Bernoulli problem (as discussed in [ACF84] or the comprehensive reference [CS05]). Consider a positive real-valued function $\rho$ within the space $L^{\infty}(\Omega)$. By extending the concepts from [Bon16, Theorem 2.2.1], it can be demonstrated that, for each $0 \leq \lambda \in L^{\infty}(\partial \Omega), h \in L^{2}(\Omega)$, and $g \in H^{-\frac{1}{2}}(\partial \Omega)$, there exists a unique outgoing solution $w \in H_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ to the subsequent transmission problem involving a conductive transmission condition:

$$
\begin{cases}\left(\mathcal{L}+\kappa^{2} \rho(x)\right) w=h & \text { in } \Omega  \tag{1.10}\\ \left(\Delta+\kappa^{2}\right) w=0 & \text { in } \mathbb{R}^{n} \backslash \bar{\Omega} \\ (\nu \cdot A \nabla w)_{\mathrm{int}}-\left(\partial_{\nu} w\right)_{\mathrm{ext}}+\mathbf{i} \lambda w=g & \text { on } \partial \Omega\end{cases}
$$

where $\nu$ is the inward unit normal vector to $\partial \Omega$ and formally we denote

$$
\begin{aligned}
(\nu \cdot A \nabla w)_{\mathrm{int}}(x) & =\lim _{h \rightarrow 0_{+}} \nu(x) \cdot A(x+h \nu(x)) \nabla w(x+h \nu(x)), \\
\left(\partial_{\nu} w\right)_{\mathrm{ext}}(x) & =\lim _{h \rightarrow 0_{+}} \nu(x) \cdot \nabla w(x-h \nu(x)),
\end{aligned}
$$

for a.e. $x \in \partial \Omega$.
When $A \equiv \mathrm{Id}$, the transmission problem (1.10) is associated with the interaction of a time-harmonic electromagnetic wave with an impermeable non-uniform structure encased by a thin, strongly conductive shell. This occurs under the conditions where the incoming electric field adheres to the transverse magnetic mode (TM-mode), and the derivation for this can be found in [Bon16, Section 1.2.1].

A major difference between the above problem and the two-phase Bernoulli free boundary is the possibility of sign-change of solution in (1.10) within both $\Omega$ and its complement. In the case of $g>0$ close to a boundary point $x_{0} \in \partial \Omega$ one can actually show that the function $w$ does not change sign within each component $\Omega$, and $\mathbb{R}^{n} \backslash \Omega$. This is a deep result in free boundary theory, and uses stronger form of monotonicity lemma (see Lemma 2.5 below) for more than two subharmonic functions, see e.g. [ASP17, Section 7], [BFG21, Theorem 3.1], [CTV05, Lemmas 1.2 and 1.3] and [Vel14, Theorem 1.3]. We refrain ourselves entering to the discussion here, but hope to get back to this in near future.

Finally, we provide some observations regarding the elasticity system. Before introducing the elasticity tensor, let us introduce the notation

$$
(\mathcal{A}: \mathcal{B})_{i j k \ell}=\sum_{p, q=1}^{n} A_{i j p q} B_{p q k \ell} \quad \text { for two tensors } \mathcal{A} \text { and } \mathcal{B} .
$$

Given an elasticity tensor $\mathcal{C}=\left(C_{i j k \ell}\right)_{1 \leq i, j, k, \ell \leq n}$, adhering to major and minor symmetry, the behavior of elastic waves can be described by the equation

$$
c(x)^{-2} \partial_{t}^{2} \vec{U}-\nabla \cdot(\mathcal{C}:(\nabla \otimes \vec{U}))=0 \quad\left(\text { i.e. } c(x)^{-2} \partial_{t}^{2} \vec{U}_{i}-\sum_{j, k, \ell} \partial_{j} C_{i j k \ell}(x) \partial_{k} \vec{U}_{\ell}=0\right)
$$

for the vector-valued function $\vec{U}$. Similarly, for a fixed constant $\kappa>0$, one can analyze the scattering (with Kupradze radiation condition, see [KW21] or the monograph [KGBB79]) of elastic waves, corresponding to solutions of the form $\vec{U}(x, t)=e^{\mathrm{i} \kappa t} \vec{u}^{\text {to }}$ that satisfy

$$
\mathcal{L}^{\mathcal{C}(x)} \vec{u}+\kappa^{2} \rho(x) \vec{u}=0 \quad \text { in } \mathbb{R}^{n}
$$

with $\rho=c^{-2}$ and $\mathcal{L}^{\mathcal{C}(x)} \vec{u}=\nabla \cdot(\mathcal{C}(x):(\nabla \otimes \vec{u}))$. It is worth noting that while the unique continuation property for the general elasticity system remains elusive, this property does hold true when the elasticity tensor is isotropic and adopts the form

$$
C_{i j k \ell}(x)=C_{i j k \ell}^{\lambda(x), \mu(x)}(x)=\lambda(x) \delta_{i j} \delta_{k \ell}+\mu(x)\left(\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right)
$$

When $\lambda$ and $\mu$ are constants (in this case they called the Lamé parameters), one also can write $\mathcal{L}^{\lambda, \mu} \vec{u} \equiv \mathcal{L}^{\mathcal{C}}=\mu \Delta \vec{u}+(\lambda+\mu) \nabla(\operatorname{div} \vec{u})$.

As in Section 1.2, one can investigate an elastic non-scattering problem similar to (1.4):

$$
\begin{cases}\left(\mathcal{L}^{\mathcal{C}(x)}+\kappa^{2} \rho(x)\right) \vec{u}^{\mathrm{to}}=0, \quad\left(\mathcal{L}^{\lambda, \mu}+\kappa^{2}\right) \vec{u}^{\mathrm{inc}}=0, & \text { in } \Omega, \\ \vec{u}^{\mathrm{to}}=\vec{u}^{\mathrm{inc}}, \quad \nu \cdot \mathcal{C}(x):\left(\nabla \otimes \vec{u}^{\mathrm{o}}\right)=\nu \cdot \mathcal{C}^{\lambda, \mu}:\left(\nabla \otimes \vec{u}^{\mathrm{inc}}\right), & \text { on } \partial \Omega\end{cases}
$$

as well as an analogue of the transmission problem (1.10):

$$
\begin{cases}\left(\mathcal{L}^{\mathcal{C}(x)}+\kappa^{2} \rho(x)\right) \vec{w}=\vec{h} & \text { in } \Omega, \\ \left(\mathcal{L}^{\lambda, \mu}+\kappa^{2}\right) \vec{w}=0 & \text { in } \mathbb{R}^{n} \backslash \bar{\Omega}, \\ (\nu \cdot \mathcal{C}(x):(\nabla \otimes \vec{w}))_{\mathrm{int}}-\left(\nu \cdot \mathcal{C}^{\lambda, \mu}:(\nabla \otimes \vec{w})\right)_{\mathrm{ext}}+\mathbf{i} \lambda \vec{w}=\vec{g} & \text { on } \partial \Omega .\end{cases}
$$

Here $\nu$ is the inward unit normal vector to $\partial \Omega$ and formally we denote the inner and exterior traction operators by

$$
\begin{aligned}
& (\nu \cdot \mathcal{C}(x):(\nabla \otimes \vec{w}))_{\mathrm{int}}(x)=\lim _{h \rightarrow 0_{+}} \nu(x) \cdot \mathcal{C}(x+h \nu(x)):(\nabla \otimes \vec{w})(x+h \nu(x)), \\
& \left(\nu \cdot \mathcal{C}^{\lambda, \mu}:(\nabla \otimes \vec{w})\right)_{\mathrm{int}}(x)=\lim _{h \rightarrow 0_{+}} \nu(x) \cdot \mathcal{C}(x-h \nu(x)):(\nabla \otimes \vec{w})(x-h \nu(x)),
\end{aligned}
$$

for a.e. $x \in \partial \Omega$. Here, we remind that the traction operator

$$
\nu \cdot \mathcal{C}(x):\left(\nabla \otimes \vec{u}^{\text {inc }}\right) \quad \text { on } \partial \Omega
$$

is a vector-valued function. Consequently, extending Theorem 1.1 to encompass the realm of elastic waves would require free boundary techniques for strongly coupled systems, which is currently out of reach.

## 2. Proof of Theorem 1.1 and Theorem 1.3

For many of the arguments below, we will follow [ACS01]. For each $\epsilon>0$ and $L>0$, we define $Q_{\epsilon} \equiv Q_{\epsilon, L}:=\left\{\left|x^{\prime}\right|<\epsilon\right\} \times(-2 \epsilon L, 2 \epsilon L)$ and consider the graph

$$
\Gamma_{\epsilon} \equiv \Gamma_{\epsilon, f}:=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n} \times \mathbb{R} \mid x_{n}=f\left(x^{\prime}\right) \text { with }\left|x^{\prime}\right|<\epsilon\right\}
$$

of a Lipschitz function $f$, with $f(0)=0$ and Lipschitz constant $L$. Accordingly, we also define

$$
\Lambda_{\epsilon} \equiv \Lambda_{\epsilon, f}=Q_{\epsilon, L} \cap\left\{x_{n} \leq f\left(x^{\prime}\right)\right\}, \quad \Omega_{\epsilon} \equiv \Omega_{\epsilon, f}:=Q_{\epsilon, L} \backslash \Lambda_{\epsilon, f}
$$

Let $\nu$ be the unit normal vector to $\Gamma_{1}$ pointing towards the interior of $\Omega_{1}$. We denote $\mathscr{H}^{n-1}\left\lfloor\Gamma_{\epsilon}\right.$ the ( $n-1$ )-dimensional Hausdorff measure on $\Gamma_{\epsilon}$ and denote $\mathscr{L}^{n}\left\lfloor\Omega_{\epsilon}\right.$ the Lebesgue measure on $\Omega_{\epsilon}$.

The subsequent lemma can be derived using the exact methodology as outlined in [ACS01, Lemma 2.1]; however, we abstain from providing the proof here.

Lemma 2.1. Let $n \geq 2$ and $A \in\left(C^{\alpha}\left(Q_{2}\right)\right)_{\mathrm{sym}}^{n \times n}$. If $w \in H^{1}\left(Q_{2}\right)$ satisfies

$$
\mathcal{L} w=h \mathscr{L}^{n}\left\lfloor Q_{2}+g \mathscr{H}^{n-1}\left\lfloor\Gamma_{1} \quad \text { in } Q_{2},\right.\right.
$$

for some $g \in L^{\infty}\left(\Gamma_{2}\right)$ and $h \in L^{\infty}\left(Q_{2}\right)$, then $w$ is Hölder continuous in $\overline{Q_{\frac{3}{2}}}$, and the Hölder constant depends only on $n, L, \alpha,\|w\|_{L^{2}\left(Q_{2}\right)}$ and $\|g\|_{L^{\infty}\left(\Gamma_{2}\right)}$.

Now the Lipschitz continuity of $w$ can be proved by slight modification of ideas in [ACS01, Lemma 2.2].
Lemma 2.2. Let $n \geq 2$ and $A \in\left(C^{\alpha}\left(Q_{2}\right)\right)_{\mathrm{sym}}^{n \times n}$. If $w \in H^{1}\left(Q_{2}\right)$ satisfies

$$
\mathcal{L} w=h \mathscr{L}^{n}\left\lfloor Q_{2}+g \mathscr{H}^{n-1}\left\lfloor\Gamma_{2} \text { in } Q_{2}, \quad w=0 \text { in } \Lambda_{2}\right.\right.
$$

for some $g \in L^{\infty}\left(\Gamma_{2}\right)$ and $h \in L^{\infty}\left(Q_{2}\right)$, then $w$ is Lipschitz in $Q_{1}$, and the Lipschitz norm depends on $n, \alpha,\|w\|_{L^{2}\left(Q_{2}\right)}$ and $\|g\|_{L^{\infty}\left(\Gamma_{2}\right)}$.

Proof. We only need to prove the Lipschitz continuity of $w$ at $0 \in \Gamma_{1}$. In view of Lemma 2.1, without any compromise in generality, we can assume $\|w\|_{L^{\infty}\left(Q_{\frac{3}{2}}\right)}=1$. Consequently, it suffices to establish the existence of a constant $C$ such that $\|w\|_{L^{\infty}\left(B_{r}\right)} \leq C r$.

We assume, towards a contradiction, that there exist sequences $w_{j}, r_{j} \searrow 0$, such that

$$
\left|w_{j}\right| \leq 1, \quad \mathcal{L} w_{j}=h_{j} \mathscr{L}^{n}\left\lfloor Q_{1}+g_{j} \mathscr{H}^{n-1}\left\lfloor\Gamma_{j}, \quad \text { in } B_{3 / 2}\right.\right.
$$

where $\Gamma_{j}$ is a Lipschitz graph with Lipschitz constant $L$ and $0 \in \Gamma_{j},\left|g_{j}\right| \leq\|g\|_{L^{\infty}\left(\Gamma_{1}\right)}$, $\left|h_{j}\right| \leq\|h\|_{L^{\infty}\left(Q_{1}\right)}$ and take $r_{j}$ to be the smallest of $r \leq 1$ for which we have

$$
\left\|w_{j}\right\|_{L^{\infty}\left(B_{r_{j}}\right)}=j r_{j}
$$

and

$$
\left\|w_{j}\right\|_{L^{\infty}\left(B_{r}\right)} \leq j r \quad \text { for all } r>r_{j} .
$$

If we define

$$
\tilde{w}_{j}(x)=\frac{w_{j}\left(r_{j} x\right)}{j r_{j}}
$$

then (for $j$ large enough such that $r_{j}<1 / 10$ say) we have

$$
\begin{equation*}
\left\|\tilde{w}_{j}\right\|_{L^{\infty}\left(B_{2}\right)} \leq 2, \quad\left\|\tilde{w}_{j}\right\|_{L^{\infty}\left(B_{2}\right)}=1 \tag{2.1}
\end{equation*}
$$

On the other hand,

$$
\nabla \cdot A\left(r_{j} x\right) \nabla \tilde{w}_{j}=\frac{r_{j}}{j} h_{j}\left(r_{j} x\right) \mathscr{L}^{n}\left\lfloor B_{2}+\frac{1}{j} g_{j}\left(r_{j} x\right) \mathscr{H}^{n-1}\left\lfloor\Gamma_{j} \quad \text { in } B_{2} .\right.\right.
$$

According to Lemma 2.1, we find that $\left\|\tilde{w}_{j}\right\|_{C^{\alpha}\left(B_{3 / 2}\right)} \leq C$, implying that $\left\{\tilde{w}_{j}\right\}$ is equicontinuous. Thus, by the Arzelà-Ascoli Theorem, a subsequence of $\left\{\tilde{w}_{j}\right\}$ converges uniformly within $B_{1}$ to $w_{\infty}$ satisfying a constant coefficient elliptic partial differential equation. Due to

Lipschitz character of $\Gamma_{1}$, the set $\left\{w_{\infty}=0\right\}$ possesses a non-empty interior, and consequently the unique continuation property ensures $w_{\infty}=0$ within $B_{3 / 2}$, contradicting (2.1).

For readers' convenience, here we recall the mean value theorem for divergence form [BH15, CR07]. See also the lecture note [Caf98] for a nice sketch of the ideas.
Lemma 2.3. Fix $n \geq 2$ and let $U \subset \mathbb{R}^{n}$ be a bounded open set. Let $A \in\left(L^{\infty}(U)\right)_{\mathrm{sym}}^{n \times n}$ be the real-valued symmetric matrix satisfies the uniform ellipticity condition (1.2). For any $x_{0} \in U$ and

$$
v \in L^{1}(U), \quad \mathcal{L} v \equiv \nabla \cdot A(x) \nabla v \geq 0 \text { in } U,
$$

there exist $c_{1}=c_{1}\left(n, c_{\text {ellip }}\right)>0, c_{2}=c_{2}\left(n, c_{\text {ellip }}\right)>0$ an increasing family of Borel sets $D_{R}\left(x_{0}\right)$ with

$$
\begin{equation*}
B_{c_{1} R}\left(x_{0}\right) \subset D_{R}^{\mathrm{MVT}}\left(x_{0}\right) \subset B_{c_{2} R}\left(x_{0}\right) \subset U \tag{2.2}
\end{equation*}
$$

such that

$$
v\left(x_{0}\right) \leq \frac{1}{\left|D_{R}^{\mathrm{MVT}}\left(x_{0}\right)\right|} \int_{D_{R}^{\mathrm{MVT}}\left(x_{0}\right)} v(x) \mathrm{d} x .
$$

In addition, the mapping $R \mapsto \frac{1}{\left|D_{R}^{\mathrm{MVT}}\left(x_{0}\right)\right|} \int_{D_{R}^{\mathrm{MVT}}\left(x_{0}\right)} v(x) \mathrm{d} x$ is monotone non-decreasing. Here $v\left(x_{0}\right)$ is well-defined in the sense of its semicontinuous representative.

Let $n \geq 3$ and $x_{0} \in Q_{\frac{1}{2}, L}$. For convenience, later we will denote $D_{R}^{\mathrm{MVT}}=D_{R}^{\mathrm{MVT}}(0)$. One can fix $r_{0}=r_{0}(n, L)>0$ (independent of $\left.x_{0}\right)$ such that $\overline{B_{r_{0}}\left(x_{0}\right)} \subset Q_{1, L}$. For each $0<r \leq \frac{1}{2 c_{2}} r_{0}$, let $\psi_{r}(\cdot) \in C_{c}^{1,1}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ be the function satisfying $\psi_{r} \geq \psi_{\delta r}$ for all $0<\delta<1$ and

$$
\mathcal{L} \psi_{r}=\frac{1}{\left|D_{r}^{\mathrm{MVT}}\right|} \chi_{D_{r}^{\mathrm{MVT}}}-\delta_{0} \text { in } \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)
$$

see Lemma 2.3 in [BH15] for a detailed proof of the existence of such function. We now define $\psi_{r, \delta}:=\psi_{r}-\psi_{\delta r}$, which is a non-negative function satisfying

$$
\begin{equation*}
\mathcal{L} \psi_{r, \delta}=\frac{1}{\left|D_{r}^{\mathrm{MVT}}\right|} \chi_{D_{r}^{\mathrm{MVT}}}-\frac{1}{\left|D_{\delta r}^{\mathrm{MVT}}\right|} \chi_{D_{\delta r}^{\mathrm{MVT}}} \quad \text { in } \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{r, \delta}=0 \text { in } \mathbb{R}^{n} \backslash D_{r}^{\mathrm{MVT}} \tag{2.4}
\end{equation*}
$$

see also [Caf98, Figure 2] for a graphical sketch of the ideas. Let $\Phi_{\mathcal{L}}(x)=\Phi_{\mathcal{L}}(x, 0)$ be the Green's function of $\mathcal{L}$ in $B_{r_{0}}$ [GW82, LSW63] in the sense of

$$
\mathcal{L} \Phi_{\mathcal{L}}=-\delta_{0} \text { in } B_{r_{0}}, \quad \Phi_{\mathcal{L}}=0 \text { on } \partial B_{r_{0}}
$$

see also [DHM18]. If $A$ is $C^{\alpha}$ near $x_{0}$ and $A(0)=\mathrm{Id}$, as in [Caf88, Lemma 1], we have the asymptotic behavior

$$
\begin{align*}
\Phi_{\mathcal{L}}(x) & =C_{0}|x|^{2-n}+O\left(|x|^{2-n+\alpha}\right) \\
\nabla \Phi_{\mathcal{L}}(x) & =(2-n) C_{0}|x|^{1-n} \hat{x}+O\left(|x|^{1-n+\alpha}\right) \tag{2.5}
\end{align*}
$$

where $\hat{x}=x /|x|$ for $x \neq 0$. From this, we also know that there exists a constant $c=$ $c\left(n, \alpha, L, c_{\text {ellip }}\right)>0($ independent of $r)$ such that

$$
\begin{equation*}
c|x|^{2-n} \leq \lim _{\delta \rightarrow 0} \psi_{r, \delta}(x) \leq c^{-1}|x|^{2-n} \quad \text { for all }\left\{x \in B_{r_{0}} \backslash 0\right\} \tag{2.6}
\end{equation*}
$$

We are now able to prove the following non-degeneracy result by modifying the proof of Lemma 2.3, see also [ACS01, Lemma 3.1].

Lemma 2.4. Let $n \geq 3$, let $x_{0} \in \Gamma_{\frac{1}{2}}$, let $A \in\left(C^{\alpha}\left(Q_{1}\right)\right)_{\operatorname{sym}}^{n \times n}$, and let $w \in H^{1}\left(Q_{1}\right) \cap C^{0}\left(Q_{1}\right)$ satisfy

$$
\mathcal{L} w \geq c_{3} \mathscr{H}^{n-1}\left\lfloor\Gamma_{1}-c_{3}^{\prime} \mathscr{L}^{n}\left\lfloor Q_{1} \text { in } Q_{1}, \quad w\left(x_{0}\right) \geq 0\right.\right.
$$

for some constants $c_{3}, c_{3}^{\prime}>0$. Then there exist positive constants $c=c\left(n, f, c_{\text {ellip }}, c_{3}\right)$ and $r_{1}=r_{1}\left(n, L, c_{\text {ellip }}\right)$ such that

$$
\frac{1}{\left|D_{r}^{\mathrm{MVT}}\left(x_{0}\right)\right|} \int_{D_{r}^{\mathrm{MVT}}\left(x_{0}\right)} w(x) \mathrm{d} x \geq c r \quad \text { for all } 0<r \leq r_{1},
$$

where $D_{r}^{\mathrm{MVT}}\left(x_{0}\right)$ is the set appearing in the mean value theorem (Lemma 2.3).
Remark. By using (2.2), one sees that the positive part $w_{+}=\max \{w, 0\}$ satisfies

$$
\begin{aligned}
& \frac{1}{\left|B_{r}\left(x_{0}\right)\right|} \int_{B_{r}\left(x_{0}\right)}\left|w_{+}(x)\right|^{2} \mathrm{~d} x \geq\left(\frac{1}{\left|B_{r}\left(x_{0}\right)\right|} \int_{B_{r}\left(x_{0}\right)} w_{+}(x) \mathrm{d} x\right)^{2} \\
& \quad \geq\left(\frac{D_{c_{2}^{-1} r}^{\mathrm{MVT}}\left(x_{0}\right)}{\left|B_{r}\left(x_{0}\right)\right|} \frac{1}{D_{c_{2}^{-1} r}^{\mathrm{MVT}}\left(x_{0}\right)} \int_{D_{c_{2}^{-1} r}^{\mathrm{MVT}}\left(x_{0}\right)} w_{+}(x) \mathrm{d} x\right)^{2} \\
& \quad \geq\left(\frac{B_{c_{1} c_{2}^{-1} r}\left(x_{0}\right)}{B_{r}\left(x_{0}\right)} c r\right)^{2}=c^{\prime} r^{2}
\end{aligned}
$$

for all $0<r \leq r_{2}$ with $r_{2}=c_{2}^{-1} r_{1}$, where $c^{\prime}=c^{\prime}\left(n, f, c_{\text {ellip }}, c_{3}\right)>0$. For later purpose, here we also denote the negative part $w_{-}:=-\min \{w, 0\}=\max \{-w, 0\}$ of $w$.
Proof of Lemma 2.4. It suffices to prove the result when $A\left(x_{0}\right)=\operatorname{Id}$ and $x_{0}=0$. Since $R \mapsto \frac{1}{\left|D_{R}^{\mathrm{MVT}}\right|} \int_{D_{R}^{\mathrm{MVT}}} v(x) \mathrm{d} x$ is monotone non-decreasing, one sees that

$$
\frac{1}{\left|D_{\delta r}^{\mathrm{MVT}}\right|} \int_{D_{\delta r}^{\mathrm{MVT}}} w(x) \mathrm{d} x \geq 0 \quad \text { for all } 0<\delta<1 .
$$

From (2.4) and (2.3) we have

$$
\begin{aligned}
& \frac{1}{\left|D_{r}^{\mathrm{MVT}}\right|} \int_{D_{r}^{\mathrm{MVT}}} w(x) \mathrm{d} x \\
& \quad \geq \frac{1}{\left|D_{r}^{\mathrm{MVT}}\right|} \int_{D_{r}^{\mathrm{MVT}}} w(x) \mathrm{d} x-\frac{1}{\left|D_{\delta r}^{\mathrm{MVT}}\right|} \int_{D_{\delta r}^{\mathrm{MVT}}} w(x) \mathrm{d} x=\int_{B_{r_{0}}} w(x) \mathcal{L} \psi_{r, \delta}(x) \mathrm{d} x \\
& \quad \geq c_{3} \int_{\Gamma_{1} \cap B_{c_{1} r}} \psi_{r, \delta}(x) \mathrm{d} \mathscr{H}^{n-1}-c_{3}^{\prime} \int_{B_{c_{1} r}} \psi_{r, \delta}(x) \mathrm{d} x
\end{aligned}
$$

where $c_{1}=c_{1}\left(n, c_{\text {ellip }}\right)>0$ is the constant appearing in Lemma 2.3. Letting $\delta \rightarrow 0$, the claim in the lemma follows from (2.6).

Our goal now is to demonstrate the non-negativity of $w$. To achieve this, we require a Hölder upper bound for the so-called monotonicity function (see [ACF84, Lemma 5.1]). Related discussions concerning the monotonicity function (also called monotonicity formula) can also be found in [ACS01, CKS00, CK98, MP11].
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Lemma 2.5. Let $n \geq 3$ and let $x_{0} \in \Gamma_{\frac{1}{2}}$. Let $A \in\left(C^{\alpha}\left(Q_{1}\right)\right)_{\mathrm{sym}}^{n \times n}$ for some $0<\alpha<1$, and let $w \in C^{0,1}\left(Q_{1}\right)$ satisfy

$$
\mathcal{L} w=h \text { in } \Omega_{1}, \quad w=0 \text { in } \Lambda_{1}
$$

for some $h \in L^{\infty}\left(Q_{1}\right)$. Then there exists constants $\theta>0$ and $C>0$ such that

$$
\begin{equation*}
\frac{1}{r^{4}}\left(\int_{B_{r}\left(x_{0}\right)} \frac{\left|\nabla w_{+}\right|^{2}}{|x|^{n-2}} \mathrm{~d} x\right)\left(\int_{B_{r}\left(x_{0}\right)} \frac{\left|\nabla w_{-}\right|^{2}}{|x|^{n-2}} \mathrm{~d} x\right) \leq C r^{\theta} \tag{2.7}
\end{equation*}
$$

for all sufficiently small $r>0$.
The above lemma can be validated through an approach closely aligned with the principles outlined in the free boundary literature [ACF84, Lemma 5.1] and [Caf88, Lemma 1]. For sake of completeness and being self-contained, we present the detailed proof in Appendix A.

We now prove a lemma, which is analogue to [ACS01, Lemma 3.2].
Lemma 2.6. Let $n \geq 2$ and let $x_{0} \in \Gamma_{\frac{1}{4}}$. Let $A \in\left(C^{\alpha}\left(Q_{1}\right)\right)_{\operatorname{sym}}^{n \times n}$ for some $0<\alpha<1$, and let $w \in C^{0,1}\left(Q_{1}\right)$ satisfy

$$
\mathcal{L} w=h \text { in } \Omega_{1}, \quad \mathcal{L} w \geq h \mathscr{L}^{n}\left\lfloor\Omega_{1}+c_{3} \mathscr{H}^{n-1}\left\lfloor\Gamma_{1} \text { in } Q_{1}, \quad w=0 \text { in } \Lambda_{1}\right.\right.
$$

for some $c_{3}>0$ and $h \in L^{\infty}\left(Q_{1}\right)$, then

$$
\lim _{r \rightarrow 0} \frac{1}{r} \sup _{B_{r}\left(x_{0}\right)} w_{-}=0
$$

Proof. By adding dimension, it suffice to prove the lemma for $n \geq 3$. By using Poincaré inequality and Lemma 2.5, one sees that

$$
\begin{aligned}
& \frac{1}{r^{4}}\left(\frac{1}{B_{r}\left(x_{0}\right)} \int_{B_{r}\left(x_{0}\right)} w_{+}^{2} \mathrm{~d} x\right)\left(\frac{1}{B_{r}\left(x_{0}\right)} \int_{B_{r}\left(x_{0}\right)} w_{-}^{2} \mathrm{~d} x\right) \\
& \quad \leq C \frac{1}{r^{4}}\left(\int_{B_{r}\left(x_{0}\right)}\left|\nabla w_{+}\right|^{2} \mathrm{~d} x\right)\left(\int_{B_{r}\left(x_{0}\right)}\left|\nabla w_{-}\right|^{2} \mathrm{~d} x\right) \leq C r^{\theta}
\end{aligned}
$$

for all sufficiently small $r>0$. Combining the above inequality with Lemma 2.4, we reach

$$
\frac{1}{r^{2}}\left(\frac{1}{B_{r}\left(x_{0}\right)} \int_{B_{r}\left(x_{0}\right)} w_{-}^{2} \mathrm{~d} x\right) \leq C r^{\theta}
$$

Finally, arguing as in [ACS01, Lemma 3.2], we conclude our lemma.
We now show the positvity of $w$ near the free boundary $\Gamma_{\frac{1}{4}}$.
Lemma 2.7. Suppose that all assumptions in Lemma 2.2 hold. Then, for each $x_{0} \in \Gamma_{\frac{1}{4}}$, there exists $\delta>0$, which is independent of $x_{0}$, such that $w(x)>0$ in $B_{\delta}\left(x_{0}\right)$.

Remark. The case when $h \leq 0$ also can be proved by following closely to the quantitative arguments in [ACS01, Lemma 3.3], by using the doubling property of $\mathcal{L}$-harmonic measure (also known as elliptic measure) given in [CFMS81], see also the monographs [CS05, Ken95] or [LP19].
Proof of Lemma 2.7. Suppose the contrary that such a $\delta$ does not exist. Then there exists a sequence $\left\{x_{j}\right\}_{j \in \mathbb{N}} \subset \Omega_{1}$ such that $w\left(x_{j}\right)=0$ and $x_{j} \rightarrow x_{0}$ for some $x_{0} \in \Gamma_{\frac{1}{4}}$. Let

$$
w_{j}(x):=\frac{w\left(d_{j} x+x_{j}\right)}{d_{j}} \text { for all } x \in B_{1}, \quad d_{j}:=\operatorname{dist}\left(x_{j}, \Gamma_{\frac{1}{4}}\right)
$$

Since $x \in B_{1} \Longleftrightarrow d_{j} x+x_{j} \in B_{d_{j}}\left(x_{j}\right) \subset \Omega_{1}$, then

$$
\nabla \cdot\left(A\left(d_{j} x+x_{j}\right) \nabla w_{j}\right)=d_{j} h\left(d_{j} x+x_{j}\right) \quad \text { for all } x \in B_{1} .
$$

Similar to Lemma 2.2, through the utilization of the Arzelà-Ascoli theorem, we identify a subsequence - still denoted as $\left\{w_{j}\right\}$ - that uniformly converges in $B_{\frac{1}{2}}$ to a function $w_{\infty}$, satisfying the equation

$$
\nabla \cdot A(0) \nabla w_{\infty}=0 \quad \text { in } B_{\frac{1}{2}} .
$$

By applying Lemma 2.6, it becomes evident that $w_{\infty} \geq 0$ in $B_{\frac{1}{2}}$. Furthermore, invoking Lemma 2.4, we deduce that $w_{\infty} \not \equiv 0$ in $B_{\frac{1}{2}}$. Consequently, the strong minimum principle [GT01, Theorem 8.19] implies that $w>0$ in $B_{\frac{1}{2}}$, which contradicts the fact that $w_{\infty}(0)=0$. Thus, our lemma is conclusively established.

We are now ready to state and proof the main result of this section, akin to what is presented in [ACS01, Section 4].

Proposition 2.8. Let $n \geq 2$, let $A \in\left(C^{1}\left(Q_{2}\right)\right)_{\text {sym }}^{n \times n}$, and let $w \in H^{1}\left(Q_{2}\right)$ satisfy

$$
\mathcal{L} w=h \mathscr{L}^{n}\left\lfloor\Omega_{2}+(\nu \cdot A \mathbf{V}) \mathscr{H}^{n-1}\left\lfloor\Gamma_{2} \text { in } Q_{2}, \quad w=0 \text { in } \Lambda_{2}\right.\right.
$$

for $h \in L^{\infty}\left(\Omega_{2}\right)$ and some Lipschitz continuous vector field $\mathbf{V}$ with

$$
\nu \cdot A \mathbf{V} \geq c_{3} \text { on } \Gamma_{2}
$$

for some $c_{3}>0$. Then $\Gamma_{\frac{1}{4}}$ is $C^{1, \alpha^{\prime}}$.
Proof. It suffices to demonstrate that $\Gamma_{1}$ exhibits $C^{1, \alpha^{\prime}}$ regularity near 0 for dimensions $n \geq 3$. Let $x_{0} \in \Gamma_{\frac{1}{4}}$ be a point for which there exists a ball $B$ contained within $\Omega_{\frac{1}{4}}$ touching $\Gamma_{1}$ at $x_{0}$. Consider such a point $x_{0}$, and let $\nu_{0}$ denote the unit normal vector to $\partial B$ at $x_{0}$, directed towards the interior of $\Omega_{\frac{1}{4}}$. Analogous to [ACS01, (4.1)], utilizing Lemma 2.4 and Lemma 2.7 (also see [CS05, Lemma 11.17]), there exists a positive $\beta$ such that

$$
\begin{equation*}
w(x)=\beta\left(\left(x-x_{0}\right) \cdot \nu_{0}\right)_{+}+o\left(\left|x-x_{0}\right|\right) . \tag{2.8}
\end{equation*}
$$

Subsequently, we assert that

$$
\begin{equation*}
\beta=\nu_{0} \cdot A\left(x_{0}\right) \mathbf{V}\left(x_{0}\right) \tag{2.9}
\end{equation*}
$$

Once this verification is achieved, it becomes evident that $w$ is a viscosity solution (in the context of [DSFS14], as also discussed in the monograph [CS05]) for the ensuing one-phase problem within $B_{\delta}$, where $\delta>0$ is small, as provided by Lemma 2.7:

$$
\begin{cases}\mathcal{L} w=h & \text { in } B_{\delta} \cap\{w>0\} \\ \partial_{\nu} w=\nu \cdot A \mathbf{V} & \text { on } B_{\delta} \cap \partial\{w>0\}\end{cases}
$$

Finally, by employing the free boundary regularity outcome from [DSFS14, Theorem 1.4] ${ }^{1}$, which stipulates the continuity of $\nabla A$, we effectively establish our proposition.

We are left with the task of verifying (2.9). To streamline the discussion, we shall focus on establishing (2.9) under the assumptions of $A\left(x_{0}\right)=\mathrm{Id}, x_{0}=0$, and $\nu_{0}=e_{1}$, without any loss of generality.

[^1]Consider $\tilde{\psi}_{2 r}$ which satisfies

$$
\Delta \tilde{\psi}_{2 r}=\frac{1}{\left|B_{2 r}\right|} \chi_{B_{2 r}}-\frac{1}{\left|B_{2 r}\right|} \chi_{B_{r}} \quad \text { in } \mathscr{D}^{\prime}\left(\mathbb{R}^{n}\right)
$$

as witnessed in the proof of [ACS01, Lemma 3.1]. Through straightforward computations, it becomes apparent that

$$
\begin{aligned}
\int_{\Gamma_{2 r}} & \tilde{\psi}_{2 r} \nu \cdot \mathbf{V} \mathrm{~d} \mathscr{H}^{n-1}=\int_{B_{2 r}} w \mathcal{L} \tilde{\psi}_{2 r} \mathrm{~d} x \\
= & \frac{1}{\left|B_{2 r}\right|} \int_{B_{2 r}} w(x) \mathrm{d} x-\frac{1}{\left|B_{r}\right|} \int_{B_{r}} w(x) \mathrm{d} x \\
& \quad+\int_{B_{2 r}} h \tilde{\psi}_{2 r} \mathrm{~d} x+\int_{B_{2 r}} w \nabla \cdot(A-\mathrm{Id}) \nabla \tilde{\psi}_{2 r} \mathrm{~d} x .
\end{aligned}
$$

Since $\|w\|_{L^{\infty}\left(B_{r}\right)} \leq c r,\|A-\mathrm{Id}\|_{L^{\infty}\left(B_{r}\right)} \leq c r,\left\|\nabla \tilde{\psi}_{2 r}\right\|_{L^{\infty}\left(B_{r}\right)} \leq c r^{1-n}$ and $\left\|\nabla^{2} \tilde{\psi}_{2 r}\right\|_{L^{\infty}\left(B_{r}\right)} \leq$ $c r^{-n}$, then

$$
\frac{1}{r} \int_{B_{2 r}} w \nabla \cdot(A-\mathrm{Id}) \nabla \tilde{\psi}_{2 r} \mathrm{~d} x \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

Since $\left\|\tilde{\psi}_{2 r}\right\|_{L^{\infty}\left(B_{r}\right)} \leq c r^{2-n}$, then

$$
\frac{1}{r} \int_{B_{2 r}} h \tilde{\psi}_{2 r} \mathrm{~d} x \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

It was shown in [ACS01, Lemma 4.1] that

$$
\frac{1}{r}\left(\frac{1}{\left|B_{2 r}\right|} \int_{B_{2 r}} w(x) \mathrm{d} x-\frac{1}{\left|B_{r}\right|} \int_{B_{r}} w(x) \mathrm{d} x\right) \rightarrow \frac{v_{n-1}}{(n+1) v_{n}} \beta \quad \text { as } r \rightarrow 0
$$

where $v_{n}$ is the volume of the unit ball in $\mathbb{R}^{n}$. From [ACS01, (4.4)-(4.6)] and the Lipschitz continuity of $\mathbf{V}$, we also know that

$$
\begin{equation*}
\frac{1}{r} \int_{\Gamma_{2 r}} \tilde{\psi}_{2 r} \nu \cdot \mathbf{V ~ d} \mathscr{H}^{n-1} \rightarrow \frac{v_{n-1}}{(n+1) v_{n}} e_{n} \cdot \mathbf{V}(0) \quad \text { as } r \rightarrow 0 \tag{2.10}
\end{equation*}
$$

Combining the equations above, we conclude (2.9).
The proofs of the main results of this paper now follow directly from the lemmas demonstrated earlier.

Proof of Theorem 1.1. We only need to prove the theorem for the first case in (1.6). We define the function

$$
h(x)=-\mathcal{L} u^{\mathrm{inc}}-\kappa^{2} \rho u^{\mathrm{to}},
$$

which is continuous up to $\partial \Omega$ near $x_{0}$. Our theorem immediately follows from Proposition 2.8 with $\mathbf{V}=(\operatorname{Id}-A) \nabla u^{\text {inc }}$.

Proof of Theorem 1.3. This is an immediate consequence of Proposition 2.8.

## Appendix A. Proof of almost monotonicity lemma

The main theme of this appendix is to prove Lemma 2.5.
Proof of Lemma 2.5. By using [KS00, Theorem II.6.6], one sees that $w_{ \pm} \in C^{0,1}\left(Q_{1}\right)$ and

$$
\mathcal{L} w_{ \pm} \geq-M \text { in } \Omega_{1}, \quad w=0 \text { in } \Lambda_{1}
$$

for some $M>0$. We only need to prove the result when there exists $r^{\prime}>0$ such that

$$
\begin{equation*}
\max _{x \in \partial B_{r}\left(x_{0}\right)} w_{-}>0 \text { for all } 0<r<r^{\prime} \tag{A.1}
\end{equation*}
$$

Otherwise, by using the maximum principle for elliptic equations [GT01], one sees that $w_{-}=0$ near $x_{0}$, for which the result trivially holds.

In order to deliver our ideas clearly, we divide the proof into several steps.
Step 1: A basic estimate. One sees that

$$
\begin{aligned}
& \mathcal{L}\left|w_{ \pm}\right|^{2}=2 \nabla \cdot\left(w_{ \pm} A \nabla w_{ \pm}\right)=2 \nabla w_{ \pm} \cdot A \nabla w_{ \pm}+2 w_{ \pm} \mathcal{L} w_{ \pm} \\
& \quad \geq 2 \nabla w_{ \pm} \cdot A \nabla w_{ \pm}-2 M w_{ \pm} \quad \text { in } Q_{1} .
\end{aligned}
$$

Without loss of generality, it suffices to prove the lemma for $A\left(x_{0}\right)=\operatorname{Id}$ and $x_{0}=0$. Let $\Phi_{\mathcal{L}}$ be the Green's function of $-\mathcal{L}$ as in (2.5). Then for each $0<\varepsilon<r$ one sees that

$$
\begin{align*}
& 2 \int_{B_{r} \backslash \overline{B_{\epsilon}}} \nabla w_{ \pm} \cdot A \nabla w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} x \leq \int_{B_{r} \backslash \overline{B_{\epsilon}}} \mathcal{L}\left|w_{ \pm}\right|^{2} \Phi_{\mathcal{L}} \mathrm{d} x+2 M \int_{B_{r}} w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} x \\
& \quad=\int_{\partial B_{r}} \hat{x} \cdot A \nabla\left(\left|w_{ \pm}\right|^{2}\right) \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}-\int_{\partial B_{r}}\left|w_{ \pm}\right|^{2} \hat{x} \cdot A \nabla \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}-I_{\varepsilon}  \tag{A.2}\\
& \quad+2 M \int_{B_{r}} w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} x
\end{align*}
$$

where

$$
I_{\varepsilon}=\int_{\partial B_{\varepsilon}} \hat{x} \cdot A \nabla\left(\left|w_{ \pm}\right|^{2}\right) \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}-\int_{\partial B_{\varepsilon}}\left|w_{ \pm}\right|^{2} \hat{x} \cdot A \nabla \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}
$$

Since $\left|\nabla w_{ \pm}\right|$is bounded, together with (2.5), by computing as in the proof of [ACF84, page 439] one reach

$$
\lim _{\varepsilon \rightarrow 0} I_{\varepsilon}=(n-2)\left|\partial B_{1}\right|\left|w_{ \pm}(0)\right|^{2} \geq 0
$$

On the other hand, since $w_{ \pm}$is Lipschitz and $w_{ \pm}(0)=0$, then from (2.5) we obtain

$$
\begin{aligned}
& \int_{B_{r}} w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} x \leq C r \int_{B_{r}} \Phi_{\mathcal{L}} \mathrm{d} x \\
& \quad \leq C r \int_{B_{r}}|x|^{2-n} \mathrm{~d} x+C r \int_{B_{r}}|x|^{2-n+\alpha} \mathrm{d} x \leq C r^{3} .
\end{aligned}
$$

Therefore (A.2) implies

$$
\begin{align*}
& 2 \ell_{ \pm}(r):=2 \int_{B_{r}} \nabla w_{ \pm} \cdot A \nabla w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} x \\
& \quad \leq \int_{\partial B_{r}} \hat{x} \cdot A \nabla\left(\left|w_{ \pm}\right|^{2}\right) \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}-\int_{\partial B_{r}}\left|w_{ \pm}\right|^{2} \hat{x} \cdot A \nabla \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}+C r^{3} \tag{A.3}
\end{align*}
$$

which is a crucial estimate in the rest of the proof to follow.

Step 2: A surface eigenvalue problem. In view of (A.1), we now write $\left(\partial B_{r}\right)_{ \pm}:=$ $\left\{w_{ \pm}>0\right\} \cap \partial B_{r}$ and see that $\left(\partial B_{1}\right)_{ \pm}:=r^{-1}\left(\partial B_{r}\right)_{ \pm} \subset \partial B_{1}$ as well as $\mathscr{H}^{n-1}\left(\left(\partial B_{1}\right)_{ \pm}\right)=$ $r^{1-n} \mathscr{H}^{n-1}\left(\left(\partial B_{r}\right)_{ \pm}\right)>0$. Since $w_{+} \cdot w_{-}=0$, then

$$
\mathscr{H}^{n-1}\left(\left(\partial B_{1}\right)_{+}\right)+\mathscr{H}^{n-1}\left(\left(\partial B_{1}\right)_{-}\right) \leq \mathscr{H}^{n-1}\left(\partial B_{1}\right) .
$$

Since $\Gamma_{1}$ is Lipschitz and $w=0$ in $\Lambda_{1}$, then $w_{ \pm}$vanishes in a cone, hence there exists $0<\theta<\frac{1}{4}$ (say), which is independent of $x_{0}$, such that

$$
s_{+}+s_{-} \leq 1-\theta, \quad s_{ \pm}:=\frac{\mathscr{H}^{n-1}\left(\left(\partial B_{1}\right)_{+}\right)}{\mathscr{H}^{n-1}\left(\partial B_{1}\right)} .
$$

Let $\nabla_{\partial B_{1}}$ be the gradient of a function $v$ on $\partial B_{1}$. We introduce the constant $\alpha_{ \pm}$given by

$$
\alpha_{ \pm}:=\inf _{v \in H_{0}^{1}\left(\left(\partial B_{1}\right)_{ \pm}\right)} \frac{\int_{\left(\partial B_{1}\right)_{ \pm}}\left|\nabla_{\partial B_{1}} v\right|^{2} \mathrm{~d} \mathscr{H}^{n-1}}{\int_{\left(\partial B_{1}\right)_{ \pm}}|v|^{2} \mathrm{~d} \mathscr{H}^{n-1}} .
$$

For each small $r>0$, we define $\tilde{w}_{ \pm}(\hat{x}):=w_{ \pm}(r \hat{x})$ for all $\hat{x} \in \partial B_{1}$. For any $0<\beta_{ \pm}<1$, we can write

$$
\begin{aligned}
& \int_{\partial B_{1}}\left(\left(\hat{x} \cdot \nabla \tilde{w}_{ \pm}\right)^{2}+\beta^{2}\left|\nabla_{\partial B_{1}} \tilde{w}_{ \pm}\right|^{2}\right) \mathrm{d} \mathscr{H}^{n-1} \\
& \quad \geq 2\left(\int_{\partial B_{1}}\left(\hat{x} \cdot \nabla \tilde{w}_{ \pm}\right)^{2} \mathrm{~d} \mathscr{H}^{n-1}\right)^{\frac{1}{2}}\left(\int_{\partial B_{1}} \beta^{2}\left|\nabla_{\partial B_{1}} \tilde{w}_{ \pm}\right|^{2} \mathrm{~d} \mathscr{H}^{n-1}\right)^{\frac{1}{2}} \\
& \geq \\
& \geq \frac{2 \beta_{ \pm}}{\sqrt{\alpha_{ \pm}}}\left(\int_{\partial B_{1}}\left(\hat{x} \cdot \nabla \tilde{w}_{ \pm}\right)^{2} \mathrm{~d} \mathscr{H}^{n-1}\right)^{\frac{1}{2}}\left(\int_{\partial B_{1}}\left|\tilde{w}_{ \pm}\right|^{2} \mathrm{~d} \mathscr{H}^{n-1}\right)^{\frac{1}{2}} \\
& \geq \\
& \geq \frac{2 \beta_{ \pm}}{\sqrt{\alpha_{ \pm}}} \int_{\partial B_{1}}\left|\tilde{w}_{ \pm} \hat{x} \cdot \nabla \tilde{w}_{ \pm}\right| \mathrm{d} \mathscr{H}^{n-1}
\end{aligned}
$$

and

$$
\int_{\partial B_{1}}\left(1-\beta_{ \pm}^{2}\right)\left|\nabla_{\partial B_{1}} \tilde{w}_{ \pm}\right|^{2} \mathrm{~d} \mathscr{H}^{n-1} \geq \frac{1-\beta_{ \pm}^{2}}{\alpha_{ \pm}} \int_{\partial B_{1}} \tilde{w}_{ \pm}^{2} \mathrm{~d} \mathscr{H}^{n-1}
$$

We now choose

$$
\beta_{ \pm}=\frac{\sqrt{\alpha_{ \pm}}}{2}\left(\left((n-2)^{2}+\frac{4}{\alpha_{ \pm}}\right)^{\frac{1}{2}}-(n-2)\right), \quad \gamma_{ \pm}=\frac{\beta_{ \pm}}{\sqrt{\alpha_{ \pm}}}
$$

By direct computations, we see that

$$
\frac{1-\beta_{ \pm}^{2}}{\alpha_{ \pm}}=(n-2) \frac{\beta_{ \pm}}{\sqrt{\alpha_{ \pm}}}=(n-2) \gamma_{ \pm}
$$

and

$$
\begin{equation*}
\int_{\partial B_{1}}\left|\nabla \tilde{w}_{ \pm}\right|^{2} \mathrm{~d} \mathscr{H}^{n-1} \geq \gamma_{ \pm}\left(\int_{\partial B_{1}} 2\left|\tilde{w}_{ \pm} \hat{x} \cdot \nabla \tilde{w}_{ \pm}\right| \mathrm{d} \mathscr{H}^{n-1}+(n-2) \int_{\partial B_{1}} \tilde{w}_{ \pm}^{2} \mathrm{~d} \mathscr{H}^{n-1}\right) \tag{A.4}
\end{equation*}
$$

By using [FH76, Theorem E, Theorem 2 and Theorem 3] ${ }^{23}$, one has

$$
\gamma_{ \pm} \geq \varphi\left(s_{ \pm}\right), \quad \varphi(s)= \begin{cases}\frac{1}{2} \log \frac{1}{4 s}+\frac{3}{2} & \text { if } s<\frac{1}{4} \\ 2(1-s) & \text { if } \frac{1}{4} \leq s<1\end{cases}
$$

Since $\varphi$ is convex, then

$$
\begin{equation*}
\gamma_{+}+\gamma_{-} \geq \varphi\left(s_{+}\right)+\varphi\left(s_{-}\right) \geq 2 \varphi\left(\frac{s_{+}+s_{-}}{2}\right) \geq 2 \varphi\left(\frac{1-\theta}{2}\right)=2+2 \theta \tag{A.5}
\end{equation*}
$$

From (A.4), we obtain

$$
r \int_{\partial B_{r}}\left|\nabla w_{ \pm}\right|^{2} \mathrm{~d} \mathscr{H}^{n-1} \geq \gamma_{ \pm}\left(\int_{\partial B_{r}}\left|\hat{x} \cdot \nabla\left(w_{ \pm}^{2}\right)\right| \mathrm{d} \mathscr{H}^{n-1}+(n-2) r^{-1} \int_{\partial B_{r}} w_{ \pm}^{2} \mathrm{~d} \mathscr{H}^{n-1}\right)
$$

Since

$$
\frac{1}{r^{2}} \ell_{ \pm}(r) \leq \frac{1}{r^{2}}\|A\|_{L^{\infty}} \int_{B_{r}}\left|\nabla w_{ \pm}\right|^{2} \Phi_{\mathcal{L}} \mathrm{d} x \leq \frac{C}{r^{2}} \int_{B_{r}}|x|^{2-n} \mathrm{~d} x \leq C
$$

then from (A.3) and $\|A-\operatorname{Id}\|_{L^{\infty}\left(\partial B_{r}\right)} \leq C r^{\alpha}$ we obtain

$$
\begin{align*}
& r \int_{\partial B_{r}} \nabla w_{ \pm} \cdot A \nabla w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1} \\
& \quad=r \int_{\partial B_{r}}\left|\nabla w_{ \pm}\right|^{2} \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}+r \int_{\partial B_{r}} \nabla w_{ \pm} \cdot(A-\mathrm{Id}) \nabla w_{ \pm} \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}  \tag{A.6}\\
& \quad \geq \gamma_{ \pm}\left(\int_{\partial B_{r}}\left|\hat{x} \cdot A \nabla\left(w_{ \pm}^{2}\right)\right| \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1}+\int_{\partial B_{r}} w_{ \pm}^{2}\left|\hat{x} \cdot A \nabla \Phi_{\mathcal{L}}\right| \mathrm{d} \mathscr{H}^{n-1}\right)-C r^{2+\alpha} \\
& \quad \geq\left(2 \gamma_{ \pm}-C r^{\alpha}\right) \ell_{ \pm}(r) .
\end{align*}
$$

Step 3: Conclusion. We now put the above estimates together to conclude our lemma. From (A.3), one sees that $\ell_{ \pm}(r)$ is in $L^{1}$, and its derivative exists for almost all small $r$. By using (A.5) and (A.6), there exists a positive constant $\epsilon>0$ such that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} r} & \left(\frac{1}{r^{4}} \ell_{+}(r) \ell_{-}(r)\right) \\
= & -\frac{4}{r^{5}} \ell_{+}(r) \ell_{-}(r)+\frac{1}{r^{4}} \ell_{-}(r) \int_{\partial B_{r}} \nabla w_{+} \cdot A \nabla w_{+} \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1} \\
& +\frac{1}{r^{4}} \ell_{+}(r) \int_{\partial B_{r}} \nabla w_{-} \cdot A \nabla w_{-} \Phi_{\mathcal{L}} \mathrm{d} \mathscr{H}^{n-1} \\
\geq & \left.\frac{1}{r}\left(2 \gamma_{+}+2 \gamma_{-}\right)-4-C r^{\alpha}\right)\left(\frac{1}{r^{4}} \ell_{+}(r) \ell_{-}(r)\right) \\
\geq & \frac{1}{r}\left(4 \theta-C r^{\alpha}\right)\left(\frac{1}{r^{4}} \ell_{+}(r) \ell_{-}(r)\right) \geq \frac{\epsilon}{r}\left(\frac{1}{r^{4}} \ell_{+}(r) \ell_{-}(r)\right) .
\end{aligned}
$$

By integrating the above inequality, we conclude our lemma.

[^2]
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[^1]:    ${ }^{1}$ This problem was initially explored in [Caf87]. In an effort to encompass all pertinent existing findings, we refer to [STV19] for fully nonlinear equations, as well as a comprehensive survey paper [DSFS15] for further insights.

[^2]:    ${ }^{2}$ The fundamental result [FH76, Theorem E] was proved in [Spe73].
    ${ }^{3}$ See also [CK98, Section 2.4] for some discussions on a convexity property of the first Dirichlet eigenvalue of the Orstein-Uhlembeck operator $\Delta-x \cdot \nabla$ on a (sufficiently regular) open set in $\mathbb{R}^{n}$.

