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#### Abstract

We study inverse boundary problems for semilinear Schrödinger equations on smooth compact Riemannian manifolds of dimensions $\geq 2$ with smooth boundary, at a large fixed frequency. We show that certain classes of cubic nonlinearities are determined uniquely from the knowledge of the nonlinear Dirichlet-to-Neumann map at a large fixed frequency on quite general Riemannian manifolds. In particular, in contrast to the previous results available, here the manifolds need not satisfy any product structure, may have trapped geodesics, and the geodesic ray transform need not be injective. Only a mild assumption about the geometry of intersecting geodesics is required. We also establish a polynomial resolvent estimate for the Laplacian on an arbitrary smooth compact Riemannian manifold without boundary, valid for most frequencies. This estimate, along with the invariant construction of Gaussian beam quasimodes with uniform bounds for underlying constants and a stationary phase lemma with explicit control over all involved constants, constitutes the key elements in proving the uniqueness results for the considered inverse problems.


## 1. Introduction and statement of Results

The anisotropic Calderón problem seeks to determine the electrical conductivity matrix of a medium by performing electrical measurements along its boundary, see [5, 46]. To state the geometric version of this problem, let $(M, g)$ be a smooth oriented compact Riemannian manifold of dimension $n \geq 2$ with smooth boundary. Associated to the metric $g$, we have the Laplace operator $-\Delta_{g}$ given in local coordinates by

$$
-\Delta_{g}=-\sum_{j, k=1}^{n}|g|^{-1 / 2} \partial_{x_{j}}\left(|g|^{1 / 2} g^{j k} \partial_{x_{k}}\right)
$$

where $\left(g^{j k}\right)=\left(g_{j k}\right)^{-1}$ and $|g|=\operatorname{det}\left(g_{j k}\right)$. Let us introduce the Cauchy data set on $\partial M$ of harmonic functions on $M$,

$$
C_{g}=\left\{\left(\left.u\right|_{\partial M},\left.\partial_{\nu} u\right|_{\partial M}\right): u \in C^{\infty}(M) \text { such that }-\Delta_{g} u=0 \text { in } M^{\text {int }}\right\},
$$

where $\nu$ is the unit outer normal to the boundary of $M$ and $M^{\text {int }}=M \backslash \partial M$ stands for the interior of $M$. In the geometric version of the anisotropic Calderón problem, one wishes to recover the Riemannian manifold $(M, g)$ from the knowledge of the Cauchy data set $C_{g}$ on $\partial M$. Because $C_{\psi^{*} g}=C_{g}$ for any smooth diffeomorphism $\psi: M \rightarrow M$ such that $\left.\psi\right|_{\partial M}=I d$, see [29], one can only hope to recover a Riemannian manifold from $C_{g}$ up to this isometry. In dimension $n=2$, this problem, with an additional obstruction arising from the conformal invariance of the Laplacian, is solved in [34] for the case of Riemannian metrics on bounded domains in the plane, and in [27] for the case of Riemannian surfaces. In dimensions $n \geq 3$, the anisotropic Calderón problem is widely open. It is solved for real analytic manifolds in [29, 27, 26], see also [16], and in the $C^{\infty}$ case in [8, 10], for metrics in a fixed conformal class on a conformally transversally anisotropic (CTA) manifold, assuming that the geodesic X-ray transform on the transversal manifold is injective. In the latter case, the anisotropic Calderón inverse problem can be reduced to an inverse boundary problem of recovery of the potential in the Schrödinger equation from the knowledge of the Cauchy data of its solutions on the boundary. The approach of the works [8, 10] relies on a construction of special solutions to the Schrödinger equation, called complex geometric optics solutions. The requirement that the manifold should be CTA guarantees the existence of so-called limiting Carleman weights on such manifolds, which are important to construct such solutions using the technique of Carleman estimates. However, a generic manifold of dimension $n \geq 3$ does not admit limiting Carleman weights, see [30, 1]. Also, there are examples of manifolds for which the geodesic X-ray transform is non-injective, see [20, Example 1.7]. Thus, it is of great significance to try to remove the assumption of the injectivity of the geodesic X-ray transform on the transversal manifold in the case of CTA manifolds, or even to try to remove the assumption that the manifold is CTA altogether when solving the anisotropic Calderón problem.
In this direction, the works [25, 14, 13, 21] demonstrated that when solving inverse boundary problems for semilinear Schrödinger equations, no assumption on the transversal manifold is required, while still keeping the assumption that the manifold should enjoy a CTA structure, see also [23, 32, 6, 11].
The recent work [47] demonstrated that the recovery of certain classes of potentials in the Schrödinger equation at a large fixed frequency did not require the manifold to be CTA. The work [31] extended the result of [47] and showed that the manifold only needed to be non-trapping, and the geodesic X-ray transform needed to be stably invertible and continuous. We refer to the recent work [42], where inverse problems of the recovery of connections from the Dirichlet-to-Neumann maps at a large fixed frequency were studied.

Motivated by [47, 31], the purpose of this paper is to show that an inverse boundary problem for a semilinear Schrödinger equation for a certain class of cubic
nonlinearities, at a large fixed frequency, can be solved in quite general geometries. Specifically, we do not require our manifold to be non-trapping and we do not need any assumption related to the geodesic X-ray transform on it. Only a mild assumption about the geometry of geodesics is needed.

To state the inverse problem, let $\lambda \geq 0$ be a frequency and let us consider the Dirichlet problem for the semilinear Schrödinger operator,

$$
\begin{cases}-\Delta_{g} u-\lambda^{2} u+q u^{3}=0 & \text { in } \quad M^{\mathrm{int}}  \tag{1.1}\\ u=f & \text { on } \partial M\end{cases}
$$

where $q \in C^{0, \alpha}(M)$ with some $0<\alpha<1$. Here and in what follows $C^{k, \alpha}(M)$, $k \in \mathbb{N}$, stands for the Hölder space on $M$. Assume that
(A) $\lambda^{2}$ is not a Dirichlet eigenvalue of $-\Delta_{g}$ on $M$.

It follows from [21, Theorem B.1], see also [14, Proposition 1] and [25, Proposition 2.1], that under the assumption (A), there is $\delta>0$ and $C>0$ such that when $f \in B_{\delta}(\partial M):=\left\{f \in C^{2, \alpha}(\partial M):\|f\|_{C^{2, \alpha}(\partial M)}<\delta\right\}$, the problem (1.1) has a unique solution $u=u_{f} \in C^{2, \alpha}(M)$ satisfying $\|u\|_{C^{2, \alpha}(M)}<C \delta$. Associated to the problem (1.1), we define the Dirichlet-to-Neumann map at the frequency $\lambda$ as follows

$$
\Lambda_{q}^{\lambda} f=\left.\partial_{\nu} u_{f}\right|_{\partial M},
$$

where $f \in B_{\delta}(\partial M)$. The inverse problem that we are interested in is to determine $q$ from the knowledge of the Dirichlet-to-Neumann map $\Lambda_{q}^{\lambda}$ for a large but fixed frequency $\lambda$.
First, motivated by [9, Definition 1.2] and [20, Definition 2.1], we impose the following geometric condition on the manifold $(M, g)$ :
(H) for every point $x_{0} \in M^{\text {int }}$, there are two non-tangential unit speed geodesics, passing through $x_{0}$, such that they do not have self-intersections at $x_{0}$ and $x_{0}$ is their only point of intersection.

Our first main result is as follows, where $|\cdot|$ denotes the Lebesgue measure on $\mathbb{R}$.
Theorem 1.1. Let $(M, g)$ be a smooth compact oriented Riemannian manifold of dimension $n \geq 2$ with smooth boundary, satisfying the condition (H). Let $0<\alpha<1$ and let $q_{1}, q_{2} \in C^{0, \alpha}(M)$. Then for any $\delta>0$, there exists a set $J \subset[1, \infty), J=J(M, g, \delta)$, satisfying $|J| \leq \delta$, and $\lambda_{0}=\lambda_{0}\left(M, g, \delta, q_{1}-q_{2}\right)>0$ such that if for some $\lambda \geq \lambda_{0}, \lambda \notin J$, and $\lambda$ satisfying the assumption $(A)$, we have $\Lambda_{q_{1}}^{\lambda}=\Lambda_{q_{2}}^{\lambda}$ then $q_{1}=q_{2}$ in $M$.

Remark 1.2. In contrast to most prior results concerning elliptic partial differential equations in dimensions $n \geq 3$, the manifolds considered in Theorem 1.1 are not limited to having any specific product structure. They may contain trapped geodesics, and the geodesic X-ray transform is not required to be injective.

Let us proceed to make some comments regarding the geometric assumption (H).
Example 1.3. If the manifold $(M, g)$ is simple, i.e. a compact simply connected Riemannian manifold with strictly convex boundary so that no geodesic has conjugate points, then the geometric assumption (H) holds. This follows directly from the fact that the exponential map $\exp _{x}$ is a diffeomorphism onto $M$ for any $x \in M$ [35], and hence any two geodesics $\exp _{x}(t v)$ and $\exp _{x}(t w)$ where $v \neq w$, $|v|=|w|=1$, will satisfy ( $H$ ).

Example 1.4. If the manifold $(M, g)$ satisfies the strict Stefanov-Uhlmann regularity condition at every point $\left(x_{0}, \xi_{0}\right) \in S^{*} M^{\text {int }}$, see [20, Definition 1.8], then the assumption (H) holds, see [9, Lemma 3.1]. As an example of such manifolds, consider $M$ to be the closure of a neighborhood of a geodesic arc from the north pole to the south pole of the unit sphere $\mathbb{S}^{3} \subset \mathbb{R}^{4}$, see [9] and [20, Example 1.10]. Note that the manifold $M$ contains conjugate points so it is not simple.

Example 1.5. Let $M=\mathbb{S}^{1} \times[0, a]$, $a>0$, be a cylinder with its usual flat metric $g$. The geodesics on $M$ are straight lines, circular cross sections, and helices that wind around the cylinder. It is shown in [20, Appendix A] that $(M, g)$ satisfies the assumption (H). Furthermore, the geodesic X-ray transform is not invertible on $M$, since the kernel contains functions of the form $f\left(e^{i t}, s\right)=h(s)$ where $h \in C_{0}^{\infty}((0, a))$ integrates to zero over $[0, a]$, and $(M, g)$ has trapping.

We shall next propose a geometric condition on the manifold $(M, g)$ which guarantees that the assumption (H) holds for almost every point in $M^{\text {int }}$, and which might be of independent interest. To motivate the proposed geometric condition, we first note that the fact that all the geodesics on spheres intersect twice can be attributed to the high order of conjugacy of the sphere $\mathbb{S}^{n}$. To state our result, we shall introduce some definitions, following [28, Section 10], [7, Chapter 5, Section 3]. Given a geodesic $\gamma: I \rightarrow M$, and two points $p=\gamma(a), q=\gamma(b), a, b \in I$, we say that $p$ and $q$ are conjugate along $\gamma$ if there is a Jacobi field along $\gamma$ vanishing at $t=a$ and $t=b$ but not identically zero. The order of conjugacy of $p$ relative to $q$ along $\gamma$ denoted $\operatorname{conj}_{\gamma}(p, q)$, is the dimension of the space of Jacobi fields along $\gamma$ that vanish at $a$ and $b$. Note that $\operatorname{conj}_{\gamma}(p, q) \leq n-1$, and that equality is achieved on the sphere $\mathbb{S}^{n}$ by taking $p$ and $q$ to be antipodal points, and $\gamma$ any great circle connecting them, see [28, Section 10, page 299]. We define the order of conjugacy of $p \in M$ as the maximal value of $\operatorname{conj}_{\gamma}(p, q)$ over all other points $q \in M$ and geodesics $\gamma$ connecting $p$ to $q$. Similarly, the order of conjugacy of $M$ is the maximal order of conjugacy of all points in $M$. We have the following result.

Theorem 1.6. Let $(M, g)$ be a smooth compact Riemannian manifold of dimension $n \geq 3$ with smooth boundary. Suppose that the order of conjugacy of $M$ is at most $n-3$. Then the assumption ( $H$ ) holds for almost all $x \in M^{\mathrm{int}}$.

Example 1.7. Let $\left(M_{j}, g_{j}\right)$ be a smooth compact Riemannian manifold of dimension $n_{j} \geq 1$ without boundary, $j=1,2,3$. If $M_{1}$ has order of conjugacy $k_{1}$ and $M_{2}$ has order of conjugacy $k_{2}$, then $M_{1} \times M_{2}$ has order of conjugacy $k_{1}+k_{2}$. Indeed, if $J$ is a Jacobi field vanishing at $p=\left(p_{1}, p_{2}\right) \in M_{1} \times M_{2}$, then

$$
\left.J(t)=d\left(\exp _{\left(p_{1}, p_{2}\right)}\right)\right)_{\left(t v_{1}, t v_{2}\right)}\left(t w_{1}, t w_{2}\right)=d\left(\exp _{p_{1}}\right)_{t v_{1}}\left(t w_{1}\right) \oplus d\left(\exp _{p_{2}}\right)_{t v_{2}}\left(t w_{2}\right)
$$

decomposes as the direct sum of Jacobi fields $J_{1}$ and $J_{2}$ on $M_{1}$ and $M_{2}$ vanishing at $p_{1}$ and $p_{2}$ respectively, see [28, Proposition 10.10]. Hence, $J$ vanishes at $q=$ $\left(q_{1}, q_{2}\right)$ if and only if $J_{1}$ and $J_{2}$ vanish at $q_{1}$ and $q_{2}$ respectively. Since the manifold $M_{j}$ has order of conjugacy at most $n_{j}-1$, the product of three manifolds $M_{1} \times$ $M_{2} \times M_{3}$ has order of conjugacy at most $n_{1}+n_{2}+n_{3}-3$, where $n_{1}+n_{2}+n_{3}$ is the dimension of $M_{1} \times M_{2} \times M_{3}$. Hence, any smooth compact Riemannian manifold with smooth boundary that can be isometrically embedded as a codimension 0 submanifold (also known as a regular domain) of a product of three manifolds $M_{1} \times M_{2} \times M_{3}$ satisfies the assumption of Theorem 1.6.

Next, we let $0<\alpha<1$ be fixed and following [31], for any nonzero $p \in C^{0, \alpha}(M)$, we introduce the frequency function $N(p)$ by

$$
N(p)=\frac{\|p\|_{C^{0, \alpha}(M)}}{\|p\|_{L^{\infty}(M)}}
$$

and we set $N(p)=0$ if $p=0$. When $B>0$, we define the set $\mathcal{A}(B)$ of admissible perturbations by

$$
\mathcal{A}(B)=\left\{p \in C^{0, \alpha}(M): N(p) \leq B\right\} .
$$

Note that for any $q_{1}, q_{2} \in C^{0, \alpha}(M)$, there exists a constant $B>0$ such that $q_{1}-q_{2} \in \mathcal{A}(B)$. Recall that in Theorem 1.1, the frequency $\lambda_{0}$ depends on the difference $q_{1}-q_{2}$. Specifically, it follows from the proof of Theorem 1.1 that the value of $\lambda_{0}$ is contingent on the following factors:

- the constant $B>0$ such that $q_{1}-q_{2} \in \mathcal{A}(B)$,
- the specific point $x_{0} \in M$ where $\sup _{x \in M}\left|q_{1}(x)-q_{2}(x)\right|$ is reached,
- the choice of two non-tangential geodesics passing through $x_{0}$ and fulfilling the assumption (H), including their lengths and the angle between them.

Our next result aims to improve Theorem 1.1 by eliminating the dependency of the frequency $\lambda_{0}$ on a specific point $x_{0}$ and the particular choice of two nontangential geodesics passing through $x_{0}$ and satisfying assumption (H). To achieve this, we will impose the following geometric condition on the manifold $(M, g)$, which will replace the condition (H). To state this condition, we let $\partial_{+} S M$ be a part of the boundary of the unit sphere bundle $S M$, consisting of inward vectors, see Section 4.1 below. For $(x, w) \in \partial_{+} S M$, we let $\gamma=\gamma_{x, w}:[0, \tau(x, w)] \rightarrow M$ be the unit speed geodesic such that $\gamma(0)=x$, and $\dot{\gamma}(0)=w$.
(H1) There are constants $T>0,0<\theta_{0}<\pi / 2,0<r<\operatorname{Inj}(M) / 2$, and $c_{0}>0$, such that for almost every point $x_{0} \in M^{\text {int }}$, there exist two non-tangential unit-speed geodesics $\gamma=\gamma_{x_{1}, w_{1}}:\left[0, \tau\left(x_{1}, w_{1}\right)\right] \rightarrow M$ and $\eta=\eta_{x_{2}, w_{2}}:\left[0, \tau\left(x_{2}, w_{2}\right)\right] \rightarrow M,\left(x_{1}, w_{1}\right),\left(x_{2}, w_{2}\right) \in \partial_{+} S M$ such that
(i) $\gamma\left(t_{0}\right)=\eta\left(\tau_{0}\right)=x_{0}, t_{0} \in\left(0, \tau\left(x_{1}, w_{1}\right)\right), \tau_{0} \in\left(0, \tau\left(x_{2}, w_{2}\right)\right)$,
(ii) the length of $\gamma$ and $\eta$ does not exceed $T$,
(iii) $\gamma$ and $\eta$ form an angle $\theta$ at $x_{0}$ belonging to the interval $\left[\theta_{0}, \pi / 2\right]$,
(iv) if $d(\gamma(t), \eta(\tau))<r$, then $\left|t-t_{0}\right| \leq c_{0} d(\gamma(t), \eta(\tau))$ and $\left|\tau-\tau_{0}\right| \leq$ $c_{0} d(\gamma(t), \eta(\tau))$.

Here, $\operatorname{Inj}(M)$ denotes the injectivity radius of $M$, defined as follows. Let $(S, g)$ be a closed extension of $(M, g)$, see [35, Lemma 3.1.8], and we assume that $(S, g)$ is fixed once for all. We write $\operatorname{Inj}(M):=\operatorname{Inj}(S)$, and we have $\operatorname{Inj}(M)>0$ as $S$ is compact, see [28, Lemma 6.16]. We denote the Riemannian distance as $d(\cdot, \cdot)$. The angle between $\gamma$ and $\eta$ at the point $x_{0}$ is denoted by $\theta$, where $0 \leq \theta \leq \pi$, and $\cos \theta=g\left(\dot{\gamma}\left(t_{0}\right), \dot{\eta}\left(\tau_{0}\right)\right)$. Our next main result is as follows.

Theorem 1.8. Let $(M, g)$ be a smooth compact oriented Riemannian manifold of dimension $n \geq 2$ with smooth boundary. Assume that $(M, g)$ satisfies the condition (H1) with some constants $T>0,0<\theta_{0}<\pi / 2,0<r<\operatorname{Inj}(M) / 2$, and $c_{0}>0$. Let $B>0$. Assume that $q_{1}, q_{2} \in C^{0, \alpha}(M)$ are such that $q_{1}-q_{2} \in \mathcal{A}(B)$. Then for any $\delta>0$, there exists a set $J \subset[1, \infty), J=J(M, g, \delta)$, satisfying $|J| \leq \delta$, and $\lambda_{0}=\lambda_{0}\left(M, g, \delta, B, T, \theta_{0}, r, c_{0}\right)>0$ such that if for some $\lambda \geq \lambda_{0}$, $\lambda \notin J$, and $\lambda$ satisfying the assumption (A), we have $\Lambda_{q_{1}}^{\lambda}=\Lambda_{q_{2}}^{\lambda}$ then $q_{1}=q_{2}$ in $M$.

Let us make some comments regarding the geometric assumption (H1). The condition $r<\operatorname{Inj}(M) / 2$ ensures that the geodesics $\gamma$ and $\eta$ in assumption (H1) do not have self-intersections for $\left|t-t_{0}\right|<r$ and $\left|\tau-\tau_{0}\right|<r$, respectively. The first three conditions are straightforward. As for condition (iv), it is a quantitative way to state that the geodesics $\gamma$ and $\eta$ intersect only at $x_{0}$ and they do not have self-intersections at $x_{0}$. Proposition D.1 in Appendix D shows that condition (iv) locally follows from condition (iii).

Example 1.9. If the manifold $(M, g)$ is simple then the geometric assumption (H1) holds, see Appendix $D$ for the details.
Example 1.10. The condition (H1) holds for the cylinder $M=\mathbb{S}^{1} \times[0, a], a>0$, with its usual flat metric, see Appendix $D$ for the details.

Let us next make some comments about the class of potentials in the cubic nonlinearity considered in Theorem 1.8 . The assumption that $p \in \mathcal{A}(B)$ is similar to the assumption that the perturbation is angularly controlled in 37, Theorem 2] or horizontally controlled in 36. In particular, the assumption $p \in \mathcal{A}(B)$ is always satisfied for some $B$ if $p$ lies in a finite-dimensional space. We refer to

Appendix C for an example of an infinite set of linearly independent admissible perturbations.
Let us proceed to discuss the main ideas in the proof of Theorem 1.1 and Theorem 1.8. The crucial ingredient in both proofs is the polynomial resolvent estimate for the Laplacian on a smooth compact Riemannian manifold without boundary, valid for most frequencies, established in Theorem 2.1 below. This resolvent estimate could also be of independent interest. Its proof is quite simple and uses only the self-adjoint resolvent bound, see (2.2), and a rough version of the Weyl law, see (2.4). We refer to [24], see also [44, 43], for polynomial resolvent bounds for most frequencies in the black box scattering.
Once the polynomial resolvent estimates have been established, the proof of Theorem 1.1 proceeds as follows. First, using the third order linearization of the problem (1.1), we derive the integral identity (3.8) valid for four solutions of the Helmholtz equation $\left(-\Delta_{g}-\lambda^{2}\right) v=0$ in $M^{\text {int }}$. The construction of such solutions is based on Gaussian beam quasimodes to the Helmholtz equation. To convert these approximate solutions into exact solutions, we rely on the solvability result which is a consequence of the polynomial resolvent estimate of Theorem 2.1. Substituting the constructed solutions into the integral identity (3.8) and using a rough stationary phase argument combined with the boundary determination of the potential, allows us to complete the proof of Theorem 1.1.
The proof of Theorem 1.8 follows a similar approach to that of Theorem 1.1. However, we introduce a crucial new element that allows us to remove the dependence of the frequency $\lambda_{0}$ on a specific point $x_{0}$ and the specific choice of two non-tangential geodesics passing through this point. This crucial element involves the invariant construction of Gaussian beam quasimodes, with uniform bounds for the underlying constants, as recently established in [31, Theorem 6.2], see also 42. Additionally, we conduct a more thorough analysis of all constants involved during the proof.
The paper is organized as follows. Section 2 contains the proof of polynomial resolvent estimates for the Laplacian on a smooth compact Riemannian manifold. The proof of Theorem 1.1 is given in Section 3. Section 4 is devoted to the proof of Theorem 1.8. The proof of Theorem 1.6 is presented in Section 5. Appendix A discusses a standard rough version of the stationary phase lemma required for the proofs of Theorem 1.1 and Theorem 1.8. A boundary determination of a potential from the integral identity (3.8), used in the proofs of Theorem 1.1 and Theorem 1.8 , is presented in Appendix B. Appendix C contains an example of an infinite set of linearly independent admissible perturbations. Finally, Appendix D provides examples of manifolds that satisfy the assumption (H1).

## 2. Polynomial Resolvent estimates for the Laplacian on a smooth compact Riemannian manifold

Let $(N, g)$ be a smooth compact Riemannian manifold of dimension $n \geq 2$ without boundary. Let $-\Delta_{g}$ be the positive Laplace operator on $N$, associated with the metric $g$. It is a self-adjoint operator on $L^{2}(N)$ with the domain $H^{2}(N)$, the standard Sobolev space on $N$, and it has a discrete spectrum $\operatorname{Spec}\left(-\Delta_{g}\right) \subset[0, \infty)$.
When $\lambda>0, \lambda^{2} \notin \operatorname{Spec}\left(-\Delta_{g}\right)$, the resolvent $\left(-\Delta_{g}-\lambda^{2}\right)^{-1}: L^{2}(N) \rightarrow L^{2}(N)$ is a bounded operator. Motivated by [24, Theorem 1.1, Theorem 3.3], we have the following result establishing a polynomial resolvent estimate for the Laplacian on $N$, valid for most frequencies. In what follows we let $|\cdot|$ stand for the Lebesgue measure on $\mathbb{R}$.

Theorem 2.1. Given $\delta>0$ and $\varepsilon>0$, there exist $C=C(N, g, \delta, \varepsilon)>0$ and $a$ set $J=J(N, g, \delta, \varepsilon) \subset[1, \infty)$ with $|J| \leq \delta$ such that

$$
\begin{equation*}
\left\|\left(-\Delta_{g}-\lambda^{2}\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}(N), L^{2}(N)\right)} \leq C \lambda^{n+\varepsilon} \tag{2.1}
\end{equation*}
$$

for all $\lambda \in[1, \infty) \backslash J$.
Proof. We shall first consider the resolvent of the semiclassical Laplacian $-h^{2} \Delta_{g}$, $0<h \leq 1$. When $z \notin \operatorname{Spec}\left(-h^{2} \Delta_{g}\right)$, by the spectral theorem we have

$$
\begin{equation*}
\left\|\left(-h^{2} \Delta_{g}-z\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}(N), L^{2}(N)\right)}=\frac{1}{\operatorname{dist}\left(z, \operatorname{Spec}\left(-h^{2} \Delta_{g}\right)\right)} \tag{2.2}
\end{equation*}
$$

We shall first work on the frequency interval [1, 2]. Let $r(h)>0$ be an arbitrary function of $h \in(0,1]$. Then it follows from (2.2) that

$$
\left\|\left(-h^{2} \Delta_{g}-z\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}(N), L^{2}(N)\right)} \leq \frac{1}{r(h)}
$$

for all $z \in[1,2] \backslash J(h)$, where

$$
J(h)=\left\{z \in[1,2]: \operatorname{dist}\left(z, \operatorname{Spec}\left(-h^{2} \Delta_{g}\right)\right)<r(h)\right\}
$$

To bound the measure of the set $J(h)$, we observe that

$$
\begin{equation*}
J(h) \subset \bigcup_{z_{j}(h) \in \operatorname{Spec}\left(-h^{2} \Delta_{g}\right) \cap[1,2]}\left(z_{j}(h)-r(h), z_{j}(h)+r(h)\right), \tag{2.3}
\end{equation*}
$$

where $z_{j}(h), j=1,2, \ldots$, stand for the eigenvalues of $-h^{2} \Delta_{g}$. It follows from the Weyl law that the number of the eigenvalues of $-h^{2} \Delta_{g}$ on the interval [1, 2], counting with multiplicities, is given by

$$
\begin{equation*}
\#\left(\operatorname{Spec}\left(-h^{2} \Delta_{g}\right) \cap[1,2]\right)=\mathcal{O}\left(h^{-n}\right) \tag{2.4}
\end{equation*}
$$

for all $0<h \leq 1$, see [48, Theorem 14.11]. Thus, it follows from (2.3), (2.4) that

$$
|J(h)| \leq \sum_{z_{j}(h) \in \operatorname{Spec}\left(-h^{2} \Delta_{g}\right) \cap[1,2]} 2 r(h) \leq \mathcal{O}\left(h^{-n}\right) r(h),
$$

for all $0<h \leq 1$. Letting $\delta^{\prime}>0$ and $\varepsilon^{\prime}>0$ be fixed to be chosen later, we set

$$
r(h)=\delta^{\prime} h^{n+\varepsilon^{\prime}}
$$

so that

$$
\begin{equation*}
|J(h)| \leq \delta^{\prime} \mathcal{O}\left(h^{\varepsilon^{\prime}}\right) \rightarrow 0 \tag{2.5}
\end{equation*}
$$

as $h \rightarrow 0$. Summarizing the discussion so far, we have shown that for all $0<h \leq$ 1 , there exists a subset $J(h) \subset[1,2]$ satisfying (2.5) such that

$$
\begin{equation*}
\left\|\left(-h^{2} \Delta_{g}-z\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}(N), L^{2}(N)\right)} \leq\left(\delta^{\prime}\right)^{-1} h^{-n-\varepsilon^{\prime}} \tag{2.6}
\end{equation*}
$$

for all $z \in[1,2] \backslash J(h)$.
Next, we shall obtain the bound (2.1) for the nonsemiclassical resolvent

$$
\left(-\Delta_{g}-\lambda^{2}\right)^{-1}=h^{2}\left(-h^{2} \Delta_{g}-h^{2} \lambda^{2}\right)^{-1}
$$

for $\lambda \in[1, \infty)$, outside some set of small measure, containing the spectrum of $\sqrt{-\Delta_{g}}$. In doing so, we shall follow the proof of [24, Theorem 3.3], and [41, page 767]. We write

$$
[1, \infty)=\bigcup_{l=0}^{\infty}\left[2^{l}, 2^{l+1}\right)
$$

Now if $\lambda \in[1, \infty)$ then $\lambda^{2} \in\left[2^{l}, 2^{l+1}\right.$ ) for some unique $l=0,1,2, \ldots$, and therefore, $2^{-l} \lambda^{2} \in[1,2) \subset[1,2]$. Letting $h=2^{-l / 2} \in(0,1]$, and using (2.6), we obtain that

$$
\begin{gather*}
\left\|\left(-\Delta_{g}-\lambda^{2}\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}(N), L^{2}(N)\right)}=h^{2}\left\|\left(-h^{2} \Delta_{g}-h^{2} \lambda^{2}\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}(N), L^{2}(N)\right)} \\
\leq\left(\delta^{\prime}\right)^{-1} h^{2-n-\varepsilon^{\prime}} \leq\left(\delta^{\prime}\right)^{-1} 2^{l / 2\left(n+\varepsilon^{\prime}-2\right)} \leq\left(\delta^{\prime}\right)^{-1} \lambda^{n-2+\varepsilon^{\prime}} \tag{2.7}
\end{gather*}
$$

for all $\lambda^{2} \in\left[2^{l}, 2^{l+1}\right) \backslash \widetilde{J}_{l}$. Here we let $\widetilde{J}_{l}:=2^{l} J\left(2^{-l / 2}\right) \cap\left[2^{l}, 2^{l+1}\right)$. We set

$$
\widetilde{J}:=\bigcup_{l=0}^{\infty} \widetilde{J}_{l}
$$

so that the bound (2.7) holds for all $\lambda^{2} \in[1, \infty) \backslash \widetilde{J}$. Letting $\varepsilon>0$ be arbitrary fixed, choosing

$$
\begin{equation*}
\varepsilon^{\prime}=2+\varepsilon \tag{2.8}
\end{equation*}
$$

and using (2.5), we get

$$
\begin{equation*}
|\widetilde{J}| \leq \sum_{l=0}^{\infty} 2^{l}\left|J\left(2^{-l / 2}\right)\right| \leq \mathcal{O}\left(\delta^{\prime}\right) \sum_{l=0}^{\infty}\left(\frac{1}{2^{\varepsilon^{\prime} / 2-1}}\right)^{l}=\mathcal{O}\left(\delta^{\prime}\right) \sum_{l=0}^{\infty}\left(\frac{1}{2^{\varepsilon / 2}}\right)^{l} \leq \mathcal{O}_{\varepsilon}\left(\delta^{\prime}\right) \tag{2.9}
\end{equation*}
$$

Letting $\delta>0$ be arbitrary fixed, and choosing $\delta^{\prime}=\delta^{\prime}(\delta, \varepsilon)>0$ so that $\mathcal{O}_{\varepsilon}\left(\delta^{\prime}\right) \leq$ $2 \delta$, we get from (2.9) that

$$
\begin{equation*}
|\widetilde{J}| \leq 2 \delta \tag{2.10}
\end{equation*}
$$

It follows from (2.7), 2.8), and (2.10) that

$$
\left\|\left(-\Delta_{g}-\lambda^{2}\right)^{-1}\right\|_{L^{2}(N) \rightarrow L^{2}(N)} \leq C \lambda^{n+\varepsilon}
$$

for all $\lambda^{2} \in[1, \infty) \backslash \widetilde{J}$, where $C=C(\delta, \varepsilon)>0$ and $\widetilde{J}$ satisfies (2.10). We define the set $J \subset[1, \infty)$ so that $\lambda \in[1, \infty) \backslash J$ if and only if $\lambda^{2} \in[1, \infty) \backslash \widetilde{J}$. Letting $\chi_{J}$ and $\chi_{\tilde{J}}$ be the characteristic functions of $J$ and $\widetilde{J}$, respectively, we get

$$
|\widetilde{J}|=\int_{1}^{\infty} \chi_{\widetilde{J}}(y) d y=\int_{1}^{\infty} \chi_{\widetilde{J}}\left(x^{2}\right) 2 x d x=\int_{1}^{\infty} \chi_{J}(x) 2 x d x \geq 2|J|
$$

and therefore, $|J| \leq|\widetilde{J}| / 2 \leq \delta$.
Remark 2.2. A result similar to Theorem 2.1 is valid when $-\Delta_{g}$ is replaced by the Schrödinger operator $-\Delta_{g}+q$ with $q \in \overline{L^{\infty}}(N ; \mathbb{R})$. We refer to [33, Theorem 10.1, Remark 10.2] for the Weyl law for $-\Delta_{g}+q$.

Let $H^{s}(N), s \in \mathbb{R}$, be the standard Sobolev space on $N$, equipped with the norm

$$
\|u\|_{H^{s}(N)}=\left\|\left(1-\Delta_{g}\right)^{s / 2} u\right\|_{L^{2}(N)}
$$

where the Bessel potential $\left(1-\Delta_{g}\right)^{s / 2}$ is defined by the self-adjoint functional calculus. Note that

$$
\begin{equation*}
\|u\|_{H^{1}(N)}^{2}=\left(\left(1-\Delta_{g}\right) u, u\right)_{L^{2}(N)}=\left\|\nabla_{g} u\right\|_{L^{2}(N)}^{2}+\|u\|_{L^{2}(N)}^{2} \tag{2.11}
\end{equation*}
$$

We have the following consequence of Theorem 2.1.
Corollary 2.3. Given $\delta>0$ and $\varepsilon>0$, there exists $C=C(N, g, \delta, \varepsilon)>0$ and a set $J=J(N, g, \delta, \varepsilon) \subset[1, \infty)$ with $|J| \leq \delta$ such that

$$
\left\|\left(-\Delta_{g}-\lambda^{2}\right)^{-1}\right\|_{L^{2}(N) \rightarrow H^{1}(N)} \leq C \lambda^{1+n+\varepsilon}
$$

for all $\lambda \in[1, \infty) \backslash J$.
Proof. The result follows by multiplying the equation $-\Delta_{g} u-\lambda^{2} u=f$ by $\bar{u}$, integrating by parts, using (2.11), and Theorem 2.1.

Let $(M, g)$ be a smooth compact Riemannian manifold of dimension $n \geq 2$ with smooth boundary and let $\lambda \geq 1$. In the proofs of Theorem 1.1 and Theorem 1.8 , we shall construct complex geometric optics solutions to the Helmholtz equation $-\Delta_{g} u-\lambda^{2} u=0$ in $M^{\text {int }}$. In doing so, we shall need the following consequence of the resolvent estimates of Theorem 2.1. To state the result, for convenience, we use the semiclassical notation and write $h=\lambda^{-1}$. Assume, as we may, that $(M, g)$ is embedded in a compact smooth Riemannian manifold $(N, g)$ without boundary of the same dimension. Let $U \subset N$ be open such that $M \subset U$. Let $H^{s}(N), s \in \mathbb{R}$, be the standard Sobolev space on $N$, equipped with the natural semiclassical norm,

$$
\begin{equation*}
\|u\|_{H_{\mathrm{scl}}^{s}(N)}=\left\|J^{s} u\right\|_{L^{2}(N)} \tag{2.12}
\end{equation*}
$$

where the Bessel potential $J^{s}=\left(1-h^{2} \Delta_{g}\right)^{s / 2}$ is defined by the self-adjoint functional calculus on $L^{2}(N)$.

Proposition 2.4. Let $s \in \mathbb{R}$. Given $\delta>0$ and $\varepsilon>0$, there exists $C=$ $C(N, g, \delta, \varepsilon)>0$ and a set $J=J(N, g, \delta, \varepsilon) \subset[1, \infty)$ with $|J| \leq \delta$ such that

$$
\begin{equation*}
\|u\|_{H_{\mathrm{scl}}^{s}(N)} \leq C h^{-2-n-\varepsilon}\left\|\left(-h^{2} \Delta_{g}-1\right) u\right\|_{H_{\mathrm{scl}}^{s}(N)}, \quad u \in C_{0}^{\infty}\left(M^{i n t}\right) \tag{2.13}
\end{equation*}
$$

for all $h>0$ small enough such that $h^{-1} \in[1, \infty) \backslash J$.

Proof. We shall follow [8, Lemma 4.3], see also [22, Proposition 2.2], [31, Lemma 3.2]. First it follows from Theorem 2.1 that

$$
\begin{equation*}
\|u\|_{L^{2}(N)} \leq C h^{-2-n-\varepsilon}\left\|\left(-h^{2} \Delta_{g}-1\right) u\right\|_{L^{2}(N)}, \quad u \in C_{0}^{\infty}(U) \tag{2.14}
\end{equation*}
$$

for all $h>0$ such that $h^{-1} \in[1, \infty) \backslash J$.
Now note that $J^{s}$ is a semiclassical pseudodifferential operator of order $s$ on $N$, i.e. $J^{s} \in \mathrm{Op}_{h}\left(S^{s}\left(T^{*} N\right)\right)$, see [40, Proposition 16.1.1], and see [22, Section 2] for the definition of the symbol class $S^{s}\left(T^{*} N\right)$ and the standard $h$-quantization $\mathrm{Op}_{h}\left(S^{s}\left(T^{*} N\right)\right)$. Therefore, we have the following pseudolocal estimates: if $\psi, \chi \in$ $C^{\infty}(N)$ with $\chi=1$ near $\operatorname{supp}(\psi)$ and if $\alpha, \beta \in \mathbb{R}$ then

$$
\begin{equation*}
(1-\chi) J^{s} \psi=\mathcal{O}\left(h^{\infty}\right): H_{\mathrm{scl}}^{\alpha}(N) \rightarrow H_{\mathrm{scl}}^{\beta}(N) \tag{2.15}
\end{equation*}
$$

all $0<h \leq 1$. Let $\chi \in C_{0}^{\infty}(U)$ be such that $\chi=1$ near $M$. Then using (2.14), (2.12), and (2.15), we get for for all $h>0$ such that $h^{-1} \in[1, \infty) \backslash J$ and $u \in C_{0}^{\infty}\left(M^{\text {int }}\right)$ that

$$
\begin{align*}
\|u\|_{H_{\mathrm{scl}}^{s}(N)} & \leq\left\|\chi J^{s} u\right\|_{L^{2}(N)}+\left\|(1-\chi) J^{s} u\right\|_{L^{2}(N)} \\
& \leq C h^{-2-n-\varepsilon}\left\|\left(-h^{2} \Delta_{g}-1\right)\left(\chi J^{s} u\right)\right\|_{L^{2}(N)}+\mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\mathrm{scl}}^{s}(N)} \\
& \leq C h^{-2-n-\varepsilon}\left(\left\|\chi\left(-h^{2} \Delta_{g}-1\right)\left(J^{s} u\right)\right\|_{L^{2}(N)}+\left\|\left[-h^{2} \Delta_{g}, \chi\right]\left(J^{s} u\right)\right\|_{L^{2}(N)}\right) \\
& +\mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\mathrm{scl}}^{s}(N)} \\
& \leq C h^{-2-n-\varepsilon}\left\|\left(-h^{2} \Delta_{g}-1\right)\left(J^{s} u\right)\right\|_{L^{2}(N)}+\mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\mathrm{scl}}^{s}(N)} \\
& \leq C h^{-2-n-\varepsilon}\left\|J^{s}\left(-h^{2} \Delta_{g}-1\right) u\right\|_{L^{2}(N)}+\mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\mathrm{scl}}^{s}(N)} \\
& \leq C h^{-2-n-\varepsilon}\left\|\left(-h^{2} \Delta_{g}-1\right) u\right\|_{H_{\mathrm{scl}}^{s}(N)}+\mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\mathrm{scl}(N)}^{s}} . \tag{2.16}
\end{align*}
$$

Here we have used that

$$
\left\|\left[-h^{2} \Delta_{g}, \chi\right]\left(J^{s} u\right)\right\|_{L^{2}(N)} \leq \mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\mathrm{scl}}^{s}(N)}
$$

which is a consequence of (2.15), and the fact that $\left[-h^{2} \Delta_{g}, J^{s}\right]=0$. Absorbing the error term $\mathcal{O}\left(h^{\infty}\right)\|u\|_{H_{\text {scl }}^{s}(N)}$ in the left hand side of 2.16 ), we get the estimate (2.13) for $h$ small enough such that $h^{-1} \in[1, \infty) \backslash J$.

Using a standard argument, see [8, we convert the a priori estimate (2.13) into the following solvability result.

Proposition 2.5. Let $s \in \mathbb{R}, \delta>0$ and $\varepsilon>0$. Then if $h>0$ is small enough such that $h^{-1} \in[1, \infty) \backslash J,|J| \leq \delta$, then for any $v \in H^{s}\left(M^{\text {int }}\right)$, there is a solution $u \in H^{s}\left(M^{\text {int }}\right)$ of the equation

$$
\left(-h^{2} \Delta_{g}-1\right) u=v \quad \text { in } \quad M^{i n t}
$$

which satisfies

$$
\|u\|_{H_{s c l}^{s}\left(M^{i n t}\right)} \leq C h^{-2-n-\varepsilon}\|v\|_{H_{s c l}^{s}\left(M^{i n t}\right)}, \quad C=C(M, g, \delta, \varepsilon)>0
$$

Here

$$
H^{s}\left(M^{\mathrm{int}}\right)=\left\{\left.V\right|_{M^{\mathrm{int}}}: V \in H^{s}(N)\right\}, \quad s \in \mathbb{R}
$$

with the norm

$$
\|v\|_{H_{\mathrm{scl}}^{s}\left(M^{\mathrm{int}}\right)}=\inf _{V \in H^{s}(N), v=\left.V\right|_{M^{\mathrm{intt}}}}\|V\|_{H_{\mathrm{scl}}^{s}(N)} .
$$

## 3. Proof of Theorem 1.1

3.1. Gaussian beam quasimodes and solutions to Helmholtz equations. Let $(M, g)$ be a smooth compact oriented Riemannian manifold of dimension $n \geq 2$ with smooth boundary. Let $\gamma:[0, T] \rightarrow M, 0<T<\infty$, be a unit speed non-tangential geodesic on $M$. Here following [10], we say that a unit speed geodesic $\gamma:[0, T] \rightarrow M, 0<T<\infty$, is non-tangential if $\gamma(0), \gamma(T) \in \partial M$, $\gamma(t) \in M^{\text {int }}$ for all $0<t<T$, and $\dot{\gamma}(0), \dot{\gamma}(T)$ are non-tangential vectors on $\partial M$.
We shall need the following well-known result concerning the construction of Gaussian beam quasimodes on $M$, localized to the non-tangential geodesic $\gamma$, see [10, 14, 25]. As in [25], it will be convenient to normalize our quasimodes in $L^{4}(M)$, as later we have to work with products of four such quasimodes.

Proposition 3.1. For any $k \in \mathbb{N} \cup\{0\}$ and $R \geq 1$, there exist $N \in \mathbb{N}$ and a family of Gaussian beam quasimodes $v(\cdot ; \lambda) \in C^{\infty}(M), \lambda \geq 1$, such that $\operatorname{supp}(v(\cdot ; \lambda))$ is confined to a small neighborhood of $\gamma([0, T])$ and

$$
\begin{gather*}
\left\|\left(-\Delta_{g}-\lambda^{2}\right) v(\cdot ; \lambda)\right\|_{H^{k}\left(M^{i n t}\right)}=\mathcal{O}\left(\lambda^{-R}\right)  \tag{3.1}\\
\|v(\cdot ; \lambda)\|_{L^{4}(M)}=\mathcal{O}(1), \quad\|v(\cdot ; \lambda)\|_{L^{\infty}(M)}=\mathcal{O}\left(\lambda^{\frac{n-1}{8}}\right)
\end{gather*}
$$

as $\lambda \rightarrow \infty$. The local structure of the family $v(\cdot ; \lambda)$ is as follows: let $p \in \gamma([0, T])$ and let $t_{1}<\cdots<t_{N_{p}}$ be the times in $[0, T]$ when $\gamma\left(t_{l}\right)=p, l=1, \ldots, N_{p}$. In a sufficiently small neighborhood $U$ of a point $p$, we have

$$
\left.v\right|_{U}=v^{(1)}+\cdots+v^{\left(N_{p}\right)}
$$

where each $v^{(l)}$ has the form

$$
v^{(l)}(x ; \lambda)=\lambda^{\frac{n-1}{8}} e^{i \lambda \varphi(l)}(x) a^{(l)}(x ; \lambda)
$$

Here $\varphi=\varphi^{(l)} \in C^{\infty}(\bar{U} ; \mathbb{C})$ satisfies for $t$ near $t_{l}$,

$$
\varphi(\gamma(t))=t, \quad \nabla \varphi(\gamma(t))=\dot{\gamma}(t), \quad \operatorname{Im}\left(\nabla^{2} \varphi(\gamma(t))\right) \geq 0,\left.\quad \operatorname{Im}\left(\nabla^{2} \varphi\right)\right|_{\dot{j}(t)^{\perp}}>0
$$

and $a^{(l)} \in C^{\infty}(\bar{U})$ are of the form,

$$
a^{(l)}(\cdot ; \lambda)=\left(\sum_{j=0}^{N} \lambda^{-j} a_{j}^{(l)}\right) \chi\left(\frac{y}{\delta^{\prime}}\right)
$$

where $a_{0}^{(l)}(t, y)=a_{00}^{(l)}(t)+\mathcal{O}(|y|)$ with $a_{00}^{(l)}(t) \neq 0$ for all $t$. Here $(t, y)$ are the Fermi coordinates for $\gamma$ when $t$ near $t_{l}, \chi \in C_{0}^{\infty}\left(\mathbb{R}^{n-1}\right)$ is such that $0 \leq \chi \leq 1$, $\chi=1$ for $|y| \leq 1 / 4$ and $\chi=0$ for $|y| \geq 1 / 2$, and $\delta^{\prime}>0$ is a fixed number that can be taken arbitrarily small.

Let $\lambda \geq 1$. Next, we shall construct complex geometric optics solutions to the Helmholtz equation

$$
\begin{equation*}
-\Delta_{g} u-\lambda^{2} u=0 \quad \text { in } \quad M^{\mathrm{int}} \tag{3.2}
\end{equation*}
$$

based on the Gaussian beam quasimodes of Proposition 3.1. Specifically, we look for solutions to $(3.2)$ in the form,

$$
u(\cdot ; \lambda)=v(\cdot ; \lambda)+r(\cdot ; \lambda),
$$

where $v(\cdot ; \lambda)$ is the Gaussian beam quasimode given in Proposition 3.1, and $r(\cdot ; \lambda)$ is the remainder term. Hence, $u$ solves (3.2) provided that $r$ satisfies the equation,

$$
\begin{equation*}
\left(-\Delta_{g}-\lambda^{2}\right) r=-\left(-\Delta_{g}-\lambda^{2}\right) v, \quad \text { in } \quad M^{\mathrm{int}} \tag{3.3}
\end{equation*}
$$

Let $k \in \mathbb{N}$ and $R \geq 1$ be large. Letting $h=\lambda^{-1}$, it follows from Proposition 2.5 that for all $h>0$ small enough such that $h^{-1} \in[1, \infty) \backslash J,|J| \leq \delta$, there is $r \in H^{k}\left(M^{\text {int }}\right)$ satisfying (3.3) such that

$$
\begin{equation*}
\|r\|_{H_{\mathrm{scl}}^{k}\left(M^{\mathrm{int}}\right)} \leq \mathcal{O}\left(h^{-2-n-\varepsilon}\right)\left\|\left(-h^{2} \Delta_{g}-1\right) v\right\|_{H_{\mathrm{scl}}^{k}\left(M^{\mathrm{int}}\right)} \leq \mathcal{O}\left(h^{R-n-\varepsilon}\right) \tag{3.4}
\end{equation*}
$$

Here we have used (3.1). Thus, for any $K$ and $k$, there is $R$ large enough such that (3.4) gives that

$$
\|r\|_{H^{k}\left(M^{\mathrm{int}}\right)} \leq h^{-k}\|r\|_{H_{\mathrm{scl}}^{k}\left(M^{\mathrm{int}}\right)}=\mathcal{O}\left(h^{K}\right)
$$

We summarize the discussion above in the following proposition.
Proposition 3.2. Let $k \in \mathbb{N}, K \geq 1$, and $\delta>0$. Then for $\lambda \geq 1$ large enough such that $\lambda \in[1, \infty) \backslash J,|J| \leq \delta$, there is $u=u(\cdot ; \lambda) \in H^{k}\left(M^{\text {int }}\right)$ solving $\left(-\Delta_{g}-\lambda^{2}\right) u=0$ in $M^{\text {int }}$ and having the form

$$
u(\cdot ; \lambda)=v(\cdot ; \lambda)+r(\cdot ; \lambda),
$$

where $v(\cdot ; \lambda) \in C^{\infty}(M)$ is the Gaussian beam quasimode given in Proposition 3.1 and $r(\cdot ; \lambda) \in H^{k}\left(M^{\text {int }}\right)$ such that $\|r\|_{H^{k}\left(M^{i n t}\right)}=\mathcal{O}\left(\lambda^{-K}\right)$, as $\lambda \rightarrow \infty$.

Remark 3.3. Taking $k>n / 2+3$ and using the Sobolev embedding $H^{k}\left(M^{\text {int }}\right) \subset$ $C^{3}(M)$, we conclude that $u \in C^{3}(M)$ with

$$
\|r\|_{C^{3}(M)}=\mathcal{O}\left(\lambda^{-K}\right)
$$

as $\lambda \rightarrow \infty$.
3.2. Main part of the proof of Theorem 1.1. Following [14, 25, 21], we start by performing the third order linearization of the problem (1.1) and the Dirichlet-to-Neumann map. To that end letting $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right) \in \mathbb{C}^{3}$ and $f_{k} \in C^{2, \alpha}(\partial M)$, $k=1,2,3$, we consider the Dirichlet problem

$$
\begin{cases}-\Delta_{g} u_{j}-\lambda^{2} u_{j}+q_{j}(x) u_{j}^{3}=0 & \text { in } \quad M^{\mathrm{int}}  \tag{3.5}\\ u_{j}=\varepsilon_{1} f_{1}+\varepsilon_{2} f_{2}+\varepsilon_{3} f_{3} & \text { on } \quad \partial M\end{cases}
$$

$j=1,2$. It follows from [21, Theorem B.1], see also [14, Proposition 1] and [25, Proposition 2.1], that for all $|\varepsilon|$ sufficiently small, the problem (3.5) has a unique small solution $u_{j}=u_{j}(x, \varepsilon)$, which depends holomorphically on $\varepsilon \in \operatorname{neigh}\left(0, \mathbb{C}^{3}\right)$. Differentiating (3.5) with respect to $\varepsilon_{l}, l=1,2,3$, and using that $u_{j}(x, 0)=0$, we get

$$
\left\{\begin{array}{l}
-\Delta_{g} v_{j}^{(l)}-\lambda^{2} v_{j}^{(l)}=0 \quad \text { in } \quad M^{\text {int }}  \tag{3.6}\\
v_{j}^{(l)}=f_{l} \quad \partial M
\end{array}\right.
$$

where $v_{j}^{(l)}=\left.\partial_{\varepsilon} u_{j}\right|_{\varepsilon=0}$. By the uniqueness and elliptic regularity for (3.6), we have $v^{(l)}:=v_{1}^{(l)}=v_{2}^{(2)} \in C^{2, \alpha}(M), l=1,2,3$, see [15, Theorem 6.15]. Applying $\left.\partial_{\varepsilon_{1}} \partial_{\varepsilon_{2}} \partial_{\varepsilon_{3}}\right|_{\varepsilon=0}$ to (3.5), we get the third order linearization,

$$
\left\{\begin{array}{lc}
-\Delta_{g} w_{j}-\lambda^{2} w_{j}+6 q_{j}(x) v^{(1)} v^{(2)} v^{(3)}=0 & \text { in } \quad M^{\text {int }}  \tag{3.7}\\
w_{j}=0 & \text { on } \partial M
\end{array}\right.
$$

where $w_{j}:=\left.\partial_{\varepsilon_{1}} \partial_{\varepsilon_{2}} \partial_{\varepsilon_{3}} u_{j}\right|_{\varepsilon=0}$.
The fact that for some $\lambda \in[1, \infty) \backslash J$ sufficiently large, we have $\Lambda_{q_{1}}^{\lambda}\left(\varepsilon_{1} f_{1}+\varepsilon_{2} f_{2}+\right.$ $\left.\varepsilon_{3} f_{3}\right)=\Lambda_{q_{2}}^{\lambda}\left(\varepsilon_{1} f_{1}+\varepsilon_{2} f_{2}+\varepsilon_{3} f_{3}\right)$ for all small $\varepsilon$ and $f_{j} \in C^{2, \alpha}(\partial M)$ yields that $\left.\partial_{\nu} u_{1}\right|_{\partial M}=\left.\partial_{\nu} u_{2}\right|_{\partial M}$. Therefore, $\left.\partial_{\nu} w_{1}\right|_{\partial M}=\left.\partial_{\nu} w_{2}\right|_{\partial M}$. Multiplying the difference of two equations in (3.7) by $v^{(4)} \in C^{2, \alpha}(M)$ such that $-\Delta_{g} v^{(4)}-\lambda^{2} v^{(4)}=0$ in $M^{\text {int }}$, and using Green's formula, we get

$$
\begin{equation*}
\int_{M} p v^{(1)} v^{(2)} v^{(3)} v^{(4)} d V_{g}=0 . \tag{3.8}
\end{equation*}
$$

Here $p=q_{1}-q_{2}$. Note that (3.8) holds for all $v^{(l)} \in C^{2, \alpha}(M)$ such that $-\Delta_{g} v^{(l)}-$ $\lambda^{2} v^{(l)}=0$ in $M^{\text {int }}, l=1, \ldots, 4$.
We shall next show that $p=0$. To that end, let $x_{0} \in M$ be such that

$$
\begin{equation*}
\sup _{x \in M}|p(x)|=\left|p\left(x_{0}\right)\right| \tag{3.9}
\end{equation*}
$$

Assume first that $x_{0} \in M^{\text {int }}$. By the condition (H), there are two non-tangential unit speed geodesics $\gamma:[0, T] \rightarrow M$ and $\eta:[0, S] \rightarrow M, 0<T, S<\infty$, such that $\gamma$ and $\eta$ do not have self-intersections at $x_{0}$ and $x_{0}$ is the only point of their intersections.

Furthermore, there is a constant $B>0$ such that $p \in \mathcal{A}(B)$. Throughout the following discussion, it is important to note that all implicit constants might rely on several factors, such as the manifold $(M, g)$, the constant $B$ ensuring $p \in \mathcal{A}(B)$, the point $x_{0}$, and the specific geodesics $\gamma$ and $\eta$, including their lengths and the angle between them. Since in Theorem [1.1, we simply assert that the frequency $\lambda_{0}$ is dependent on $(M, g)$ and $p$, without specifying the precise nature of this dependence, to avoid clutter, we will not explicitly state the dependence on these factors in the implicit constants mentioned below.
Using Proposition 3.2 and Remark 3.3 , for $\lambda \in[1, \infty) \backslash J$ large enough, we have $v^{(l)} \in C^{3}(M)$ solving $-\Delta_{g} v^{(l)}-\lambda^{2} v^{(l)}=0$ in $M^{\text {int }}, l=1,2$, of the form

$$
\begin{equation*}
v^{(1)}=v+r_{1}, \quad v^{(2)}=w+r_{2}, \tag{3.10}
\end{equation*}
$$

where $v=v(\cdot ; \lambda), w=w(\cdot ; \lambda) \in C^{\infty}(M)$ are Gaussian beam quasimodes concentrating near the geodesics $\gamma$ and $\eta$, respectively, given in Proposition 3.1, and

$$
\begin{equation*}
\left\|r_{l}\right\|_{L^{\infty}(M)}=\mathcal{O}\left(\lambda^{-K}\right) \tag{3.11}
\end{equation*}
$$

as $\lambda \rightarrow \infty, K \gg 1$. We set

$$
\begin{equation*}
v^{(3)}=\overline{v^{(1)}}, \quad v^{(4)}=\overline{v^{(2)}} \tag{3.12}
\end{equation*}
$$

It follows from Proposition 3.1 that in a sufficiently small neighborhood of the point $x_{0}$, we have

$$
\begin{equation*}
v(x ; \lambda)=\lambda^{\frac{n-1}{8}} e^{i \lambda \varphi(x)} a(x ; \lambda), \quad w(x ; \lambda)=\lambda^{\frac{n-1}{8}} e^{i \lambda \psi(x)} b(x ; \lambda), \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
& \varphi(\gamma(t))=t, \quad \nabla \varphi(\gamma(t))=\dot{\gamma}(t), \quad \operatorname{Im}\left(\nabla^{2} \varphi(\gamma(t))\right) \geq 0,\left.\quad \operatorname{Im}\left(\nabla^{2} \varphi\right)\right|_{\dot{\gamma}(t)^{\perp}>0}, \\
& \psi(\eta(\tau))=\tau, \quad \nabla \psi(\eta(\tau))=\dot{\eta}(\tau), \quad \operatorname{Im}\left(\nabla^{2} \psi(\eta(\tau))\right) \geq 0,\left.\quad \operatorname{Im}\left(\nabla^{2} \psi\right)\right|_{\dot{\eta}(\tau)^{\perp}}>0 \tag{3.14}
\end{align*}
$$

and

$$
\begin{array}{ll}
a(t, y ; \lambda)=\sum_{j=0}^{N} \lambda^{-j} \widetilde{a}_{j}(t, y), & \widetilde{a}_{j}(t, y)=a_{j}(t, y) \chi\left(\frac{y}{\delta^{\prime}}\right), \\
b(\tau, z ; \lambda)=\sum_{j=0}^{N} \lambda^{-j} \widetilde{b}_{j}(\tau, z), & \widetilde{b}_{j}(\tau, z)=b_{j}(\tau, z) \chi\left(\frac{z}{\delta^{\prime}}\right) . \tag{3.15}
\end{array}
$$

Here

$$
\begin{array}{lll}
a_{0}(t, y)=a_{00}(t)+\mathcal{O}(|y|), & a_{00}(t) \neq 0, & \forall t \\
b_{0}(\tau, z)=b_{00}(\tau)+\mathcal{O}(|z|), & b_{00}(\tau) \neq 0, & \forall \tau
\end{array}
$$

$(t, y)$ and $(\tau, z)$ are the Fermi coordinates for $\gamma$ and $\eta, \chi \in C_{0}^{\infty}\left(\mathbb{R}^{n-1}\right)$ is such that $0 \leq \chi \leq 1, \chi=1$ for $|y| \leq 1 / 4$ and $\chi=0$ for $|y| \geq 1 / 2$, and $\delta^{\prime}>0$ is a fixed
number that can be taken arbitrarily small. We also have

$$
\begin{align*}
& \|v\|_{L^{4}(M)}=\mathcal{O}(1), \quad\|w\|_{L^{4}(M)}=\mathcal{O}(1) \\
& \|v\|_{L^{\infty}(M)}=\mathcal{O}\left(\lambda^{\frac{n-1}{8}}\right), \quad\|w\|_{L^{\infty}(M)}=\mathcal{O}\left(\lambda^{\frac{n-1}{8}}\right) \tag{3.16}
\end{align*}
$$

as $\lambda \rightarrow \infty$. Now thanks to the bounds (3.11), (3.16), for any $L>0$, we can find $K$ large so that we have

$$
\begin{equation*}
v^{(1)} v^{(2)} v^{(3)} v^{(4)}=|v|^{2}|w|^{2}+R, \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\|R\|_{L^{\infty}(M)}=\mathcal{O}\left(\lambda^{-L}\right) \tag{3.18}
\end{equation*}
$$

Substituting (3.17) into the integral identity (3.8), and using (3.18), we get

$$
\begin{equation*}
\left.\left|\int_{M} p\right| v\right|^{2}|w|^{2} d V_{g} \mid \leq \mathcal{O}\left(\lambda^{-L}\right)\|p\|_{L^{\infty}(M)} \tag{3.19}
\end{equation*}
$$

Now recall that $x_{0}$ is the only intersection point of the geodesics $\gamma$ and $\eta$. Let $\widetilde{\delta}>0$. Taking $\delta^{\prime}>0$ in (3.15) to be sufficiently small but fixed, we could achieve that the support of the product $|v|^{2}|w|^{2}$ is contained in an open geodesic ball $B_{\widetilde{\delta}}\left(x_{0}\right)$ in $M$ of radius $\widetilde{\delta}$ centered at $x_{0}$. In $B_{\widetilde{\delta}}\left(x_{0}\right)$, using (3.13) and (3.15), we get

$$
\begin{equation*}
|v|^{2}|w|^{2}=\lambda^{\frac{n-1}{2}} e^{-2 \lambda(\operatorname{Im} \varphi+\operatorname{Im} \psi)}\left(\left|\widetilde{a}_{0}\right|^{2}\left|\widetilde{b}_{0}\right|^{2}+\mathcal{O}_{L^{\infty}\left(B_{\tilde{\delta}}\left(x_{0}\right)\right)}\left(\lambda^{-1}\right)\right) \tag{3.20}
\end{equation*}
$$

Letting

$$
\begin{equation*}
\Psi=2(\operatorname{Im} \varphi+\operatorname{Im} \psi) \geq 0 \tag{3.21}
\end{equation*}
$$

we have from (3.21) and (3.14) that

$$
\begin{equation*}
\Psi\left(x_{0}\right)=0, \quad d \Psi\left(x_{0}\right)=0, \quad \nabla^{2} \Psi\left(x_{0}\right)>0 \tag{3.22}
\end{equation*}
$$

The latter inequality follows from the fact that the Hessians of $\operatorname{Im} \varphi$ and $\operatorname{Im} \psi$ at $x_{0}$ are positive semidefinite and positive definite in the directions orthogonal to $\gamma$ and $\eta$, respectively. If $z=\left(z_{1}, \ldots, z_{n}\right)$ are normal coordinates centered at $x_{0}$, we have

$$
\Psi(z)=\frac{1}{2} \Psi^{\prime \prime}(0) z \cdot z+\mathcal{O}\left(|z|^{3}\right)
$$

where the Hessian $\Psi^{\prime \prime}(0)>0$. Thus, by choosing $\widetilde{\delta}$ small enough, we get

$$
\begin{equation*}
\Psi(z) \geq c|z|^{2} \quad \text { in } \quad B_{\tilde{\delta}}\left(x_{0}\right) \tag{3.23}
\end{equation*}
$$

for some $c>0$.

Substituting (3.20) into (3.19), we obtain that

$$
\begin{align*}
\left.\left.\left|\lambda^{\frac{n-1}{2}} \int_{B_{\tilde{\delta}}\left(x_{0}\right)} p e^{-\lambda \Psi}\right| \widetilde{a}_{0}\right|^{2}\left|\widetilde{b}_{0}\right|^{2} d V_{g} \right\rvert\, \leq & \mathcal{O}\left(\lambda^{-L}\right)\|p\|_{L^{\infty}(M)} \\
& +\mathcal{O}\left(\lambda^{\frac{n-1}{2}-1}\right)\|p\|_{L^{\infty}(M)} \int_{B_{\tilde{\delta}}\left(x_{0}\right)} e^{-\lambda \Psi} d V_{g} . \tag{3.24}
\end{align*}
$$

Writing the integral in the normal coordinates, using $d V_{g}(z)=|g(z)|^{1 / 2} d z$ and (3.23), we get

$$
\begin{equation*}
\int_{B_{\tilde{\delta}}\left(x_{0}\right)} e^{-\lambda \Psi} d V_{g} \leq \mathcal{O}(1) \int_{\mathbb{R}^{n}} e^{-\lambda c|z|^{2}} d z=\mathcal{O}\left(\lambda^{-n / 2}\right) \tag{3.25}
\end{equation*}
$$

Thus, fixing

$$
\begin{equation*}
L=3 / 2, \tag{3.26}
\end{equation*}
$$

we obtain from (3.24) and (3.25) that

$$
\begin{equation*}
\left.\left.\left|\lambda^{\frac{n}{2}} \int_{B_{\tilde{\delta}}\left(x_{0}\right)} p e^{-\lambda \Psi}\right| \widetilde{a}_{0}\right|^{2}\left|\widetilde{b}_{0}\right|^{2} d V_{g} \right\rvert\, \leq \mathcal{O}\left(\lambda^{-1}\right)\|p\|_{L^{\infty}(M)} \tag{3.27}
\end{equation*}
$$

Next, we shall use the rough stationary phase Lemma A.1 in the integral in (3.27). To that end, we shall write the integral in the normal coordinates $z$ centered at $x_{0}$, and redefine $\widetilde{\delta}>0$ to be smaller if necessary. We get

$$
\begin{align*}
& \lambda^{\frac{n}{2}} \int_{B_{\tilde{\delta}}\left(x_{0}\right)} p e^{-\lambda \Psi}\left|\widetilde{a}_{0}\right|^{2}\left|\widetilde{b}_{0}\right|^{2} d V_{g}=\lambda^{\frac{n}{2}} \int_{B_{\tilde{\delta}}(0)} p(z) e^{-\lambda \Psi(z)}\left|\widetilde{a}_{0}(z)\right|^{2}\left|\widetilde{b}_{0}(z)\right|^{2}|g(z)|^{1 / 2} d z \\
& =\frac{(2 \pi)^{\frac{n}{2}}}{\left(\operatorname{det} \nabla^{2} \Psi\left(x_{0}\right)\right)^{1 / 2}}\left|p\left(x_{0}\right)\right|\left|a_{0}\left(x_{0}\right)\right|^{2}\left|b_{0}\left(x_{0}\right)\right|^{2}+\mathcal{O}(1) \lambda^{-\frac{\alpha}{2}}\|p\|_{C^{0, \alpha}(M)} \tag{3.28}
\end{align*}
$$

Here we have also used A.1 and the fact that $|g(0)|=1$ in the normal coordinates. Combining (3.27) and (3.28), we obtain that

$$
\begin{equation*}
\frac{1}{\left(\operatorname{det} \nabla^{2} \Psi\left(x_{0}\right)\right)^{1 / 2}}\left|p\left(x_{0}\right)\left\|\left.a_{0}\left(x_{0}\right)\right|^{2}\left|b_{0}\left(x_{0}\right)\right|^{2} \leq \mathcal{O}\left(\lambda^{-\alpha / 2}\right)\right\| p \|_{C^{0, \alpha}(M)}\right. \tag{3.29}
\end{equation*}
$$

Therefore, using that $a_{0}\left(x_{0}\right) \neq 0$, and $b_{0}\left(x_{0}\right) \neq 0$, we get from (3.29) that

$$
\begin{equation*}
\left|p\left(x_{0}\right)\right| \leq \mathcal{O}\left(\lambda^{-\alpha / 2}\right)\|p\|_{C^{0, \alpha}(M)} \tag{3.30}
\end{equation*}
$$

for $\lambda \in[1, \infty) \backslash J$ large enough, satisfying the assumption (A).
It follows from (3.9) and (3.30) that

$$
\begin{equation*}
\|p\|_{L^{\infty}(M)} \leq \mathcal{O}\left(\lambda^{-\alpha / 2}\right)\|p\|_{C^{0, \alpha}(M)} \tag{3.31}
\end{equation*}
$$

Since $p \in \mathcal{A}(B)$, get from (3.31) that

$$
\begin{equation*}
\|p\|_{L^{\infty}(M)} \leq B \mathcal{O}\left(\lambda^{-\alpha / 2}\right)\|p\|_{L^{\infty}(M)} \tag{3.32}
\end{equation*}
$$

Now choosing $\lambda \in[1, \infty) \backslash J$ large enough, satisfying the assumption (A) and depending on $B$, we conclude from (3.32) that $p=0$ in $M$.
If $x_{0} \in \partial M$ then (3.8) and Proposition B.1 imply that $p\left(x_{0}\right)=0$, and therefore, (3.9) yields that $p=0$ in $M$. This completes the proof of Theorem 1.1.

## 4. Proof of Theorem 1.8

4.1. Gaussian beam quasimodes and solutions to Helmholtz equations with uniform constants. Let $(M, g)$ be a smooth compact oriented Riemannian manifold of dimension $n \geq 2$ with smooth boundary, and let $T_{x} M$ be the tangent space at the point $x \in M$. We write $\langle\cdot, \cdot\rangle=\langle\cdot, \cdot\rangle_{g}=g(\cdot, \cdot)$ for the $g$-inner product for tangent vectors and $|\cdot|=|\cdot|_{g}=\sqrt{\langle\cdot, \cdot\rangle_{g}}$ for the norm of tangent vectors. The unit sphere bundle $S M$ of $M$ is defined as

$$
S M=\cup_{x \in M} S_{x} M, \quad S_{x} M=\left\{(x, w) \in T_{x} M:|w|_{g}=1\right\}
$$

The boundary of $S M$ is given by $\partial(S M)=\{(x, w) \in S M: x \in \partial M\}$. It is the union of the sets of inward and outward pointing vectors,

$$
\partial_{ \pm} S M=\{(x, w) \in \partial(S M): \pm\langle w, \nu\rangle \leq 0\}
$$

where $\nu$ is the outward unit normal to the boundary of $M$.
Let $(x, w) \in \partial_{+} S M$, and let $\gamma=\gamma_{x, w}(t):[0, \tau(x, w)] \rightarrow M$ be the maximally extended unit speed geodesic such that $\gamma(0)=x$ and $\dot{\gamma}(0)=w$.

Let $T>0$ be fixed. Following [31, Theorem 6.2], we allow the manifold ( $M, g$ ) to have trapped geodesics, i.e. $\tau(x, w)$ maybe $+\infty$ for some $(x, w)$, but we shall only work with $(x, w) \in \mathcal{G}_{T}$ where

$$
\mathcal{G}_{T}=\left\{(x, w) \in \partial_{+} S M: \tau(x, w) \leq T\right\} .
$$

Note that $\tau(x, w)$ is the length of the geodesic $\gamma_{x, w}$.
We will utilize a recently established result, see [31, Theorem 6.2], concerning the construction of Gaussian beam quasimodes on $M$, localized to $\gamma_{x, w}$, with uniform bounds over $(x, w) \in \mathcal{G}_{T}$.

Theorem 4.1. Let $T>0, k \in \mathbb{N} \cup\{0\}$, and $R \geq 0$ be given. There are constants $C=C(M, g, T, k, R)>0, \widetilde{C}=\widetilde{C}(M, g, T, k, R)>0$, and $N=N(M, g, T, k, R) \in$ $\mathbb{N}$ such that for any $(x, w) \in \mathcal{G}_{T}$, there exists a family of Gaussian beam quasimodes $v=v(\cdot ; \lambda)=v_{x, w}(\cdot ; \lambda) \in C^{\infty}(M), \lambda \geq 1$, associated to $\gamma=\gamma_{x, w}$, and satisfying

$$
\begin{gather*}
\left\|\left(-\Delta_{g}-\lambda^{2}\right) v(\cdot ; \lambda)\right\|_{H^{k}\left(M^{i n t}\right)} \leq C \lambda^{-R}  \tag{4.1}\\
\|v(\cdot ; \lambda)\|_{L^{4}(M)} \leq C, \quad\|v(\cdot ; \lambda)\|_{L^{\infty}(M)} \leq C \lambda^{\frac{n-1}{8}}
\end{gather*}
$$

as $\lambda \rightarrow \infty$. There is also a symmetric complex $(1,1)$-tensor $H(t)=H_{x, w}(t)$ on $T_{\gamma(t)} M$, depending smoothly on $t \in[0, \tau(x, w)]$ and satisfying

$$
\operatorname{Im}\left(H(t)^{b}\right) \geq 0,\left.\quad \operatorname{Im}\left(H(t)^{b}\right)\right|_{\dot{\gamma}(t)^{\perp}} \geq \widetilde{C}^{-1} g
$$

The local structure of the family $v(\cdot ; \lambda)$ is as follows: if $p \in \gamma([0, \tau(x, w)])$ and $t_{1}<\cdots<t_{N_{p}}$ are the times in $[0, \tau(x, w)]$ when $\gamma\left(t_{l}\right)=p, l=1, \ldots, N_{p}$, then in a small neighborhood $U$ of $p$, we have

$$
\left.v\right|_{U}=v^{(1)}+\cdots+v^{\left(N_{p}\right)},
$$

where each $v^{(l)}$ has the form

$$
v^{(l)}(x ; \lambda)=\lambda^{\frac{n-1}{8}} e^{i \lambda \varphi^{(l)}(x)} a^{(l)}(x ; \lambda)
$$

Here $\varphi=\varphi^{(l)} \in C^{\infty}(\bar{U} ; \mathbb{C})$ satisfies for $t$ near $t_{l}$,

$$
\begin{equation*}
\varphi(\gamma(t))=t, \quad \nabla \varphi(\gamma(t))=\dot{\gamma}(t), \quad \nabla^{2} \varphi(\gamma(t))=H(t)^{b}, \quad\|\varphi\|_{C^{k}(\bar{U})} \leq \widetilde{C} \tag{4.2}
\end{equation*}
$$

and $a^{(l)} \in C^{\infty}(\bar{U})$ are of the form,

$$
\begin{equation*}
a^{(l)}(\cdot ; \lambda)=\left(\sum_{j=0}^{N} \lambda^{-j} a_{j}^{(l)}\right) \rho, \tag{4.3}
\end{equation*}
$$

where $\rho$ is a smooth cutoff function supported near $\gamma$ when $t$ is near $t_{l}$, and

$$
\begin{equation*}
a_{0}^{(l)}(\gamma(t))=\exp \left[-\frac{1}{2} \int_{0}^{t} \operatorname{tr}_{g}(H(s)) d s\right] . \tag{4.4}
\end{equation*}
$$

One also has $\left\|a_{j}^{(l)}\right\|_{C^{k}(\bar{U})} \leq \widetilde{C}, l=1, \ldots, N_{p}, \quad j=0, \ldots, N$.
Remark 4.2. According to the proof presented in [31, Theorem 6.2], the cutoff function $\rho=\rho^{(l)}$ used in the amplitude $a^{(l)}$ in (4.3) is selected as $\rho(t, y)=$ $\chi\left(|y| / \delta_{1}\right)$, where $\delta_{1}=\delta_{1}(M, g, T, k, R)>0$ is small, see [31, formula (6.6) and discussion before it]. Here, $(t, y)$ are the Fermi coordinates for $\gamma$ when $t$ near $t_{l}$, and the function $\chi$ is fixed and belongs to the space $C_{0}^{\infty}(\mathbb{R})$, satisfying the properties: $0 \leq \chi \leq 1, \chi(t)=1$ for $|t| \leq 1 / 2$, and $\chi(t)=0$ for $|t| \geq 2 / 3$.

Remark 4.3. While the constant $C$ in Theorem 4.1 depends on $\delta_{1}$, the constants $\widetilde{C}$ and $N$ are independent of $\delta_{1}$. The independence of $\widetilde{C}$ of $\delta_{1}$ will be crucial in the proof of Theorem 1.8 below.

Remark 4.4. If $(M, g)$ is non-trapping, i.e. $\tau(x, w)<\infty$ for all $(x, w) \in \partial_{+} S M$, then $\mathcal{G}_{T}=\partial_{+} S M$ for sufficiently large $T$, see [31, Remark 6.1].

Let $K \geq 1$. Through a similar line of reasoning as in establishing Proposition 3.2 and Remark 3.3, fixing $\varepsilon$ in Proposition 2.5 and $k>n / 2+3$, and letting $R=K+k+n+\varepsilon$, we arrive at the following result regarding the construction of complex geometric optics solutions for the Helmholtz equation with uniform constants based on the Gaussian beam quasimodes of Theorem 4.1.

Proposition 4.5. Let $K \geq 1$ and $\delta>0$. Then for $\lambda \in[1, \infty) \backslash J$ large enough, $|J| \leq \delta$, there is $u=u(\cdot ; \lambda) \in C^{3}(M)$ solving $\left(-\Delta_{g}-\lambda^{2}\right) u=0$ in $M^{\text {int }}$ and having the form

$$
u(\cdot ; \lambda)=v(\cdot ; \lambda)+r(\cdot ; \lambda),
$$

where $v(\cdot ; \lambda) \in C^{\infty}(M)$ is the Gaussian beam quasimode constructed in Theorem 4.1 with the constants $C=C\left(M, g, T, K, \delta_{1}\right), \widetilde{C}=\widetilde{C}(M, g, T, K), N=$ $N(M, g, T, K)$, and $r(\cdot ; \lambda) \in C^{3}(M)$ such that $\|r\|_{C^{3}(M)} \leq C_{1} \lambda^{-K}$, as $\lambda \rightarrow \infty$ with $C_{1}=C_{1}\left(M, g, \delta, T, K, \delta_{1}\right)>0$.
4.2. Main part of the proof of Theorem 1.8. Let $T>0,0<\theta_{0}<\pi / 2$, $0<r<\frac{\operatorname{Inj}(M)}{2}$ and $c_{0}>0$ be constants given in the condition (H1). Let $E_{T, \theta_{0}, r, c_{0}}$ be the set of points $x \in M^{\text {int }}$ satisfying the condition (H1).

Based on the proof of Theorem 1.1, we begin with the integral identity (3.8). We shall show that $p=0$. If $\sup _{x \in M}|p(x)|$ is attained at some point on the boundary of $M$ then by Proposition B. 1 we conclude from (3.8) that $p=0$ at this point, and we are done. Thus, we only need to consider the case when $\sup _{x \in M}|p(x)|$ is not attained at any boundary point, and therefore, $\sup _{x \in M}|p(x)|$ is achieved at some point in $M^{\text {int }}$. In this case, $\sup _{x \in M}|p(x)|=\sup _{x \in M^{\text {int }}}|p(x)|=\|p\|_{L^{\infty}(M)}$. Let $\varepsilon>0$. The fact that $E_{T, \theta_{0}, r, c_{0}}$ is dense in $M^{\text {int }}$ and continuity of $p$ implies that there is $x_{0} \in E_{T, \theta_{0}, r, c_{0}}$ such that

$$
\begin{equation*}
\left|p\left(x_{0}\right)\right|>\|p\|_{L^{\infty}(M)}-\varepsilon \tag{4.5}
\end{equation*}
$$

As $x_{0} \in E_{T, \theta_{0}, r, c_{0}}$, there are two non-tangential unit-speed geodesics $\gamma=\gamma_{x_{1}, w_{1}}$ : $\left[0, \tau\left(x_{1}, w_{1}\right)\right] \rightarrow M$ and $\eta=\eta_{x_{2}, w_{2}}:\left[0, \tau\left(x_{2}, w_{2}\right)\right] \rightarrow M,\left(x_{1}, w_{1}\right),\left(x_{2}, w_{2}\right) \in \mathcal{G}_{T}$, such that $\gamma\left(t_{0}\right)=\eta\left(\tau_{0}\right)=x_{0}, t_{0} \in\left(0, \tau\left(x_{1}, w_{1}\right)\right), \tau_{0} \in\left(0, \tau\left(x_{2}, w_{2}\right)\right)$. Furthermore, both $\gamma$ and $\eta$ adhere to all other requirements outlined in (H1).
Let $\delta>0$ and $K \geq 1$. By Proposition 4.5, for $\lambda \in[1, \infty) \backslash J$ large enough, $|J| \leq \delta$, we have $v^{(1)}, v^{(2)} \in C^{3}(M)$ solving $\left(-\Delta_{g}-\lambda^{2}\right) v^{(l)}=0$ in $M^{\text {int }}, l=1,2$, of the form

$$
\begin{equation*}
v^{(1)}=v+r_{1}, \quad v^{(2)}=w+r_{2}, \tag{4.6}
\end{equation*}
$$

where $v=v(\cdot ; \lambda), w=w(\cdot ; \lambda) \in C^{\infty}(M)$ are the Gaussian beam quasimodes concentrating near the geodesics $\gamma$ and $\eta$, respectively, given in Theorem4.1, and $r_{l}, l=1,2$, satisfies

$$
\begin{equation*}
\left\|r_{l}\right\|_{L^{\infty}(M)} \leq C_{1} \lambda^{-K}, \tag{4.7}
\end{equation*}
$$

as $\lambda \rightarrow \infty$, with $C_{1}=C_{1}\left(M, g, \delta, T, K, \delta_{1}\right)>0$. It follows from Theorem 4.1 that

$$
\begin{equation*}
\|v\|_{L^{4}(M)} \leq C, \quad\|w\|_{L^{4}(M)} \leq C, \quad\|v\|_{L^{\infty}(M)} \leq C \lambda^{\frac{n-1}{8}}, \quad\|w\|_{L^{\infty}(M)} \leq C \lambda^{\frac{n-1}{8}} \tag{4.8}
\end{equation*}
$$

as $\lambda \rightarrow \infty$, where $C=C\left(M, g, T, K, \delta_{1}\right)>0$. We let

$$
\begin{equation*}
v^{(3)}=\overline{v^{(1)}}, \quad v^{(4)}=\overline{v^{(2)}} \tag{4.9}
\end{equation*}
$$

Utilizing (4.9), (4.7), and (4.8), we get

$$
\begin{equation*}
v^{(1)} v^{(2)} v^{(3)} v^{(4)}=|v|^{2}|w|^{2}+R, \tag{4.10}
\end{equation*}
$$

where $\|R\|_{L^{\infty}(M)} \leq C \lambda^{-K+\frac{3(n-1)}{8}}$ and the dependence of the implicit constant is as follows: $C=C\left(M, g, \delta, T, K, \delta_{1}\right)$, cf. (3.17) and (3.18).
Motivated by (3.26), we fix $K=\frac{3(n-1)}{8}+\frac{3}{2}$ so that $\|R\|_{L^{\infty}(M)} \leq C \lambda^{-\frac{3}{2}}$ with $C=C\left(M, g, \delta, T, \delta_{1}\right)$. Therefore, by substituting (4.10) into the integral identity (3.8), we arrive at

$$
\begin{equation*}
\left.\left|\int_{M} p\right| v\right|^{2}|w|^{2} d V_{g} \left\lvert\, \leq C \lambda^{-\frac{3}{2}}\|p\|_{L^{\infty}(M)}\right. \tag{4.11}
\end{equation*}
$$

wherein the implicit constant $C=C\left(M, g, \delta, T, \delta_{1}\right)>0$, cf. (3.19) and (3.26).
Let us mention that, since $K$ is fixed, the only dependence in the constants $C$, $\widetilde{C}$, and $N$ in Theorem4.1 is as follows: $C=C\left(M, g, T, \delta_{1}\right), \widetilde{C}=\widetilde{C}(M, g, T)$, and $N=N(M, g, T)$. Furthermore, the only dependence in $\delta_{1}$ in the cutoff function $\rho$ used in the amplitude of the Gaussian beam quasimodes $v$ and $w$ is as follows: $\delta_{1}=\delta_{1}(M, g, T)$, see Remark 4.2.

We have that the supports of $v$ and $w$ are contained within tubular neighborhoods with radius $\delta_{1}$ of $\gamma$ and $\eta$, that is,

$$
\begin{align*}
& \operatorname{supp}(v(\cdot ; \lambda)) \subset\left\{y \in M: d\left(y, \gamma\left(\left[0, \tau\left(x_{1}, w_{1}\right)\right]\right)\right)<\delta_{1}\right\} \\
& \operatorname{supp}(w(\cdot ; \lambda)) \subset\left\{y \in M: d\left(y, \eta\left(\left[0, \tau\left(x_{2}, w_{2}\right)\right]\right)\right)<\delta_{1}\right\} \tag{4.12}
\end{align*}
$$

for all $\lambda \geq 1$.
Next, we will demonstrate that if $\delta_{1}<\min \left\{r / 2, \operatorname{Inj}(M) /\left(1+2 c_{0}\right)\right\}$, the condition (iv) in assumption (H1) implies that for all $\lambda \geq 1$,

$$
\begin{equation*}
\operatorname{supp}(v(\cdot ; \lambda) w(\cdot ; \lambda)) \subset B_{\left(1+2 c_{0}\right) \delta_{1}}\left(x_{0}\right) \cap M \tag{4.13}
\end{equation*}
$$

Here, $B_{\left(1+2 c_{0}\right) \delta_{1}}\left(x_{0}\right)$ is an open geodesic ball in $S$ centered at $x_{0}$ with a radius of $\left(1+2 c_{0}\right) \delta_{1}$, where $(S, g)$ is the closed extension of $(M, g)$.
Indeed, if $y \in \operatorname{supp}(v(\cdot ; \lambda) w(\cdot ; \lambda)) \subset \operatorname{supp}(v(\cdot ; \lambda)) \cap \operatorname{supp}(w(\cdot ; \lambda))$ then it follows from (4.12) that $d\left(y, \gamma\left(t^{\prime}\right)\right)<\delta_{1}$ and $d\left(y, \eta\left(\tau^{\prime}\right)\right)<\delta_{1}$ for some $t^{\prime} \in\left[0, \tau\left(x_{1}, w_{1}\right)\right]$ and $\tau^{\prime} \in\left[0, \tau\left(x_{2}, w_{2}\right)\right]$. By the triangle inequality, we obtain $d\left(\gamma\left(t^{\prime}\right), \eta\left(\tau^{\prime}\right)\right)<$ $2 \delta_{1}<r$, and therefore, condition (iv) in assumption (H1) implies that

$$
\begin{equation*}
\left|t^{\prime}-t_{0}\right| \leq 2 c_{0} \delta_{1} \tag{4.14}
\end{equation*}
$$

Hence, since $\gamma$ is a unit-speed geodesic, we have

$$
\begin{equation*}
d\left(y, x_{0}\right) \leq d\left(y, \gamma\left(t^{\prime}\right)\right)+d\left(\gamma\left(t^{\prime}\right), x_{0}\right)<\delta_{1}+2 c_{0} \delta_{1} \tag{4.15}
\end{equation*}
$$

Therefore, $y \in B_{\left(1+2 c_{0}\right) \delta_{1}}\left(x_{0}\right)$ and this establishes the claim 4.13).

If we take $\tau=\tau_{0}$ in condition (iv) of assumption (H1), we see that if $d\left(\gamma(t), x_{0}\right)<$ $r$, then $\left|t-t_{0}\right| \leq c_{0} d\left(\gamma(t), x_{0}\right)$. Let

$$
\begin{equation*}
\rho=\min \left(r, \frac{\operatorname{Inj}(M)}{c_{0}}\right) . \tag{4.16}
\end{equation*}
$$

If $d\left(\gamma(t), x_{0}\right)<\rho$ then $\left|t-t_{0}\right|<\operatorname{Inj}(M)$, and therefore, $d\left(\gamma(t), \gamma\left(t_{0}\right)\right)=\left|t-t_{0}\right|$. A similar statement also holds for $\eta$.

We now claim that if $\delta_{1}<\frac{\rho}{2}$, the Gaussian beams $v$ and $w$ take the simple form given by (4.21) within $B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M$, where $B_{\frac{\rho}{2}}\left(x_{0}\right)$ is an open geodesic ball in $S$ centered at $x_{0}$ with a radius of $\frac{\rho}{2}$. Indeed, first, let us show that the set

$$
\begin{equation*}
\left\{y \in M: d(y, \gamma(t))<\delta_{1} \text { for some } t \in\left[0, \tau\left(x_{1}, w_{1}\right)\right],\left|t-t_{0}\right| \geq \rho\right\} \cap B_{\frac{\rho}{2}}\left(x_{0}\right) \tag{4.17}
\end{equation*}
$$

is empty. To prove this, we assume the contrary, that there exists a point $y$ in the intersection of the sets in 4.17). Then, we can find a value $t^{\prime}$ in the interval $\left[0, \tau\left(x_{1}, w_{1}\right)\right]$ with $\left|t^{\prime}-t_{0}\right| \geq \rho$ such that $d\left(y, \gamma\left(t^{\prime}\right)\right)<\delta_{1}$ and $d\left(y, x_{0}\right)<\frac{\rho}{2}$. Using the triangle inequality and the fact that $\delta_{1}<\frac{\rho}{2}$, we obtain $d\left(\gamma\left(t^{\prime}\right), x_{0}\right)<\rho$. Given the equation (4.16), as reasoned in the preceding paragraph, we can conclude that $d\left(\gamma\left(t^{\prime}\right), x_{0}\right)=\left|t^{\prime}-t_{0}\right| \geq \rho$. This contradiction proves that the set in 4.17) is empty.
Moreover, using the same logic, we can show that

$$
\begin{equation*}
\gamma\left(\left[0, \tau\left(x_{1}, w_{1}\right)\right]\right) \cap B_{\rho}\left(x_{0}\right) \subset\left\{\gamma(t): t \in\left[0, \tau\left(x_{1}, w_{1}\right)\right],\left|t-t_{0}\right|<\rho\right\} . \tag{4.18}
\end{equation*}
$$

Since $\rho \leq r<\frac{\operatorname{Inj}(M)}{2}$, the geodesic $\gamma(t)$ does not exhibit self-intersections when $\left|t-t_{0}\right|<\rho$. This, in combination with (4.17) and (4.18), establishes the claim for the Gaussian beam quasimode $v$. Similarly, we can demonstrate the same claim for the Gaussian beam quasimode $w$.
Hence, we can redefine $\delta_{1}$ as $\delta_{1}=\delta_{1}\left(M, g, T, r, c_{0}\right)$ to ensure that it is sufficiently small, such that

$$
\begin{equation*}
\delta_{1}<\min \left(\frac{\rho}{2}, \frac{\rho}{2\left(1+2 c_{0}\right)}\right) . \tag{4.19}
\end{equation*}
$$

This condition guarantees that

$$
\begin{equation*}
\operatorname{supp}(v w) \subset B_{\left(1+2 c_{0}\right) \delta_{1}}\left(x_{0}\right) \cap M \subset B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M \tag{4.20}
\end{equation*}
$$

According to Theorem 4.1, see also the proof of [31, Theorem 6.2], within $B_{\frac{\rho}{2}}\left(x_{0}\right) \cap$ $M$, the Gaussian beam quasimodes $v$ and $w$ take on a simple form, i.e.

$$
\begin{equation*}
v(x ; \lambda)=\lambda^{\frac{n-1}{8}} e^{i \lambda \varphi(x)} a(x ; \lambda), \quad w(x ; \lambda)=\lambda^{\frac{n-1}{8}} e^{i \lambda \psi(x)} b(x ; \lambda), \tag{4.21}
\end{equation*}
$$

where

$$
\begin{align*}
& \varphi(\gamma(t))=t, \quad \nabla \varphi(\gamma(t))=\dot{\gamma}(t), \quad \nabla^{2} \varphi(\gamma(t))=H_{x_{1}, w_{1}}(t)^{b},\|\varphi\|_{C^{3}\left(\overline{B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M}\right)} \leq \widetilde{C} \\
& \psi(\eta(\tau))=\tau, \quad \nabla \psi(\eta(\tau))=\dot{\eta}(\tau), \quad \nabla^{2} \psi(\eta(\tau))=H_{x_{2}, w_{2}}(\tau)^{b},\|\psi\|_{C^{3}\left(\overline{B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M}\right)} \leq \widetilde{C} \tag{4.22}
\end{align*}
$$

Here $H_{x_{1}, w_{1}}(t)$ and $H_{x_{2}, w_{2}}(\tau)$ are symmetric complex (1,1)-tensors on $T_{\gamma(t)} M$ and $T_{\eta(\tau)} M$, depending smoothly on $t \in\left[0, \tau\left(x_{1}, w_{1}\right)\right]$ and $\tau \in\left[0, \tau\left(x_{2}, w_{2}\right)\right]$ and satisfying

$$
\begin{align*}
\operatorname{Im}\left(H_{x_{1}, w_{1}}(t)^{b}\right) \geq 0,\left.\quad \operatorname{Im}\left(H_{x_{1}, w_{1}}(t)^{b}\right)\right|_{\dot{\gamma}(t)^{\perp}} \geq \widetilde{C}^{-1} g \\
\operatorname{Im}\left(H_{x_{2}, w_{2}}(\tau)^{b}\right) \geq 0,\left.\quad \operatorname{Im}\left(H_{x_{2}, w_{2}}(\tau)^{b}\right)\right|_{\dot{\eta}(\tau)^{\perp}} \geq \widetilde{C}^{-1} g \tag{4.23}
\end{align*}
$$

respectively. We also have in $B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M$,

$$
\begin{equation*}
a(\cdot ; \lambda)=\sum_{j=0}^{N} \lambda^{-j} \widetilde{a}_{j}, \quad \widetilde{a}_{j}=a_{j} \rho, \quad b(\cdot ; \lambda)=\sum_{j=0}^{N} \lambda^{-j} \widetilde{b}_{j}, \quad \widetilde{b}_{j}=a_{j} \rho \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|a_{j}\right\|_{C^{3}\left(\overline{B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M}\right)} \leq \widetilde{C}, \quad\left\|b_{j}\right\|_{C^{3}\left(\overline{B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M}\right)} \leq \widetilde{C}, \quad j=0, \ldots, N \tag{4.25}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
& a_{0}(\gamma(t))=\exp \left[-\frac{1}{2} \int_{0}^{t} \operatorname{tr}_{g}\left(H_{x_{1}, w_{1}}(s)\right) d s\right], \\
& b_{0}(\eta(\tau))=\exp \left[-\frac{1}{2} \int_{0}^{\tau} \operatorname{tr}_{g}\left(H_{x_{2}, w_{2}}(s)\right) d s\right] . \tag{4.26}
\end{align*}
$$

The implicit constants in (4.22), 4.23, 4.24, and 4.25) are expressed as $\widetilde{C}=$ $\widetilde{C}(M, g, T)>0$ and $N=N(M, g, T) \in \mathbb{N}$.
Now in $B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M$, in view of 4.21), we have

$$
|v|^{2}|w|^{2}=\lambda^{\frac{n-1}{2}} e^{-2 \lambda(\operatorname{Im} \varphi+\operatorname{Im} \psi)}|a|^{2}|b|^{2}
$$

Letting

$$
\Psi=2(\operatorname{Im} \varphi+\operatorname{Im} \psi) \geq 0
$$

we deduce from equations (4.22) and 4.23 the following properties:

$$
\begin{equation*}
\Psi\left(x_{0}\right)=0, \quad d \Psi\left(x_{0}\right)=0, \quad \nabla^{2} \Psi\left(x_{0}\right) \geq c g \tag{4.27}
\end{equation*}
$$

where $c=c\left(M, g, T, \theta_{0}\right)>0$. To show the last inequality in 4.27), first in Fermi coordinates along $\gamma$ near $x_{0}$, we have

$$
\operatorname{Im}\left(\nabla^{2} \varphi(\gamma(t))\right)^{\sharp}=\left(\begin{array}{cc}
0 & 0  \tag{4.28}\\
0 & \left.\operatorname{Im}\left(H_{x_{1}, w_{1}}(t)\right)\right|_{\dot{\gamma}(t)^{\perp}}
\end{array}\right)
$$

where the block decomposition of the matrix is understood with respect to the decomposition $T_{\gamma(t)} M=\mathbb{R} \dot{\gamma}(t) \oplus(\dot{\gamma}(t))^{\perp}$.

We have a similar decomposition for $\operatorname{Im}\left(\nabla^{2} \psi(\eta(\tau))\right)^{\sharp}$ in Fermi coordinates along $\eta$. Let $t_{0}$ and $\tau_{0}$ be the unique times such that $\gamma\left(t_{0}\right)=\eta\left(\tau_{0}\right)=x_{0}$, and let $W=\left(\dot{\gamma}\left(t_{0}\right)\right)^{\perp} \cap\left(\dot{\eta}\left(\tau_{0}\right)\right)^{\perp} \subset T_{x_{0}} M^{\text {int }}$. We can write any $v \in T_{x_{0}} M^{\text {int }}$ uniquely as $v=v_{\gamma} \dot{\gamma}\left(t_{0}\right)+v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w$ with $v_{\gamma}, v_{\eta} \in \mathbb{R}$, and $w \in W$. By using that $\dot{\gamma}\left(t_{0}\right)$ is in the kernel of $\operatorname{Im}\left(\nabla^{2} \varphi\left(x_{0}\right)\right)^{\sharp}$ and $\dot{\eta}\left(\tau_{0}\right)$ is in the kernel of $\operatorname{Im}\left(\nabla^{2} \psi\left(x_{0}\right)\right)^{\sharp}$, we can expand

$$
\begin{align*}
\left(\nabla^{2} \Psi\left(x_{0}\right)^{\sharp} v, v\right)= & \left(2 \operatorname{Im}\left(\nabla^{2} \varphi\left(x_{0}\right)\right)^{\sharp}\left(v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w\right), v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w\right)+ \\
& +\left(2 \operatorname{Im}\left(\nabla^{2} \psi\left(x_{0}\right)\right)^{\sharp}\left(v_{\gamma} \dot{\gamma}\left(t_{0}\right)+w\right), v_{\gamma} \dot{\gamma}\left(t_{0}\right)+w\right) . \tag{4.29}
\end{align*}
$$

Here and in what follows $(\cdot, \cdot)=(\cdot, \cdot)_{g}$. We can decompose $v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w$ with respect to $\mathbb{R} \dot{\gamma}\left(t_{0}\right) \oplus\left(\dot{\gamma}\left(t_{0}\right)\right)^{\perp}$ as

$$
\begin{equation*}
v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w=\left(v_{\eta} \cos \theta\right) \dot{\gamma}\left(t_{0}\right)+\widetilde{w} \tag{4.30}
\end{equation*}
$$

for some unique $\widetilde{w} \in\left(\dot{\gamma}\left(t_{0}\right)\right)^{\perp}$ with $\cos \theta=\left(\dot{\gamma}\left(t_{0}\right), \dot{\eta}\left(\tau_{0}\right)\right)$. Taking norms on both sides of (4.30), we see that $|\widetilde{w}|^{2}=v_{\eta}^{2} \sin ^{2} \theta+|w|^{2}$ since $w$ is orthogonal to $\dot{\eta}\left(\tau_{0}\right)$. Moreover, as $\operatorname{Im}\left(\nabla^{2} \varphi\left(x_{0}\right)\right)^{\sharp} \dot{\gamma}\left(t_{0}\right)=0$, we get

$$
\left(\operatorname{Im}\left(\nabla^{2} \varphi\left(x_{0}\right)\right)^{\sharp}\left(v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w\right), v_{\eta} \dot{\eta}\left(\tau_{0}\right)+w\right)=\left(\operatorname{Im}\left(\nabla^{2} \varphi\left(x_{0}\right)\right)^{\sharp} \widetilde{w}, \widetilde{w}\right) \geq \widetilde{C}^{-1}|\widetilde{w}|^{2}
$$

by (4.23), since $\widetilde{w} \in\left(\dot{\gamma}\left(t_{0}\right)\right)^{\perp}$. By working analogously with the second term in (4.29) and combining, we get

$$
\left(\nabla^{2} \Psi\left(x_{0}\right)^{\sharp} v, v\right) \geq 2 \widetilde{C}^{-1}\left(\left(v_{\gamma}^{2}+v_{\eta}^{2}\right) \sin ^{2} \theta+2|w|^{2}\right) .
$$

As $|v|^{2}=v_{\gamma}^{2}+v_{\eta}^{2}+2 v_{\gamma} v_{\eta} \cos \theta+|w|^{2}$ and $v_{\gamma}^{2}+v_{\eta}^{2} \geq \frac{1}{2}\left(v_{\gamma}^{2}+v_{\eta}^{2}+2 v_{\gamma} v_{\eta} \cos \theta\right)$, it follows that $\nabla^{2} \Psi\left(x_{0}\right) \geq\left(\widetilde{C}^{-1} \sin ^{2} \theta\right) g \geq\left(\widetilde{C}^{-1} \sin ^{2} \theta_{0}\right) g$, since $\theta \in\left[\theta_{0}, \pi / 2\right]$. This shows the last inequality in (4.27).
Now if $z=\left(z_{1}, \ldots, z_{n}\right)$ are normal coordinates centered at $x_{0} \in M^{\text {int }}$, we have

$$
\Psi(z)=\frac{1}{2} \Psi^{\prime \prime}(0) z \cdot z+\Psi_{3}(z)
$$

where $\Psi^{\prime \prime}(0) \geq c I, c=c\left(M, g, T, \theta_{0}\right) \geq 0$, in view of the last inequality in (4.27). Thanks to 4.22$)$, we get $\left|\Psi_{3}(z)\right| \leq \widetilde{C}|z|^{3}$ for $z \in \exp _{x_{0}}^{-1}\left(B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M\right) \subset \widehat{B_{\frac{\rho}{2}}(0)}$ with $\widetilde{C}=\widetilde{C}(M, g, T)>0$. Here the exponential map $\exp _{x_{0}}: B_{\frac{\rho}{2}}(0) \rightarrow B_{\frac{\rho}{2}}\left(x_{0}\right)$ is a diffeomorphism.
Now, if $0<\widetilde{\delta}<\frac{\rho}{2}$ is small enough to satisfy the condition

$$
\begin{equation*}
\widetilde{C} \widetilde{\delta} \leq c / 4 \tag{4.31}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\Psi(z) \geq \frac{1}{2} c|z|^{2}-\widetilde{C}|z|^{3} \geq(c / 2-\widetilde{C} \widetilde{\delta})|z|^{2} \geq \frac{c}{4}|z|^{2}, z \in \exp _{x_{0}}^{-1}\left(B_{\widetilde{\delta}}\left(x_{0}\right) \cap M\right) \subset B_{\widetilde{\delta}}(0) \tag{4.32}
\end{equation*}
$$

Note that $\widetilde{\delta}=\widetilde{\delta}(\widetilde{C}, c, \rho)=\widetilde{\delta}\left(M, g, T, \theta_{0}, r, c_{0}\right)$.

In light of (4.31) and (4.19), we can redefine $\delta_{1}=\delta_{1}\left(M, g, T, \theta_{0}, r, c_{0}\right)>0$ to be sufficiently small, ensuring that

$$
\begin{equation*}
\delta_{1} \leq \min \left(\frac{\rho}{2}, \frac{\rho}{2\left(1+2 c_{0}\right)}, \frac{c}{4 \widetilde{C}\left(1+2 c_{0}\right)}\right) . \tag{4.33}
\end{equation*}
$$

By letting $\widetilde{\delta}:=\left(1+2 c_{0}\right) \delta_{1}$, we can see from 4.33) and 4.20) that

$$
\operatorname{supp}(v w) \subset B_{\tilde{\delta}}\left(x_{0}\right) \cap M \subset B_{\frac{\rho}{2}}\left(x_{0}\right) \cap M,
$$

and (4.32) holds. It is essential to emphasize that the independence of the constant $\widetilde{C}$ from $\delta_{1}$ in Theorem 4.1 is crucial for 4.33).
This choice of $\delta_{1}$ will remain fixed in the subsequent discussion. As a consequence, the constants, previously dependent on $\delta_{1}$, will now depend on $M, g, T, \theta_{0}, r$, and $c_{0}$.

We shall proceed to thoroughly examine the rest of the proof of Theorem 1.1, with a specific focus on controlling the dependencies of all the constants involved. Throughout this examination, we will represent all constants as $C$, and it is important to note that these constants might change from line to line.
Using the fact that the support of the product $|v|^{2}|w|^{2}$ is entirely confined within $B_{\tilde{\delta}}\left(x_{0}\right) \cap M$ and (4.25), we obtain (3.20), where the implicit constant is denoted as $C=C(M, g, T)>0$.
Now, (4.11) and (3.20) imply that the bound (3.24) holds with $L=3 / 2$, and the implicit constant is denoted as $C=C\left(M, g, \delta, T, \theta_{0}, r, c_{0}\right)>0$. Moreover, the integrals in (3.24) are taken over $B_{\widetilde{\delta}}\left(x_{0}\right) \cap M$. By using (4.32), we obtain 3.25), where the implicit constant is expressed as $C=C\left(M, g, T, \theta_{0}, r, c_{0}\right)>0$. Thus, we get (3.27) with an implicit constant of $C=C\left(M, g, \delta, T, \theta_{0}, r, c_{0}\right)>0$, and with the integral taken over $B_{\widetilde{\delta}}\left(x_{0}\right) \cap M$.
Assume first that $B_{\widetilde{\delta}}\left(x_{0}\right) \subset M^{\text {int }}$. Thanks to (4.31), we can now apply the rough stationary phase Lemma A. 1 to the integral in (3.27). This allows us to obtain (3.28), where the implicit constant is $C=C\left(M, g, T, \theta_{0}, r, c_{0}\right)>0$. If $B_{\tilde{\delta}}\left(x_{0}\right) \cap \partial M \neq \emptyset$, then first, by Proposition B.1, we conclude from (3.8) that $\left.p\right|_{\partial M}=0$. Extending $\widetilde{p}:=p\left|\widetilde{a}_{0}\right|^{2}\left|\widetilde{b}_{0}\right|^{2}$ by zero to $B_{\tilde{\delta}}\left(x_{0}\right) \backslash\left(B_{\tilde{\delta}}\left(x_{0}\right) \cap M\right)$ and denoting this extension by $\widetilde{p}$ again, we see that $\widetilde{p} \in C^{0, \alpha}\left(\overline{B_{\tilde{\delta}}\left(x_{0}\right)}\right)$, and $\operatorname{supp}(\widetilde{p}) \subset$ $B_{\tilde{\delta}}\left(x_{0}\right)$ is compact, see Lemma A.3. In view of Remark A.2, applying Lemma A. 1 to the integral in (3.27), we obtain (3.28), where the implicit constant is $C=C\left(M, g, T, \theta_{0}, r, c_{0}\right)>0$. Consequently, in both cases, we arrive at (3.29), with the implicit constant expressed as $C=C\left(M, g, \delta, T, \theta_{0}, r, c_{0}\right)>0$.
Next, it follows from (4.26) that

$$
a_{0}\left(x_{0}\right)=\exp \left[-\frac{1}{2} \int_{0}^{t_{0}} t r_{g}\left(H_{x_{1}, w_{1}}(s)\right) d s\right],
$$

where $0<t_{0}<\tau\left(x_{1}, w_{1}\right) \leq T$. Working with the open cover of $\gamma$ consisting of $\widetilde{N}=\tilde{N}(M, g, T)$ elements, and using (4.2) in each element of the cover, we conclude that $\left|a_{0}\left(x_{0}\right)\right| \geq C$, where $C=C(M, g, T)>0$. We refer to the proof of [31, Theorem 6.2] for the existence of such a cover. Similarly, we have $\left|b_{0}\left(x_{0}\right)\right| \geq$ $C$. Furthermore, $\left|\operatorname{det} \nabla^{2} \Psi\left(x_{0}\right)\right| \leq C$, where $C=C(M, g, T)>0$, due to 4.22). Hence, from (3.29) and the fact that $p \in \mathcal{A}(B)$, we deduce that

$$
\begin{equation*}
\left|p\left(x_{0}\right)\right| \leq C B \lambda^{-\alpha / 2}\|p\|_{L^{\infty}(M)} \tag{4.34}
\end{equation*}
$$

for $\lambda \in[1, \infty) \backslash J$ large enough, satisfying the assumption (A). Here, $C=$ $C\left(M, g, \delta, T, \theta_{0}, r, c_{0}\right)>0$.
By combining (4.34) with 4.5, we obtain the inequality

$$
\|p\|_{L^{\infty}(M)}\left(1-C B \lambda^{-\alpha / 2}\right)<\varepsilon
$$

for all $\varepsilon>0$. Now, by letting $\varepsilon \rightarrow 0$ and choosing $\lambda=\lambda\left(M, g, \delta, T, \theta_{0}, B, r, c_{0}\right) \in$ $[1, \infty) \backslash J$ large enough, satisfying the assumption (A), we conclude that $p=0$. This completes the proof of Theorem 1.8 .

## 5. Proof of Theorem 1.6

5.1. Existence of non-tangential geodesics between boundary points. We start by showing that almost all points in $M^{\text {int }}$ lie on a non-tangential geodesic. We will follow the approach used in [38, Lemma 3.1], but modify it as we do not want to require strict convexity of the boundary.

Lemma 5.1. Let $(M, g)$ be a smooth compact Riemannian manifold of dimension $n \geq 2$ with smooth boundary. Then almost every point of $M^{\mathrm{int}}$ lies on some nontangential geodesic.

Before giving the proof of Lemma 5.1, let us do some preparations. Let ( $M, g$ ) be embedded in a closed manifold $(N, g)$. Let $S M^{\text {int }}$ and $S N$ denote the unit sphere bundle of $M^{\text {int }}$ and $N$ respectively and let $\varphi_{t}$ denote the geodesic flow on $S N$. For $(x, v) \in S M^{\text {int }}$, we define the future and past exit times respectively as

$$
\begin{aligned}
& l_{+}(x, v)=\sup \left\{T>0: \varphi_{t}(x, v) \in S M^{\text {int }} \text { for all } 0 \leq t<T\right\} \\
& l_{-}(x, v)=\inf \left\{T<0: \varphi_{t}(x, v) \in S M^{\text {int }} \text { for all } T<t \leq 0\right\}
\end{aligned}
$$

Consider the following sets of good and bad directions,

$$
\begin{aligned}
G & =\left\{(x, v) \in S M^{\text {int }}: l_{-}(x, v) \text { and } l_{+}(x, v)\right. \text { are finite with transversal } \\
& \text { intersections }\} \\
B_{1} & =\left\{(x, v) \in S M^{\text {int }}: \text { exactly one of } l_{ \pm}(x, v) \text { is finite }\right\}, \\
B_{2} & =\left\{(x, v) \in S M^{\text {int }}: l_{-}(x, v) \text { and } l_{+}(x, v) \text { are infinite }\right\}, \\
B_{3} & =\left\{(x, v) \in S M^{\text {int }}: l_{-}(x, v) \text { and } l_{+}(x, v)\right. \text { are finite with a tangential } \\
& \text { intersection }\} .
\end{aligned}
$$

In the definition of $G$, by transversal intersections, we mean that the unit speed geodesic going through $(x, v)$ at time 0 intersects $\partial M$ transversally at times $l_{-}(x, v)$ and $l_{+}(x, v)$. On the opposite, in the definition of $B_{3}$, by a tangential intersection, we mean that the unit speed geodesic going through $(x, v)$ at time 0 intersects $\partial M$ tangentially at least once at times $l_{-}(x, v)$ or $l_{+}(x, v)$.
Let $m$ denote the Riemannian volume measure on $(M, g)$ and let $\mu$ denote the Liouville measure on $S N$, see [35, Section 3.6.2].
Lemma 5.2. The sets $B_{1}$ and $B_{3}$ have Liouville measure 0.
Proof. It follows directly from [38, Lemma 3.2] that $\mu\left(B_{1}\right)=0$. For $B_{3}$, let

$$
E=\left\{\varphi_{t}(x, v):(x, v) \in \partial_{0} S M \text { and } 0 \leq t<1\right\}
$$

where $\partial_{0} S M:=S \partial M$. We have $\mu(E)=0$ as $\operatorname{dim}\left(\partial_{0} S M\right)=2 n-3$ and $\operatorname{dim}(S N)=2 n-1$. By invariance of the Liouville measure, $\mu\left(\varphi_{t}(E)\right)=0$ for all $t \in \mathbb{R}$. If $(x, v) \in B_{3}$, the unit speed geodesic going through $(x, v)$ at time 0 intersects $\partial M$ tangentially at least once at times $l_{-}(x, v)$ or $l_{+}(x, v)$, that is, $\varphi_{l_{-}(x, v)}(x, v) \in \partial_{0} S M$ or $\varphi_{l_{+}(x, v)}(x, v) \in \partial_{0} S M$. It follows that $B_{3} \subset$ $\bigcup_{k=-\infty}^{\infty} \varphi_{k}(E)$ and so $\mu\left(B_{3}\right)=0$.

Proof of Lemma 5.1. Consider the set
$A=\left\{x \in M^{\text {int }}:\right.$ for any $v \in S_{x} M^{\text {int }}$, either $l_{-}(x, v)=-\infty$, or $l_{+}(x, v)=\infty$, or $l_{-}(x, v)$ and $l_{+}(x, v)$ are finite with a tangential intersection $\}$.
Here, as before, by a tangential intersection, we mean that the unit speed geodesic going through $(x, v)$ at time 0 intersects $\partial M$ tangentially at least once at times $l_{-}(x, v)$ or $l_{+}(x, v)$. The claim will be proved if we can show $m(A)=0$.
Suppose that $A$ has positive measure. By the Lebesgue density theorem, we can find a point $x_{0} \in A$ such that

$$
\lim _{\varepsilon \rightarrow 0} \frac{m\left(A \cap B_{\varepsilon}\left(x_{0}\right)\right)}{m\left(B_{\varepsilon}\left(x_{0}\right)\right)}=1
$$

By [19, Lemma 2.10], there exists $v_{0} \in S_{x_{0}} M^{\text {int }}$ such that the geodesic $\gamma_{x_{0}, v_{0}}$ minimises the distance between $x_{0}$ and $\partial M$. As $\partial M$ is closed, such a $v_{0}$ always
exists, although it might not be unique. By minimality, as $\partial M$ is smooth, this geodesic exits $M$ normally. Therefore, there is $v_{0} \in S_{x_{0}} M^{\text {int }}$ such that $l_{+}\left(x_{0}, v_{0}\right)<$ $\infty$ and the geodesic through $\left(x_{0}, v_{0}\right)$ exits $M$ normally.
The implicit function theorem guarantees the existence of a neighborhood $U$ of $\left(x_{0}, v_{0}\right)$ in $S M^{\text {int }}$ for which $l_{+}(x, v)<\infty$ and the geodesic through $(x, v)$ exits $M$ transversally for all $(x, v) \in U$. Following the notation in [38, Section 3], we can find $\varepsilon_{0}$ and sets $S_{B_{\varepsilon}\left(x_{0}\right), W} \subset U, \varepsilon<\varepsilon_{0}$, for which

$$
(x, v) \in S_{B_{\varepsilon}\left(x_{0}\right), W} \cap S A \quad \Longrightarrow \quad(x, v) \in\left(B_{1} \cup B_{3}\right) \cap S A
$$

Since by Lemma $5.2 \mu\left(B_{1} \cup B_{3}\right)=0$, it follows by the same reasoning as in 38, the proof of Lemma 3.1] that $m\left(A \cap B_{\varepsilon}\left(x_{0}\right)\right)=0, \varepsilon<\varepsilon_{0}$, contradicting the fact that $x_{0}$ was a point of density one in $A$.
5.2. Perturbation of pairs of geodesics. For $(x, v) \in S M^{\text {int }}$, we denote by $\gamma_{x, v}:\left[-T_{1}, T_{2}\right] \rightarrow M, 0<T_{1}, T_{2}<\infty$, the unique unit-speed geodesic such that $\gamma_{x, v}(0)=x$ and $\dot{\gamma}_{x, v}(0)=v$. We say that the smooth family of geodesics $\left(\gamma_{s}\right)_{s \in(-\varepsilon, \varepsilon)}$, is a variation through geodesics of $\gamma_{x, v}$ with variation field $J$ if $\gamma_{0}=$ $\gamma_{x, v}$ and $J(t)=\left.\frac{d}{d s}\right|_{s=0} \gamma_{s}(t)$.
Lemma 5.3. Let $\gamma_{x, u}:\left[-T_{u}, T_{u}\right] \rightarrow M$ and $\gamma_{x, v}:\left[-T_{v}, T_{v}\right] \rightarrow M$ be geodesic segments intersecting only at $x$ and let $\gamma_{s}$ be a variation through geodesics of $\gamma_{x, v}$ with variation field $J$. Suppose there are nonzero sequences $s_{j}, t_{j} \rightarrow 0$ such that $\gamma_{s_{j}}$ intersects $\gamma_{x, u}$ at the point $\gamma_{s_{j}}\left(t_{j}\right)$ for all $j \in \mathbb{N}$. Then,

$$
J(0) \in \operatorname{span}(\{u, v\})=\operatorname{span}\left(\left\{\dot{\gamma}_{x, u}(0), \dot{\gamma}_{x, v}(0)\right\}\right)
$$

Proof. Let $(\tau, y)$ be Fermi coordinates about $x$ adapted to the geodesic $\gamma_{x, u}$. The coordinates induce the frame $\frac{\partial}{\partial \tau}, \frac{\partial}{\partial y^{1}}, \ldots, \frac{\partial}{\partial y^{n-1}}$. In these coordinates, $\gamma_{x, u}$ is given by $\{\underset{\sim}{y}=0\}$ and hence $u=\dot{\gamma}_{x, u}(0)=\frac{\partial}{\partial \tau}$. We can express $\gamma_{s}(t)$ as $\left(\tau_{s}(t), y_{s}(t)\right)$. Let $\widetilde{J}(t)$ and $\widetilde{\dot{\gamma}}_{x, v}(t)$ be the respective components of $J(t)$ and $\dot{\gamma}_{x, v}(t)$ in the $y$ coordinates. We have

$$
y_{s}(t)=y_{0}(t)+s \widetilde{J}(t)+O\left(s^{2}\right)
$$

Since $\gamma_{s_{j}}$ intersects $\gamma_{x, u}$ at the point $\gamma_{s_{j}}\left(t_{j}\right)$, we have $y_{s_{j}}\left(t_{j}\right)=0=y_{0}(0)$. Plugging this in the above expression and rearranging gives

$$
\begin{equation*}
\frac{y_{0}(0)-y_{0}\left(t_{j}\right)}{t_{j}} \frac{t_{j}}{s_{j}}=\widetilde{J}\left(t_{j}\right)+O\left(s_{j}\right) \tag{5.1}
\end{equation*}
$$

The right-hand side converges to $\widetilde{J}(0)$ as $j \rightarrow \infty$. As for the left-hand side, the first fraction converges to $-\widetilde{\dot{\gamma}}_{x, v}(0)$. It follows that $t_{j} / s_{j}$ has to converge since $\widetilde{\dot{\gamma}}_{x, v}(0)$ is nonzero, and so $\widetilde{J}(0)$ is a multiple of $\widetilde{\dot{\gamma}}_{x, v}(0)$. As $u=\frac{\partial}{\partial \tau}$ generates the first components of both $J(0)$ and $v$, the result follows.

Lemma 5.4. Let $(M, g)$ be a smooth compact Riemannian manifold of dimension $n \geq 3$ with smooth boundary. Let $x \in M^{\text {int }}$ be such that there exist distinct directions $u, v \in S_{x} M^{\text {int }}$ such that the geodesics $\gamma_{x, u}$ and $\gamma_{x, v}$ are non-tangential. Suppose that the order of conjugacy of $x$ is at most $n-3$. Then, there is a sequence $\left(v_{n}\right)_{n \in \mathbb{N}} \subset S_{x} M^{\text {int }}$, $v_{n} \rightarrow v$, such that for all $n \in \mathbb{N}$ sufficiently large, $\gamma_{x, v_{n}}$ does not intersect $\gamma_{x, u}$ (except at $x$ ) and $\gamma_{x, v_{n}}$ does not self-intersect at $x$.
Remark 5.5. The non-intersection result of Lemma 5.4 is global, while that of Lemma 5.3 is only local.

The main idea of the proof of Lemma 5.4 is to find a direction towards which we can perturb $\gamma_{x, v}$ away from $\gamma_{x, u}$. We wish to use Lemma 5.3. Say that both geodesics intersect at $q \in M$, that is, we have $t$ and $r$ such that $\gamma_{x, v}(t)=$ $\gamma_{x, u}(r)=q$. If we can find a variation through geodesics $\gamma_{s}$ of $\gamma_{x, v}$ with variation field $J$ such that $J(t)$ is transversal to $\operatorname{span}\left(\left\{\dot{\gamma}_{x, v}(t), \dot{\gamma}_{x, u}(r)\right\}\right)$, then Lemma 5.3 guarantees that $\gamma_{s}$ and $\gamma_{x, u}$ do not intersect for all nonzero $s$ small enough. The condition on the order of conjugacy allows us to do this around every point of intersection between $\gamma_{x, v}$ and $\gamma_{x, u}$. The sequence $v_{n}$ is then obtained from the different values of $\dot{\gamma}_{s}(0)$.

Proof. To simplify notation, we write $\gamma_{x, v}=\gamma_{v}$ as all the geodesics will start at $x$. Let $\gamma_{v}:\left[-T_{1}, T_{2}\right] \rightarrow M$ be maximal and intersect $\gamma_{u}$ at the points $q_{j}$ at times $\left(t_{j}, r_{j}\right)$ with

$$
-T_{1} \leq t_{-k_{-}} \leq \cdots \leq t_{-1}<0<t_{1} \leq \cdots \leq t_{k_{+}} \leq T_{2}
$$

and $r_{j}<r_{j+1}$ whenever $t_{j}=t_{j+1}$, that is, $\gamma_{v}\left(t_{j}\right)=\gamma_{u}\left(r_{j}\right)=q_{j}$. Without loss of generality, we can assume that the geodesics do not intersect at the boundary. Otherwise, we can make $M$ slightly larger and extend the geodesics by adding a small open neighborhood of $\partial M$ in $N$. We denote $v_{j}=t_{j} v \in T_{x} M^{\text {int }}$ so that $\exp _{x}\left(v_{j}\right)=\gamma_{v}\left(t_{j}\right)$. The behaviour of the differential of the exponential map at $v_{j} \in T_{x} M^{\text {int }}, d\left(\exp _{x}\right)_{v_{j}}: T_{v_{j}} T_{x} M^{\text {int }} \rightarrow T_{q_{j}} M^{\text {int }}$ is closely related to the order of conjugacy of $M$ at $x$. Indeed, denoting the restriction of $\gamma_{v}$ to $\left[0, t_{j}\right]$ as $\gamma_{j}$, we have

$$
\operatorname{dim} \operatorname{ker} d\left(\exp _{x}\right)_{v_{j}}=\operatorname{conj}_{\gamma_{j}}\left(x, q_{j}\right)
$$

see [7, Proposition 3.5, page 117].
Consider the linear spaces

$$
E_{j}=\left\{\xi \in T_{v_{j}} T_{x} M^{\text {int }}: d\left(\exp _{x}\right)_{v_{j}}(\xi) \text { is parallel to } \dot{\gamma}_{u}\left(r_{j}\right)\right\}
$$

Note that the kernel of $d\left(\exp _{x}\right)_{v_{j}}$ is a subspace of $E_{j}$ and it is the whole space unless $\dot{\gamma}_{u}\left(r_{j}\right)$ is in the range of $d\left(\exp _{x}\right)_{v_{j}}$, in which case the dimension of $E_{j}$ is $\operatorname{conj}_{\gamma_{j}}\left(x, q_{j}\right)+1$. Through the identification of $T_{v_{j}} T_{x} M^{\text {int }}$ with $T_{x} M^{\text {int }}$, we can identify $E_{j}$ with the affine plane

$$
P_{j}=\left\{v_{j}+\xi: \xi \in E_{j}\right\} \subset T_{x} M^{\mathrm{int}}
$$

Because the order of conjugacy at $x$ is at most $n-3$, the dimension of the affine plane $P_{j}$ is at most $n-2$. Moreover, the planes $P_{j}$ are transversal to $v_{j}$.
Let $\pi: T_{x} M^{\text {int }} \rightarrow S_{x} M^{\text {int }}$ be the natural projection from the tangent space to the unit sphere bundle at $x$. For $j \geq 1$, we have $\pi\left(v_{j}\right)=v$ while for $j \leq-1$, $\pi\left(v_{j}\right)=-v$. In any case, near $\pi\left(v_{j}\right)$, the image of $P_{j}$ through $\pi$ is an immersed submanifold $\widetilde{P}_{j} \subset S_{x} M^{\text {int }}$ of codimension at least 1 . Hence, $T_{v} \widetilde{P}_{j}$ is a proper subspace of $T_{v} S_{x} M^{\text {int }}$ and since a vector space over an infinite field cannot be realized as the finite union of proper subspaces, there is $\alpha \in T_{v} S_{x} M^{\text {int }}$ such that $\alpha \notin \cup_{j=1}^{k_{+}} T_{v} \widetilde{P}_{j}$. Similarly, we may also require that $-\alpha \notin \cup_{j=1}^{k_{-}} T_{-v} \widetilde{P}_{-j}$, where $-\alpha \in T_{-v} S_{x} M^{\text {int }}$ is obtained through the identification with $T_{x} M^{\text {int }}$.

We claim that

$$
v_{n}=\exp _{v}^{S}(\alpha / n)
$$

is the desired sequence, where $\exp _{v}^{S}$ is the exponential map on $T_{v} S_{x} M^{\text {int }}$ taking values in the sphere $S_{x} M^{\text {int }}$.
As $n$ goes to $\infty$, it is clear that $v_{n}$ converges to $v$. It remains to show that $\gamma_{v_{n}}$ does not intersect $\gamma_{u}$ for all $n$ sufficiently large. Consider the variation through geodesics of $\gamma_{v}$,

$$
\gamma_{s}(t)=\exp _{x}\left(t \exp _{v}^{S}(s \alpha)\right)
$$

Note that $\gamma_{s}$ is non-tangential for sufficiently small values of $s$ as it is a variation of the non-tangential geodesic $\gamma_{v}$. Since $\exp _{v}^{S}(s \alpha)$ is equal to $v+s \alpha$ to first order, we have

$$
J(t)=\left.\frac{d}{d s}\right|_{s=0} \gamma_{s}(t)=\left.\frac{d}{d s}\right|_{s=0} \exp _{x}(t(v+s \alpha))=d\left(\exp _{x}\right)_{t v}(t \alpha)
$$

which is a normal Jacobi field along $\gamma_{v}$.
For $\delta>0$, consider the pairs of geodesic segments $\left.\gamma_{v}\right|_{\left[t_{j}-\delta, t_{j}+\delta\right]}$ and $\left.\gamma_{u}\right|_{\left[r_{j}-\delta, r_{j}+\delta\right]}$. Choosing $\delta$ small enough, we can guarantee that all such pairs intersect exactly once at $q_{j}$. By compactness, there is $\delta>0$ such that for all small enough variations $s$, the only possible intersections between $\gamma_{s}$ and $\gamma_{u}$ have to occur between the segments $\gamma_{s} \mid\left[t_{j}-\delta, t_{j}+\delta\right]$ and $\left.\gamma_{u}\right|_{\left[r_{j}-\delta, r_{j}+\delta\right]}$. We can see $\left.\gamma_{s}\right|_{\left[t_{j}-\delta, t_{j}+\delta\right]}$ as a variation through geodesics of $\left.\gamma_{v}\right|_{\left[t_{j}-\delta, t_{j}+\delta\right]}$ with variation field $\left.J\right|_{\left[t_{j}-\delta, t_{j}+\delta\right]}$. At the points $t=t_{j}$ where $\gamma_{v}$ intersects $\gamma_{u}$, we have

$$
J\left(t_{j}\right)=d\left(\exp _{x}\right)_{v_{j}}\left(t_{j} \alpha\right)
$$

By the choice of $\alpha$, we know that $t_{j} \alpha$ is not in $E_{j}$. Hence, $J\left(t_{j}\right)$ is nonzero and transversal to $\operatorname{span}\left(\left\{\dot{\gamma}_{v}\left(t_{j}\right), \dot{\gamma}_{u}\left(r_{j}\right)\right\}\right)$.
We claim that there is some $\varepsilon_{j}>0$ such that $\gamma_{s}{\left.\mid t_{j}-\delta, t_{j}+\delta\right]}$ does not intersect $\left.\gamma_{u}\right|_{\left[r_{j}-\delta, r_{j}+\delta\right]}$ for all $s \in\left(-\varepsilon_{j}, \varepsilon_{j}\right) \backslash\{0\}$. If such a $\varepsilon_{j}$ did not exist, there would be a sequence $s_{l} \rightarrow 0$ and times $t_{j, l} \in\left[t_{j}-\delta, t_{j}+\delta\right]$ such that $\gamma_{s_{l}}$ intersects $\left.\gamma_{u}\right|_{\left[r_{j}-\delta, r_{j}+\delta\right]}$ at the point $\gamma_{s_{l}}\left(t_{j, l}\right)$. By compactness, $t_{j, l}$ would admit a convergent subsequence which must converge to $t_{j}$ by continuity and because it is the only time when
$\left.\gamma_{v}\right|_{\left[t_{j}-\delta, t_{j}+\delta\right]}$ intersects $\left.\gamma_{u}\right|_{\left[r_{j}-\delta, r_{j}+\delta\right]}$. But then, by Lemma 5.3, this would imply $J\left(t_{j}\right) \in \operatorname{span}\left(\left\{\dot{\gamma}_{v}\left(t_{j}\right), \dot{\gamma}_{u}\left(r_{j}\right)\right\}\right)$ which contradicts the above choice of $\alpha$.
As we accounted for all the pairs of segments that could intersect and there are finitely many such pairs, we know that $\gamma_{s}$ does not intersect $\gamma_{u}$ (except at $x$ at time 0) for all nonzero $s$ small enough. Moreover, for such $s, \gamma_{s}$ does not selfintersect at $x$ as it would then intersect $\gamma_{u}$. The claim follows since taking $s$ small corresponds to taking $n$ large enough.
5.3. Proof of Theorem 1.6. By Lemma 5.1, almost every point of $M^{\text {int }}$ lies on some non-tangential geodesic. Let $x \in M^{\text {int }}$ be such a point and let $\gamma_{x, v}$ be a nontangential geodesic passing through $x$. As $\gamma_{x, v}$ is non-tangential, we can perturb $v$ in some open neighborhood to get another non-tangential geodesic $\gamma_{x, u}$ passing through $x$. By Lemma 5.4, we can perturb $\gamma_{x, v}$ to obtain $\gamma_{1}$ that intersects $\gamma_{x, u}$ only at $x$ and does not self-intersect at $x$. If $\gamma_{x, u}$ does not self-intersect at $x$, then we set $\gamma_{2}=\gamma_{x, u}$ and we are done. Otherwise, we can again apply Lemma 5.4 to get a geodesic $\gamma_{2}$ that only intersects $\gamma_{1}$ at $x$ and does not self-intersect at $x$. The proof of Theorem 1.6 is complete.

## Appendix A. A rough stationary phase argument

Let $U \subset \mathbb{R}^{n}$ be an open set and let $0<\alpha<1$. We define the space $C^{0, \alpha}(\bar{U})$ of the Hölder continuous functions to be the subspace of $C(\bar{U})$ consisting of those functions $u$ for which $\sup _{x, y \in U, x \neq y} \frac{|u(x)-u(y)|}{|x-y|^{\alpha}}$ is finite. The space $C^{0, \alpha}(\bar{U})$ is a Banach space with norm given by

$$
\|u\|_{C^{0, \alpha}(\bar{U})}=\sup _{x, y \in U, x \neq y} \frac{|u(x)-u(y)|}{|x-y|^{\alpha}}+\|u\|_{L^{\infty}(U)}
$$

We note that $C^{0, \alpha}(\bar{U})$ is an algebra under pointwise multiplication, and

$$
\begin{equation*}
\|u v\|_{C^{0, \alpha}(\bar{U})} \leq C\left(\|u\|_{C^{0, \alpha}(\bar{U})}\|v\|_{L^{\infty}(U)}+\|u\|_{L^{\infty}(U)}\|v\|_{C^{0, \alpha}(\bar{U})}\right), \quad u, v \in C^{0, \alpha}(\bar{U}) \tag{A.1}
\end{equation*}
$$

see [18, Theorem A.7].
In the proofs of Theorem 1.1 and Theorem 1.8, we need a version of the stationary phase lemma with quite explicit control of all the constants involved. Furthermore, note that in our applications, amplitudes have compact supports in a geodesic ball. To state the required result, let $B_{r}=\left\{x \in\left(\mathbb{R}^{n}:|x|<r\right\}\right.$ be an open ball centered at 0 of radius $r>0$, and let $a \in C^{0, \alpha}\left(\overline{B_{r}}\right)$ be such that $0 \in \operatorname{supp}(a)$ and $\left.a\right|_{\partial B_{r}}=0$. Let $\Psi \in C^{\infty}\left(\overline{B_{r}} ; \mathbb{R}\right)$ be such that

$$
\begin{equation*}
\Psi(0)=0, \quad \Psi^{\prime}(0)=0, \quad \Psi^{\prime \prime}(0)>0 \tag{A.2}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\Psi^{\prime \prime}(0) \geq c I \tag{A.3}
\end{equation*}
$$

with some $c>0$. Taylor expanding the phase function $\Psi$ and using (A.2), we get

$$
\begin{equation*}
\Psi(x)=\frac{1}{2} \Psi^{\prime \prime}(0) x \cdot x+\Psi_{3}(x), \tag{A.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\Psi_{3}(x)\right| \leq C|x|^{3}, \quad x \in B_{r}, \tag{A.5}
\end{equation*}
$$

with some $C>0$.
Lemma A.1. Let $r>0$ be such that

$$
\begin{equation*}
C r \leq \frac{c}{4} . \tag{A.6}
\end{equation*}
$$

Then for $\lambda \geq 1$, we have

$$
\begin{equation*}
\lambda^{\frac{n}{2}} \int_{B_{r}} e^{-\lambda \Psi(x)} a(x) d x=\frac{(2 \pi)^{\frac{n}{2}}}{\left(\operatorname{det} \Psi^{\prime \prime}(0)\right)^{1 / 2}} a(0)+\mathcal{O}_{C, c}(1) \lambda^{-\frac{\alpha}{2}}\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \tag{A.7}
\end{equation*}
$$

Here the implicit constant depends on $C$ and $c$ only and is independent of $a$.
Proof. First, let us extend $a$ by zero to $\mathbb{R}^{n} \backslash B_{r}$ and still denote this extension by $a$. By Lemma A.3, as $\left.a\right|_{\partial B_{r}}=0$, we conclude that $a \in C^{0, \alpha}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\|a\|_{C^{0, \alpha}\left(\mathbb{R}^{n}\right)}=\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} . \tag{A.8}
\end{equation*}
$$

Using (A.4), we write

$$
\int_{B_{r}} e^{-\lambda \Psi(x)} a(x) d x=J_{1}+J_{2}+J_{3},
$$

where

$$
\begin{aligned}
J_{1} & :=\int_{\mathbb{R}^{n}} e^{-\frac{\lambda}{2} \Psi^{\prime \prime}(0) x \cdot x} a(0) d x, \quad J_{2}:=\int_{\mathbb{R}^{n}} e^{-\frac{\lambda}{2} \Psi^{\prime \prime}(0) x \cdot x}(a(x)-a(0)) d x \\
J_{3} & :=\int_{B_{r}} e^{-\frac{\lambda}{2} \Psi^{\prime \prime}(0) x \cdot x}\left(e^{-\lambda \Psi_{3}(x)}-1\right) a(x) d x
\end{aligned}
$$

Making the change of variables $x \mapsto \lambda^{\frac{1}{2}} x$ in the integral $J_{1}$, we obtain that

$$
\begin{equation*}
J_{1}=a(0) \lambda^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} e^{-\frac{1}{2} \Psi^{\prime \prime}(0) x \cdot x} d x=\frac{(2 \pi)^{\frac{n}{2}}}{\left(\operatorname{det} \Psi^{\prime \prime}(0)\right)^{1 / 2}} a(0) \lambda^{-\frac{n}{2}} \tag{A.9}
\end{equation*}
$$

To bound $\left|J_{2}\right|$, first using that $a \in C^{0, \alpha}\left(\mathbb{R}^{n}\right)$ and A.8), we get

$$
\begin{equation*}
|a(x)-a(0)| \leq\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)}|x|^{\alpha}, \quad x \in \mathbb{R}^{n} . \tag{A.10}
\end{equation*}
$$

Then using A.10, A.3), and making the change of variables $x \mapsto \lambda^{\frac{1}{2}} x$, we obtain that

$$
\begin{align*}
\left|J_{2}\right| & \leq\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \int_{\mathbb{R}^{n}} e^{-\lambda \frac{c}{2}|x|^{2}}|x|^{\alpha} d x=\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \lambda^{-\frac{n}{2}-\frac{\alpha}{2}} \int_{\mathbb{R}^{n}} e^{-\frac{c}{2}|x|^{2}}|x|^{\alpha} d x \\
& =\mathcal{O}_{c}(1) \lambda^{-\frac{n}{2}-\frac{\alpha}{2}}\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \tag{A.11}
\end{align*}
$$

To bound $\left|J_{3}\right|$, in view of (A.5), we first observe that

$$
\begin{equation*}
\left|e^{-\lambda \Psi_{3}(x)}-1\right|=\left|\int_{0}^{1} \frac{d}{d t} e^{-\lambda \Psi_{3}(x) t} d t\right| \leq \lambda\left|\Psi_{3}(x)\right| e^{\lambda\left|\Psi_{3}(x)\right|} \leq C \lambda|x|^{3} e^{C \lambda|x|^{3}} \tag{A.12}
\end{equation*}
$$

for $x \in B_{r}$. Then using A.3), A.12 , A.6), and making the change of variables $x \mapsto \lambda^{\frac{1}{2}} x$, we get

$$
\begin{align*}
\left|J_{3}\right| & \leq \int_{B_{r}} e^{-\lambda \frac{c}{2}|x|^{2}} C \lambda|x|^{3} e^{C \lambda|x|^{3}}|a(x)| d x \leq\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \int_{B_{r}} e^{\lambda\left(-\frac{c}{2}+C r\right)|x|^{2}} C \lambda|x|^{3} d x \\
& \leq\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \int_{\mathbb{R}^{n}} e^{-\lambda \frac{c}{4}|x|^{2}} C \lambda|x|^{3} d x=\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} C \lambda^{-\frac{n}{2}-\frac{1}{2}} \int_{\mathbb{R}^{n}} e^{-\frac{c}{4}|x|^{2}}|x|^{3} d x \\
& =\mathcal{O}_{C, c}(1) \lambda^{-\frac{n}{2}-\frac{1}{2}}\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)} \leq \mathcal{O}_{C, c}(1) \lambda^{-\frac{n}{2}-\frac{\alpha}{2}}\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)}, \tag{A.13}
\end{align*}
$$

for $\lambda \geq 1$. Combining (A.9), A.11), and A.13), we obtain A.7).
Remark A.2. Lemma A.1 also holds under the following assumptions: $a \in$ $C^{0, \alpha}\left(\overline{B_{r}}\right)$ is such that $\operatorname{supp}(a) \subset B_{r}$ is compact, $0 \in \operatorname{supp}(a), \Psi \in C^{\infty}(\operatorname{supp}(a) ; \mathbb{R})$ satisfies (A.2), and there exists a constant $C>0$ such that (A.5) holds for all $x \in \operatorname{supp}(a)$.

The following result is standard and is presented here for the completeness and convenience of the reader only.

Lemma A.3. Let $a \in C^{0, \alpha}\left(\overline{B_{r}}\right)$ be such that $\left.a\right|_{\partial B_{r}}=0$. The extension of a to $\mathbb{R}^{n} \backslash B_{r}$ by zero, denoted also as a, belongs to the class $C^{0, \alpha}\left(\mathbb{R}^{n}\right)$, and we have $\|a\|_{C^{0, \alpha}\left(\mathbb{R}^{n}\right)}=\|a\|_{C^{0, \alpha}\left(\overline{B_{r}}\right)}$.

Proof. Let $L=\sup _{x, y \in B_{r}, x \neq y} \frac{|a(x)-a(y)|}{|x-y|^{\alpha}}$. Since $a \in C\left(\overline{B_{r}}\right)$, we have

$$
\begin{equation*}
|a(x)-a(y)| \leq L|x-y|^{\alpha} \tag{A.14}
\end{equation*}
$$

for all $x, y \in \overline{B_{r}}$. Let $x, y \in \mathbb{R}^{n}$, and let us show A.14). First if both $x, y \in B_{r}$ or both $x, y \in \mathbb{R}^{n} \backslash B_{r}$, A.14 clearly holds. The only case we have to consider is when $x \in B_{r}$ and $y \in \mathbb{R}^{n} \backslash B_{r}$. In this case, we consider the straight-line segment connecting $x$ and $y$. It intersects $\partial B_{r}$ at some point $z \in \partial B_{r}$ so that $|x-z| \leq|x-y|$. Using (A.14), we get

$$
|a(x)-a(y)|=|a(x)-a(z)| \leq L|x-z|^{\alpha} \leq L|x-y|^{\alpha} .
$$

The result follows.

## Appendix B. Boundary determination

In the proofs of Theorem 1.1 and Theorem 1.8 we need the following boundary determination result, which is essentially known, see [3], 4], 17, Appendix], 12,

Appendix A], [21] and references therein, and presented here for the completeness and convenience of the reader.

Proposition B.1. Let $(M, g)$ be a compact smooth Riemannian manifold of dimension $n \geq 2$ with smooth boundary. Let $q \in C(M), \lambda>0$, and assume that $\lambda^{2}$ is not a Dirichlet eigenvalue of $-\Delta_{g}$ in $M$. If

$$
\begin{equation*}
\int_{M} q u_{1} u_{2} u_{3} u_{4} d V_{g}=0 \tag{B.1}
\end{equation*}
$$

for all $u_{j} \in C^{2, \alpha}(M)$ such that

$$
\begin{equation*}
\left(-\Delta_{g}-\lambda^{2}\right) u_{j}=0 \quad \text { in } \quad M^{\text {int }} \tag{B.2}
\end{equation*}
$$

$j=1, \ldots, 4$, then $\left.q\right|_{\partial M}=0$.
Proof. We shall follow [3], 4], constructing an explicit family of functions $v_{\mu}$, whose boundary values have a highly oscillatory behavior as $\mu \rightarrow 0$, while becoming increasingly concentrated near a given point on the boundary of $M$, and we shall follow [12, Appendix A], correcting $v_{\mu}$ into an exact solution to (B.2).
Let $x_{0} \in \partial M$ and let $\left(x_{1}, \ldots, x_{n}\right)$ be the boundary normal coordinates centered at $x_{0}$ so that in these coordinates, $x_{0}=0$, the boundary $\partial M$ is given by $\left\{x_{n}=0\right\}$, and $M^{\text {int }}$ is given by $\left\{x_{n}>0\right\}$. In the local coordinates, $T_{x_{0}} \partial M=\mathbb{R}^{n-1}$, equipped with the Euclidean metric. The unit tangent vector $\tau$ is then given by $\tau=\left(\tau^{\prime}, 0\right)$ where $\tau^{\prime} \in \mathbb{R}^{n-1},\left|\tau^{\prime}\right|=1$. Let $\eta \in C_{0}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$ be such that $\operatorname{supp}(\eta)$ is in a small neighborhood of $0, \eta(0) \neq 0$, and

$$
\int_{\mathbb{R}^{n-1}} \eta\left(x^{\prime}, 0\right)^{2} d x^{\prime}=1 .
$$

Let $\frac{1}{3} \leq \alpha \leq \frac{1}{2}$, and following [4], we let

$$
\begin{equation*}
v(x ; \mu)=\mu^{-\frac{\alpha(n-1)}{2}-\frac{1}{2}} \eta\left(\frac{x}{\mu^{\alpha}}\right) e^{\frac{i}{\mu}\left(\tau^{\prime} \cdot x^{\prime}+i x_{n}\right)}, \quad 0<\mu \ll 1, \tag{B.3}
\end{equation*}
$$

in the boundary normal coordinates, so that $v \in C^{\infty}(M)$, with $\operatorname{supp}(v)$ in $\mathcal{O}\left(\mu^{\alpha}\right)$ neighborhood of $x_{0}=0$. Here $\tau^{\prime}$ is viewed as a covector. A direct computation gives that

$$
\begin{equation*}
\|v(\cdot ; \mu)\|_{L^{2}(M)}=\mathcal{O}(1) \tag{B.4}
\end{equation*}
$$

as $\mu \rightarrow 0$. We look for a solution $u_{1}$ to $(\overline{\mathrm{B} .2})$ in the form

$$
\begin{equation*}
u_{1}(\cdot ; \mu)=v(\cdot ; \mu)+r(\cdot ; \mu) \tag{B.5}
\end{equation*}
$$

where $r$ is the solution to the Dirichlet problem,

$$
\left\{\begin{array}{l}
\left(-\Delta_{g}-\lambda^{2}\right) r=\left(-\Delta_{g}-\lambda^{2}\right) v \quad \text { in } \quad M^{\text {int }}  \tag{B.6}\\
\left.r\right|_{\partial M}=0
\end{array}\right.
$$

By boundary elliptic regularity, we have $r \in H_{0}^{1}\left(M^{\text {int }}\right) \cap C^{\infty}(M)$. By [12, Theorem A.3], we get

$$
\begin{array}{r}
\|r\|_{L^{2}(M)} \leq\|r\|_{H^{1 / 2+\varepsilon}\left(M^{\mathrm{int}}\right)} \leq C\left\|\left(-\Delta_{g}-\lambda^{2}\right) v\right\|_{H^{-3 / 2+\varepsilon}\left(M^{\mathrm{int}}\right)}  \tag{B.7}\\
\leq C\left\|\Delta_{g} v\right\|_{H^{-3 / 2+\varepsilon}\left(M^{\mathrm{int}}\right)}+C \lambda^{2}\|v\|_{H^{-1}\left(M^{\mathrm{int}}\right)}
\end{array}
$$

for $0<\varepsilon<1 / 2$. It is shown in [12] that with $\alpha=1 / 3$ and $\varepsilon=1 / 12$,

$$
\begin{equation*}
\left\|\Delta_{g} v\right\|_{H^{-3 / 2+\varepsilon}\left(M^{\mathrm{int}}\right)}=\mathcal{O}\left(\mu^{1 / 12}\right) \tag{B.8}
\end{equation*}
$$

see formula (A.14) in [12], and that

$$
\begin{equation*}
\|v\|_{H^{-1}\left(M^{\mathrm{int}}\right)}=\mathcal{O}\left(\mu^{1-\alpha}\right)=\mathcal{O}\left(\mu^{2 / 3}\right) \tag{B.9}
\end{equation*}
$$

see formula (A.19) in [12] and discussion after it. Combining (B.7), B.8), and (B.9), we get

$$
\begin{equation*}
\|r\|_{L^{2}(M)}=\mathcal{O}\left(\mu^{1 / 12}\right) \tag{B.10}
\end{equation*}
$$

Substituting $u_{1}$ given by $\left(\overline{\mathrm{B} .5)}\right.$ and $u_{2}=\overline{u_{1}}$ into the integral identity $(\overline{\mathrm{B} .1})$, and using (B.4), (B.10), we obtain that

$$
\begin{equation*}
\int_{M}\left(q u_{3} u_{4}\right)|v|^{2} d V_{g}=-\int_{M}\left(q u_{3} u_{4}\right)\left(v \bar{r}+r \bar{v}+|r|^{2}\right) d V_{g}=o(1) \tag{B.11}
\end{equation*}
$$

as $\mu \rightarrow 0$. It is computed in [12], see formula (A.24), that

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \int_{M}\left(q u_{3} u_{4}\right)|v|^{2} d V_{g}=\frac{1}{2} q(0) u_{3}(0) u_{4}(0) \tag{B.12}
\end{equation*}
$$

It follows from (B.11) and (B.12) that

$$
\begin{equation*}
q(0) u_{3}(0) u_{4}(0)=0 \tag{B.13}
\end{equation*}
$$

where $u_{3}, u_{4} \in C^{2, \alpha}(M)$ are any solutions of $(\overline{\mathrm{B} .2})$. Letting $u_{3}(\cdot ; h)=v(\cdot ; h)+$ $r(\cdot ; h), 0<h \ll 1$, where $v(\cdot ; h)$ is given by (B.3) with $\mu$ replaced by $h, r(\cdot ; h)$ is the solution to (B.6) with $v=v(\cdot ; h)$, and letting $u_{4}=\overline{u_{3}}$, we get from (B.13) that $q(0)=0$. Here we have used that $\eta(0) \neq 0$.

## Appendix C. Example of an infinite set of linearly independent ADMISSIBLE PERTURBATIONS

Let $M$ be a smooth compact Riemannian manifold of dimension $n \geq 2$ with boundary. We write $C^{0, \alpha}(M), 0<\alpha<1$, for the space of Hölder continuous functions on $M$, equipped with the norm,

$$
\|\varphi\|_{C^{0, \alpha}(M)}=\|\varphi\|_{L^{\infty}(M)}+\sup _{x, y \in M, x \neq y} \frac{|\varphi(x)-\varphi(y)|}{d(x, y)^{\alpha}}
$$

where $d(x, y)$ is the Riemannian distance between $x$ and $y$, see [2, Chapter 2, $\S 3$, $\S 9]$, 45, Section 13.8]. We define the $C^{1}$-norm on $M$ by

$$
\|\varphi\|_{C^{1}(M)}=\|\varphi\|_{L^{\infty}(M)}+\left\|\nabla_{g} \varphi(x)\right\|_{L^{\infty}(M)}
$$

where $\nabla_{g}$ is the gradient with respect to the Riemannian metric $g$. We have the continuous embedding $C^{1}(M) \subset C^{0, \alpha}(M), 0<\alpha<1$, i.e. there exists $B>0$ such that

$$
\begin{equation*}
\|\varphi\|_{C^{0, \alpha}(M)} \leq B\|\varphi\|_{C^{1}(M)}, \quad \varphi \in C^{1}(M) \tag{C.1}
\end{equation*}
$$

In what follows we refer to the definition and properties of simple manifolds to [35, Section 3.8]. We have the following result.

Proposition C.1. Let $(M, g)$ be simple. The set of admissible perturbations $\mathcal{A}(2 B)$, with $B$ given in C.1), contains an infinite set of linearly independent admissible perturbations.

Proof. First we have $(M, g) \subset \subset(U, g)$ where $(\bar{U}, g)$ is simple. Let $\omega \in U \backslash M$ and let $(r, \theta), r>0$ and $\theta \in \mathbb{S}^{n-1}$, be the polar normal coordinates in $(U, g)$ with center $\omega$. In these coordinates the metric $g$ has the form,

$$
g(r, \theta)=\left(\begin{array}{cc}
1 & 0  \tag{C.2}\\
0 & g_{1}(r, \theta)
\end{array}\right)
$$

where $g_{1}(r, \theta)$ is some $(n-1) \times(n-1)$ positive definite matrix. Consider the polynomial

$$
p(r, \theta)=\sum_{k=0}^{N} a_{k} r^{k} \in C^{\infty}(M)
$$

where $a_{k} \geq 0, k=0,1, \ldots N$,

$$
\begin{equation*}
k a_{k} \leq a_{k-1}, \quad k=1, \ldots N \tag{C.3}
\end{equation*}
$$

and $N \in \mathbb{N}$. It follows from (C.2) that $\nabla_{g} p=\left(\partial_{r} p, 0, \ldots, 0\right)$. Thus, using (C.2) and (C.3), we get

$$
\left|\nabla_{g} p\right|_{g}=\left|\partial_{r} p\right|=\sum_{k=1}^{N} a_{k} k r^{k-1} \leq \sum_{k=1}^{N} a_{k-1} r^{k-1} \leq p
$$

Hence, $\|p\|_{C^{1}(M)} \leq 2\|p\|_{L^{\infty}(M)}$. Combining this with C.1), we get $\|p\|_{C^{0, \alpha}(M)} \leq$ $2 B\|p\|_{L^{\infty}(M)}$, showing that $p \in \mathcal{A}(2 B)$. Thus, in particular, we have $\left\{\sum_{k=0}^{N} \frac{r^{k}}{k!}\right.$ : $N=1,2, \ldots\} \subset \mathcal{A}(2 B)$.

## Appendix D. Discussion of the geometric assumption (H1) in <br> Theorem 1.8

D.1. Local result. The following result demonstrates that locally, condition (iv) in assumption (H1) can be derived from condition (iii).

Proposition D.1. Let $(N, g)$ be a smooth compact Riemannian manifold without boundary whose sectional curvatures are bounded from above by $\kappa>0$. Let $\rho<$ $\min \left(\operatorname{Conv}(N), \frac{\pi}{\sqrt{\kappa}}\right)$, where $\operatorname{Conv}(N)>0$ is the convexity radius of $N$. There is a constant $C=C(N, g, \rho)$ such that for all $x_{0} \in N$ and all pairs of geodesics $\gamma, \eta:(-\rho, \rho) \rightarrow N$ with $\gamma(0)=\eta(0)=x_{0}$,

$$
d(\gamma(t), \eta(\tau)) \geq C|t| \sin \theta, \quad d(\gamma(t), \eta(\tau)) \geq C|\tau| \sin \theta, \quad t, \tau \in(-\rho, \rho)
$$

where $\theta$ is the angle of intersection between $\gamma$ and $\eta$.
Proof. Let $\left(x^{i}\right)$ denote normal coordinates around $x_{0}$ with respect to the metric $g$ on $U=B_{\rho}\left(x_{0}\right)$. In these coordinates, the geodesics $\gamma$ and $\eta$ are simply given by lines through the origin. Let $\alpha:[0, T] \rightarrow U$ be the shortest path between $\gamma(t)$ and $\eta(\tau)$, which is unique and entirely contained in $U$ since $\rho<\operatorname{Conv}(N)$. The distance between $\gamma(t)$ and $\eta(\tau)$ is then

$$
d_{g}(\gamma(t), \eta(\tau))=\int_{0}^{T}|\dot{\alpha}(t)|_{g} d t
$$

We parametrise $\alpha$ by arclength with respect to the coordinates ( $x^{i}$ ) equipped with the standard flat metric $g_{0}$ of $\mathbb{R}^{n}$, so that $|\dot{\alpha}(t)|_{g_{0}}=1$. With respect to $g_{0}$, the shortest path from $\gamma(t)$ to $\eta$ intersects $\eta$ at a right angle. Therefore,

$$
T=d_{g_{0}}(\gamma(t), \eta(\tau)) \geq d_{g_{0}}(\gamma(t), \eta)=|t| \sin \theta
$$

for all $t \in(-\rho, \rho)$. Let $g_{\kappa}$ be a metric of constant sectional curvature $\kappa$ on $U$ which exists since $\rho<\frac{\pi}{\sqrt{\kappa}}$. The manifold $\left(U, g_{\kappa}\right)$ is isometric to a spherical cap, and hence $g_{\kappa}$ can be extended to the closure of $U$. By compactness, there is a constant $C=C(\kappa)>0$ such that $g_{\kappa} \geq C g_{0}$ as bilinear forms. By [28, Theorem 11.10], we have $g \geq g_{\kappa}$ on $U$ since $\rho<\frac{\pi}{\sqrt{\kappa}}$. Therefore,

$$
d_{g}(\gamma(t), \eta(\tau)) \geq \int_{0}^{T}|\dot{\alpha}(t)|_{g_{\kappa}} d t \geq C \int_{0}^{T}|\dot{\alpha}(t)|_{g_{0}} d t \geq C|t| \sin \theta
$$

D.2. Discussion related to Example 1.9, Let $(M, g)$ be a simple Riemannian manifold. We shall demonstrate that it satisfies the geometric assumption (H1). Indeed, consider the bundle

$$
S M \times_{\pi} S M=\{((x, v),(y, w)) \in S M \times S M: x=y\} .
$$

As $M$ is a simple manifold, by applying the stopped geodesic flow in backward and forward time, we can see $S M \times{ }_{\pi} S M$ as a parameter space for pairs of geodesics on $M$ that intersect at a single point. Indeed, to each pair $((x, v),(x, w))=(x, v, w)$, we associate the two non-tangential geodesics $\gamma_{x, v}$ and $\gamma_{x, w}$.

For $0<\theta_{0}<\pi / 2$, let $E_{\theta_{0}} \subset S M \times_{\pi} S M$ be the set of pairs $(x, v, w)$ such that $\left|g_{x}(v, w)\right| \geq \cos \theta_{0}$. The set $E_{\theta_{0}}$ is compact and consists of geodesics that intersect at an angle $\theta \in\left[\theta_{0}, \pi / 2\right]$.
For each $x_{0} \in M^{\text {int }}$, choose a pair $\left(x_{0}, v, w\right) \in E_{\theta_{0}}$ and let $\gamma=\gamma_{x_{0}, v}$ and $\eta=\gamma_{x_{0}, w}$. Let us show that such pairs of geodesics satisfy the assumption (H1).
First, $\gamma(0)=\eta(0)=x_{0}$ and so (i) holds (with shifted times so that $t_{0}=\tau_{0}=0$ ). As $M$ is simple, it is non-trapping and there exists a $T>0$ such that all geodesics have length at most $T$ so (ii) holds. By our choice of pairs within $E_{\theta_{0}}$, (iii) holds with $\theta_{0}$ as above.

It remains to show (iv). Embed ( $M, g$ ) in a smooth compact Riemannian manifold without boundary $(N, g)$ whose sectional curvatures are bounded above by $\kappa>0$. Let $\rho$ be as in Proposition D.1 and consider the function $F: E_{\theta_{0}} \rightarrow[0, \infty]$ given by

$$
F(x, v, w)=\operatorname{dist}\left(\gamma_{x, v}\left(I_{x, v} \backslash(-\rho, \rho)\right), \gamma_{x, w}\left(I_{x, w}\right)\right)
$$

where $I_{x, v}$ is the closed interval on which $\gamma_{x, v}$ is defined in $M, F(x, v, w)=\infty$ if $I_{x, v} \subset(-\rho, \rho)$, and $\operatorname{dist}(A, B)=\inf \left\{d_{g}(a, b): a \in A, b \in B\right\}$ for any pair of subsets $A$ and $B$ of $M$. By continuous dependence of the geodesics $\gamma_{x, v}$ on $(x, v) \in S M$, the set

$$
V_{\rho}=\left\{(x, v, w) \in E_{\theta_{0}}: I_{x, v} \subset(-\rho, \rho)\right\}
$$

is open and $F$ is continuous on $E_{\theta_{0}} \backslash V_{\rho}$. It follows that the sets $F^{-1}((y, \infty])$ are open for all $y \in \mathbb{R}$, that is, $F$ is lower semicontinuous.
The function $(x, v, w) \mapsto \min (F(x, v, w), F(x, w, v))$ is then also lower semicontinuous. Therefore, by compactness of $E_{\theta_{0}}$ and the fact that geodesics in $M$ intersect at most once, there is $c=c(M, g, \rho)>0$ such that

$$
d\left(\gamma_{x, v}(t), \gamma_{x, w}(\tau)\right) \geq c
$$

whenever $|t| \geq \rho$ or $|\tau| \geq \rho$ for all $(x, v, w) \in E_{\theta_{0}}$. This holds because $F(x, v, w) \geq$ $c$ if and only if $d\left(\gamma_{x, v}(t), \gamma_{x, w}(\tau)\right) \geq c$ for all $|t| \geq \rho$. Hence, by choosing $r<$ $\min (c, \operatorname{Inj}(M) / 2)$, we see that if $d(\gamma(t), \eta(\tau)) \leq r$, then $|t|<\rho$ and $|\tau|<\rho$. Proposition D. 1 then guarantees there is $C=C(M, g, \rho)>0$ such that

$$
|t| \leq \frac{d(\gamma(t), \eta(\tau))}{C \sin \theta_{0}}, \quad|\tau| \leq \frac{d(\gamma(t), \eta(\tau))}{C \sin \theta_{0}}
$$

Here we have also used that $\theta \in\left[\theta_{0}, \pi / 2\right]$. Condition (iv) follows from choosing $r$ as above and $c_{0}=\left(C \sin \theta_{0}\right)^{-1}$. Since $\rho$ only depends on $(M, g)$, the constants $r$, $c_{0}$, and $\theta_{0}$ can be chosen uniformly.
D.3. Discussion related to Example 1.10. Let $M=\mathbb{S}^{1} \times[0, a], a>0$, be the cylinder with the usual flat metric. We shall show it satisfies the geometric
assumption (H1). Indeed, let $x_{0}=\left(e^{i t_{0}}, s_{0}\right) \in M^{\text {int }}$ and for $\theta \in(0, \pi / 2)$, consider the geodesics

$$
\begin{aligned}
\gamma_{x_{0}}(t) & =\left(e^{i t_{0}}, t\right), \quad t \in[0, a] \\
\eta_{x_{0}}^{\theta}(\tau) & =\left(e^{i\left(t_{0}-s_{0} \tan \theta+\tau \sin \theta\right)}, \tau \cos \theta\right), \quad \tau \in\left[0, \frac{a}{\cos \theta}\right] .
\end{aligned}
$$

The geodesics $\gamma_{x_{0}}$ and $\eta_{x_{0}}^{\theta}$ intersect at the point $x_{0}=\gamma_{x_{0}}\left(s_{0}\right)=\eta_{x_{0}}^{\theta}\left(s_{0} / \cos \theta\right)$ with an intersection angle of $\theta$. If $\left|-s_{0} \tan \theta+\tau \sin \theta\right|<2 \pi$ for all $\tau \in\left[0, \frac{a}{\cos \theta}\right]$, the geodesics $\gamma_{x_{0}}$ and $\eta_{x_{0}}^{\theta}$ do not intersect at any other points. This condition is guaranteed if we require

$$
\left|-s_{0} \tan \theta+\tau \sin \theta\right| \leq 2 a \tan \theta<2 \pi,
$$

which implies that $0<\theta<\arctan \left(\frac{\pi}{a}\right)$.
Let $\theta_{0}=\frac{1}{4} \arctan \left(\frac{\pi}{a}\right)$. If $\theta \in\left[\theta_{0}, 2 \theta_{0}\right)$, then $\eta_{x_{0}}^{\theta}$ rotates at most half a turn around the cylinder. Unwrapping that half of the cylinder into $[0, \pi] \times[0, a]$, we see that the distance between $\gamma_{x_{0}}(t)$ and $\eta_{x_{0}}^{\theta}(\tau)$ is the same as the Euclidean distance. The shortest path from $\gamma_{x_{0}}(t)$ to the curve $\eta_{x_{0}}^{\theta}$ intersects $\eta_{x_{0}}^{\theta}$ at a right angle and therefore $d\left(\gamma_{x_{0}}(t), \eta_{x_{0}}^{\theta}\right)=\left|t-s_{0}\right| \sin \theta$ since $\gamma_{x_{0}}\left(s_{0}\right)=x_{0}$. Similarly, $d\left(\gamma, \eta_{x_{0}}^{\theta}(\tau)\right)=\left|\tau-s_{0} / \cos \theta\right| \sin \theta$ since $\eta_{x_{0}}^{\theta}\left(s_{0} / \cos \theta\right)=x_{0}$. Therefore,

$$
d\left(\gamma_{x_{0}}(t), \eta_{x_{0}}^{\theta}(\tau)\right) \geq \sin \theta \max \left(\left|t-s_{0}\right|,\left|\tau-s_{0} / \cos \theta\right|\right)
$$

for all $t \in[0, a]$ and $\tau \in\left[0, \frac{a}{\cos \theta}\right]$.
Therefore, if we choose a pair of geodesics $\gamma=\gamma_{x_{0}}$ and $\eta=\eta_{x_{0}}^{\theta}$ with $\theta \in\left[\theta_{0}, 2 \theta_{0}\right)$ for every point $x_{0} \in M^{\text {int }}$, we get a family of pairs of geodesics that satisfies assumption (H1) with $\theta_{0}$ as above, $T=\frac{a}{\cos \left(2 \theta_{0}\right)}, 0<r<\pi / 2$, and $c_{0}=\left(\sin \theta_{0}\right)^{-1}$.
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