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1. Introduction

Balayage is one of the most useful tools in linear potential theory and has been used
to obtain many important results therein. Heinonen, Kilpeladinen and Martio were
the first to use nonlinear balayage for studying .A-harmonic functions on R™ in [22],
[23] and [24]. The purpose of this paper is to develop the nonlinear balayage theory
on metric spaces.

Analysis and nonlinear potential theory on metric measure spaces have under-
gone a rapid development during the last decade, see e.g. Hajtasz [19], Heinonen—
Koskela [25], Koskela-MacManus [34], Hajtasz—Koskela [20], Cheeger [16], Shanmu-
galingam [37], Kinnunen—-Martio [28], [29] and more recently Keith-Zhong [26].

Using upper gradients, which were introduced by Heinonen and Koskela in [25],
it is possible to define (Newtonian) Sobolev-type spaces on general metric spaces.
Variational inequalities can then be used to define p-harmonic and superharmonic
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functions (see Section 3). In our generality there are no corresponding partial dif-
ferential equations, which causes some difficulties. Nevertheless, under rather mild
assumptions on the metric space, a large part of the theory of p-harmonic and su-
perharmonic functions on weighted R™ has been extended to metric spaces, see,
e.g., Shanmugalingam [38], [39], Kinnunen-Martio [30], Kinnunen—Shanmugalin-
gam [32], [33], Bjorn-Bjérn-Shanmugalingam [9], [10] and Bjorn-Bjérn [5]. Exam-
ples of spaces satisfying our assumptions include weighted R”™, manifolds, Heisen-
berg groups and more general Carnot groups and Carnot—Carathéodory spaces, see,
e.g., [5], [10] and Hajtasz—Koskela [20].

Balayage is a regularized infimum of the family of superharmonic functions lying
above a given obstacle. First, we use the fundamental convergence theorem from
Bjorn-Bjorn—Parviainen [8] to show that regularizing changes the infimum only
on a set of capacity zero and that the resulting function is superharmonic. This
makes it possible for us to develop the theory of balayage in a way different from
Heinonen—Kilpeldinen—Martio [24], where a substantial part of the balayage theory
was developed before proving that the infimum only needs to be regularized on a
set of capacity zero. We generalize the balayage results from [22], [23] and [24] to
metric spaces, but in most cases our proofs are different.

Sets of capacity zero in potential theory correspond to sets of measure zero
in the study of LP-spaces and can sometimes be disregarded. In linear potential
theory there are two ways of defining the balayage, depending on if sets of capacity
zero are ignored or not, and it is almost immediate that they are equivalent. This
equivalence is then used to obtain many important consequences. In the nonlinear
case it is not known whether the two definitions, which we call R- and @Q-balayage,
see Section 4, always coincide. A partial result on their equality was obtained in
Heinonen—Kilpeldinen [23] in R™. We extend this result to metric spaces and also
provide other sufficient conditions for when the two types of balayage coincide. This
is particularly useful in our characterizations of polar sets by means of barriers in
Section 8.

We develop the theories of R- and (-balayage in parallel, proving results for
both types of balayage where possible. In most cases we are able to obtain results
for the @-balayage, but in connection with Perron solutions we can only obtain
some parts for the R-balayage.

On metric spaces, obstacle problems have earlier been used instead of balayage
to prove various results in nonlinear potential theory. In Section 5, we study the
relationship between balayage and obstacle problems. We also study the continuity
of balayage and show that even for irregular obstacles, the balayage is p-harmonic
in the set where it lies strictly above the obstacle, see Section 6.

As an application of the theory of balayage, in Section 7 we provide two types of
characterizations of regular boundary points in terms of balayage. These comple-
ment the large number of characterizations obtained in Bjérn-Bjorn [5]. Finally we
use balayage for calculating capacities. Our results are also used in Méakélainen [35]
to obtain a characterization of removable singularities for Hélder continuous Cheeger
p-harmonic functions on metric spaces.

Many of our results are new also in R™. The results and proofs given in this paper
hold also for Cheeger p-harmonic functions, as discussed in e.g. Bjorn—-MacManus—
Shanmugalingam [14] and Bjérn-Bjérn—-Shanmugalingam [9], and for .A-harmonic
functions as defined on pp. 56-57 of Heinonen—Kilpeldinen—Martio [24].
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notes [36] in this research. The first two authors were supported by the Swedish
Science Research Council. This research belongs to the European Science Foun-

dation Networking Programme Harmonic and Complex Analysis and Applications
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2. Preliminaries

We assume throughout the paper that 1 < p < oo and that X = (X,d,pu) is
a complete metric space endowed with a metric d and a positive complete Borel
measure g which is doubling, i.e. there exists a constant C,, > 1 such that for all
balls B = B(zg,7) :=={z € X : d(z,z0) <r}in X,

0 < p(2B) < Cu(B),

where AB = B(xzg, Ar). It follows that X is proper, i.e. that closed bounded sets
are compact.

In this paper, a path in X is a rectifiable nonconstant continuous mapping from
a compact interval. A path can thus be parametrized by arc length ds.

We follow Heinonen—Koskela [25] introducing upper gradients as follows (they
called them very weak gradients).

Definition 2.1. A nonnegative Borel function g on X is an upper gradient of an
extended real-valued function f on X if for all paths v : [0,1,] — X,

£ 0) = Flv(la))] < / gds (2.1)

Y

whenever both f(v(0)) and f(~(l,)) are finite, and fv gds = oo otherwise. If g is a
nonnegative measurable function on X and if (2.1) holds for p-a.e. path, then g is
a p-weak upper gradient of f.

By saying that (2.1) holds for p-a.e. path, we mean that it fails only for a
path family with zero p-modulus, see Definition 2.1 in Shanmugalingam [37]. Tt is
implicitly assumed that f,y g ds is defined (with a value in [0, o0]) for p-a.e. path.

The p-weak upper gradients were introduced in Koskela-MacManus [34]. They
also showed that if g € LP(X) is a p-weak upper gradient of f, then one can find a
sequence {g;}32; of upper gradients of f such that g; — g in LP(X). If f has an
upper gradient in LP(X), then it has a minimal p-weak upper gradient g5 € LP(X)
in the sense that for every p-weak upper gradient g € LP(X) of f, g5 < g a.e., see
Corollary 3.7 in Shanmugalingam [38].

Next we define a version of Sobolev spaces on the metric space X due to Shan-
mugalingam [37]. Cheeger [16] gave an alternative definition which leads to the
same space, when p > 1.

Definition 2.2. Whenever u € LP(X), let

1/p
fullvioco = ([ 1 ducting [ gan)
X 9 Jx

where the infimum is taken over all upper gradients of u. The Newtonian space on
X is the quotient space

N'P(X) = {u: Jullvrecx) < 0o}/~,
where u ~ v if and only if ||u — v|[y1r(x) = 0.
Definition 2.3. The capacity of a set £ C X is the number
Cp(E) = inf HUH?\,LP(X),

where the infimum is taken over all u € N*P(X) such that « > 1 on E.
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By truncation, the infimum can be taken over w such that 0 < u < 1. The
capacity is countably subadditive. For this and other properties as well as equivalent
definitions of the capacity we refer to Kilpelainen—Kinnunen-Martio [27], Kinnunen—
Martio [28], [29], and Bjérn-Bjorn [7].

We say that a property holds quasieverywhere (q.e.) if the set of points for
which the property does not hold has capacity zero. The capacity is the correct
gauge for distinguishing between two Newtonian functions. Indeed, if u € N7 (X),
then u ~ v if and only if u = v q.e. in X. Moreover, if u,v € N'?(X) and u = v
a.e., then u ~ v.

The following consequence of Mazur’s lemma will be useful. For a proof see
Bjorn-Bjorn—Parviainen [8].

Lemma 2.4. Assume that {u;}°, is bounded in NYP(X) and that u; — u g.e.
Then u € NY?(X) and

/gﬁdugliminf/ gb du.
X i—oo Jx o

We assume further that X supports a weak (1, p)-Poincaré inequality, i.e. there
exist constants C' > 0 and A > 1 such that for all balls B C X, all integrable
functions f on X and for all upper gradients g of f,

1/p
][ |f—fB|dM§C(diamB)<][ gpdu> , (2.2)
B AB

where fp = f, fdu:= [, fdu/pn(B).

By the Holder inequality, it is easy to see that if X supports a weak (1,p)-
Poincaré inequality, then it supports a weak (1,¢q)-Poincaré inequality for every
g > p. A deep theorem of Keith and Zhong [26] shows that X even supports a weak
(1,p)-Poincaré inequality for some p < p, which was earlier a standard assumption
for the theory of p-harmonic functions on metric spaces. In the definition of the
Poincaré inequality we can equivalently assume that g is a p-weak upper gradient.

Under these assumptions, Lipschitz functions are dense in N''?(X), and the
functions in N'P(X) are quasicontinuous, see Shanmugalingam [37] and Bjérn—
Bjorn-Shanmugalingam [11]. This means that in the Euclidean setting, N1:»(R™)
is the refined Sobolev space.

We need a Newtonian space with zero boundary values defined as follows for an
open set 2 C X,

NyP(Q) = {fla: feN"P(X)and f=0in X \ Q}.

One can replace the assumption ” f = 0in X\ Q” with 7 f = 0 q.e. in X\ ©” without
changing the obtained space. We say that f € Nﬁ)’f (Q) if for every x € Q there is 7,
such that f € NYP(B(xz,r,)). This is clearly equivalent to saying that f € NY?(V)
for every open V € Q. By saying that V € 2 we mean that V is a compact subset
of Q.

3. Minimizers and superharmonic functions

Let us recall that we assume that X is a complete metric space supporting a weak
(1, p)-Poincaré inequality and that p is doubling. Assume also from now on that 2
is a nonempty open set which is either unbounded or is such that C,(X \ ) > 0.
(See Section 9 for the exceptional case when X is bounded and C,(X \ ) =0.)
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Definition 3.1. A function u € NLP(Q) is a minimizer in Q if for all ¢ € Ny**(Q)

we have that
/ ghdp < / Jorp dit- (3.1)
»#0 p#0

A function u € N P(Q) is a superminimizer in € if (3.1) holds for all nonnegative
€ Ny (9).

By Proposition 3.2 in A. Bjorn [3] it is enough to test (3.1) with (all and non-
negative, respectively) ¢ € Lip.().

We follow Bjorn—Bjorn [7] in the definition of the obstacle problem. This defini-
tion is a special case of the definition used by Farnana [18] for the double obstacle
problem.

Definition 3.2. Let V C X be a nonempty bounded open set with C,,(X \ V') > 0.
Let f € NY?(V) and 4 : V — [—00, 00]. Then we define

Ky (V)={ve NY"P(V):v—feNyP(V)and v > qe. in V}.

Furthermore, a function u € KCy (V') is a solution of the Ky, r(V')-obstacle problem
if
/ ghdp < / ghdp for all v e ICy (V).
v v
We also let ICp p = ICy £ (£2).

Kinnunen—Martio [30] made a similar definition but with “q.e.” replaced by
“a.e.”, which was sufficient for their purposes. Classical Sobolev functions in Eu-
clidean spaces are defined only up to a.e. equivalence classes, so the a.e. obstacle
problem is the only reasonable interpretation in that case. On the other hand, New-
tonian functions are defined up to q.e. equivalence classes and correspond to the
fine representatives of Sobolev functions. Hence, the q.e. definition is more natural
for them.

If ¢ € Nlt’cp (Q), then the two types of obstacle problems coincide, but more
generally there are differences, see the discussion in Farnana [18]. In particular, if
E C Q has zero measure but positive capacity, then our definition of the obstacle
problem leads to the capacitary potential of E in €2, whereas solutions of the a.e.
obstacle problem are trivial. In several of our results, e.g. in Theorem 5.3 and
Proposition 5.6, it will be important that we work with the definition above.

In nonlinear potential theory, even in the Euclidean case, obstacle problems
and Sobolev spaces are a useful tool. In the classical linear theory, these notions,
being essentially replaced by potentials, are often not visible at all, cf. Armitage—
Gardiner [1] or Doob [17].

We shall use the esslim inf-reqularization

u*(x) = ebbyhirglclnf u(y) := 1%1310 %s(bz%%g u. (3.2)
It is easily verified that «* is indeed lower semicontinuous.

If Q is bounded and Ky ¢ # &, then there is a solution u of the Ky, s-obstacle
problem, and the solution is unique up to equivalence in N!?(€2). The proof of
this fact is slightly more involved than the proof of Theorem 3.2 in [30] for the a.e.-
obstacle problem, see either Farnana [18] or Bjorn-Bjorn [7]. Moreover u* = u q.e.
and u* is the unique esslim inf-regularized solution of the Ky, s-obstacle problem.

A function w is a superminimizer if and only if it is a solution of the I, ., (€)-
obstacle problem for every nonempty open subset ' € Q. On the other hand, if
is bounded, then a solution of the ICy, f-obstacle problem is a superminimizer, and a
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superminimizer v € N1P(2) is a solution of the K, ,-obstacle problem. Moreover,
if w is a superminimizer then u = u* qg.e. and u* is superharmonic (see below). If
1) = —o0, the obstacle problem reduces to the usual Dirichlet problem.

By Proposition 3.8 and Corollary 5.5 in Kinnunen—-Shanmugalingam [32] a min-
imizer can be modified on a set of capacity zero so that it becomes locally Holder
continuous. A p-harmonic function is a continuous minimizer. For f € NYP(V),
we define Hy f to be the continuous solution of the K_.. s(V)-obstacle problem.

Definition 3.3. A function u : Q — (—o00, 00| is superharmonic in Q) if
(i) u is lower semicontinuous;
(ii) u is not identically co in any component of €;
(iii) for every nonempty open set V' &€ 2 and all functions v € Lip(X), we have
that Hyv < in ' whenever v < u on 0V.
A function u : Q — [—00,00) is subharmonic if —u is superharmonic.

This definition is equivalent to the definitions used in Heinonen—Kilpeldinen—
Martio [24] and Kinnunen—-Martio [30], see A. Bjorn [2].

If w and v are superharmonic, & > 0 and 5 € R, then au + § and min{u, v} are
superharmonic, but in general u + v is not. Superharmonic functions are ess lim inf-
regularized, and a function in Nlt’f (Q) is superharmonic if and only if it is an
ess lim inf-regularized superminimizer. However, there are superharmonic functions
not belonging to Nllo’f (©), and thus they are not superminimizers, see also a discus-
sion in Bjérn-Bjoérn—Parviainen [8]. A superharmonic function u satisfies the strong
minimum principle: If v attains its minimum in  at some point x € €2, then u is
constant in the component containing x. For the facts above on superminimizers,
superharmonic functions and obstacle problems we refer to [30].

The following comparison lemma is proved for the a.e.-obstacle problem in
Bjorn-Bjorn [5], Lemma 5.4, the proof is the same in our case, see also Farnana [18],
where the corresponding result is proved for the more general double (g.e.)-obstacle
problem.

Lemma 3.4. Assume that Q is bounded. Let ¢; : @ — R and f; € NP(Q) be
such that ICy, r, # D, and let u; be the essliminf-regularized solution of the KCy; .-
obstacle problem, j = 1,2. Assume that 11 < ¥s q.e. in Q and that (fi— f2): €
Ny P(Q), then uy < ug in S

We will need two results for superminimizers and superharmonic functions from
Bjorn-Bjorn—Parviainen [§].

Proposition 3.5. If u is superharmonic in € and bounded from above by an

1 . . L.
N P(Q)-function, then u is a superminimizer.

For the second result, called the fundamental convergence theorem, we first need
to define the lim inf-regularization of a function f :Q — R as

fl@)=1lim inf f x€Q.

r—0QNB(z,r)

It follows that f < f, and it is easy to show that f is lower semicontinuous.

Theorem 3.6. (The fundamental convergence theorem) Let F be a nonempty fam-
ily of superharmonic functions in ). Assume that there is a function f € Nﬁ)’f(ﬂ)
such that w > f a.e. in Q for all u € F. Let w = inf F. Then the following are
true:
(a)
(b)
(c)

18 superharmonic;
=w* in Q;
=w q.e. in €.

SRR
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We will also use Choquet’s topological lemma. We say that a family of functions
U is downward directed if for each u,v € U there is w € U with w < min{u, v}.

Lemma 3.7. (Choquet’s topological lemma) Let U = {u,, : v € I} be a nonempty
family of functions u, : @ — R. Let w = infUd. If U is downward directed, then
there is a decreasing sequence of functions v; € U with v = lim;_.o v; such that
0 =1q.

Proof. The proof of Lemma 8.3 in Heinonen—Kilpeldinen—Martio [24] generalizes
directly to metric spaces. Just remember that our metric space X is separable. See
also Bjorn-Bjorn [7]. O

One way of solving the Dirichlet problem for p-harmonic functions is by using
the Perron method, which was studied in Bjérn-Bjorn-Shanmugalingam [10] in the
metric space setting.

Definition 3.8. Assume that Q is bounded. Let f : 9Q — R. Let Uy be the set of
all superharmonic functions v on 2 bounded from below such that

liminfu(y) > f(z) for all x € 0.
Qoy—z

The upper Perron solution of f is defined by

Similarly, we define Ly to be the set of all subharmonic functions u on 2 bounded
from above such that

limsupu(y) < f(z) for all x € 99,
Qoy—z

and the lower Perron solution of f is

Pf(z) = sup u(z), x€q.
u€Ly

If Pf = Pf, then we set Pof = Pf = Pf, and f is said to be resolutive.

In Theorem 6.1 in Bjorn—Bjérn—Shanmugalingam [10], it is shown that if f €
C(€), then f is resolutive. Moreover, if f € NYP(X), then f is resolutive and
Pf = Hf, by Theorem 5.1 in [10].

Definition 3.9. Assume that  is bounded. A point zq € 99 is regqular if

lim Pf(y) = f(zo) forall feC(09Q).
Q3y—xo
The set € is regular, if all zo € 00 are regular. If xg € 9N is not regular, then it is
irreqular.

In Theorems 4.2 and 6.1 in Bjorn—Bjorn [5], regular boundary points were char-
acterized in several ways by means of barriers and obstacle problems. We recall
the characterizations in order to analyze the Poisson modification in the irregular
points. Contrast to the Euclidean case, even the balls may not be regular in the
metric spaces as pointed out below. In Section 7 we obtain some other characteri-
zations in terms of balayage.

Theorem 3.10. Assume that Q) is bounded. Let xg € 92, § > 0 and B = B(xg, ).
Then the following are equivalent:
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(a) The point xq is a regular boundary point.
(b) The point zq is reqular with respect to B N Q.
(¢) It is true that

lim  Pf(y) = f(xo)

Q3y—xg

for all bounded f : 092 — R which are continuous at xg.
(d) It is true that

limsup Pf(y) < f(zo)

Q>3y—xo
for all functions f : 9Q — R which are bounded from above on 02 and upper
semicontinuous at xg.

Proof. (a) = (d) This is Proposition 7.1 in Bjérn-Bjérn-Shanmugalingam [10].
(d) = (c) This was shown in the proof of Corollary 7.2 in [10].
(a) < (c) This is part of Theorem 4.2 in Bjérn-Bjoérn [5]
(a) < (b) This is part of Theorem 6.1 in [5] O

We will also use the Kellogg property which was obtained in Bjorn-Bjorn—
Shanmugalingam [9], Theorem 3.9, to analyze the irregular points in a context
of the Poisson modification.

Theorem 3.11. (The Kellogg property) Assume that Q is bounded. Then it is true
that
Cp({x € 0Q : x is irregular}) = 0.

We will use the following two pasting lemmas for superminimizers and super-
harmonic functions, respectively. Lemma 3.12 was proved for quasisuperminimizers
in Bjérn—Martio [12].

Lemma 3.12. Assume that Q' C Q is open, and that u and v’ are superminimizers
i Q and SV, respectively. Let

min{u,uw'}, in
u, in Q\ Q.

Ifve NIIO’CP(Q), then v is a superminimizer in ).

Lemma 3.13. Assume that ' C Q s open, and that v and v’ are superharmonic
in Q and SV, respectively. Let

min{u,u'}, in
v =
u, in Q\ .

If v is lower semicontinuous, then it is superharmonic in €.

Proof. As our definition of superharmonicity is equivalent to the one used in Hei-
nonen—Kilpeldinen—-Martio [24], the proof of Lemma 7.9 in [24] generalizes directly
to metric spaces. O

Next we introduce the Poisson modification, which is used in the proofs of Theo-
rem 5.8 and Corollary 6.2. In both cases, in view of Theorem 1.1 in Bjérn-Bjorn [6],
we could have done the Poisson modifications with respect to regular sets. We have
refrained from this and our proofs therefore do not depend on approximations by
regular sets. (Actually, we do use this in the proof of Lemma 3.13, but in Bjorn—
Bjorn [7] there is a proof without this ingredient.)
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Note that in metric spaces, balls need not be regular, for a simple example see
Example 3.1 in [6]. There even exist metric spaces satisfying our assumptions, in
which no balls are regular. More precisely, Proposition 7 in Capogna—Garofalo [15]
shows that the complement of the Carnot—Carathéodory ball B(0,r) in the Heisen-
berg group H™, n > 1, near each of its poles (0,47r?) is contained in a Euclidean
cone. Theorem 3.4 in Hansen-Hueber [21] then shows that if n > 2 and p = 2,
then the Euclidean cone is thin at its vertex, i.e. its complement (and thus also the
Carnot—Carathéodory ball B(0,r)) is not regular. Due to the group structure this
means that in H”, n > 2, p = 2, there do not exist any regular balls, and in particu-
lar no base of regular balls. On the other hand, by Corollary 1.2 in Bjérn-Bjérn [6]
there always exists a base of regular sets.

Proposition 3.14. (Poisson modification for superharmonic functions) Assume
that u is superharmonic in ) and let G € Q) be open. Let further

S L2 in Q\ G,
B Pau, inG.

Then _
u(z), x€N\G,
v*(z) = { Pou(z), red, (3.3)
mm{u(m), graril_r)lgfcljgu(y)}, x € 0G.

Moreover, v* is superharmonic in Q and p-harmonic in G, and v* < v <wu in Q.
Let E = {x € 0G : x is irregular with respect to G}. Then v* = v in Q\ E, in
particular v = v g.e. in §Q.

For u locally bounded from above, part of this result was given in Lemma 4.2 in
Bjorn-Bjorn—Shanmugalingam [10]. See also Theorem 9.1 in Kinnunen—Martio [31].

Observe that in general, v is not lower semicontinuous, and hence not superhar-
monic. However, if G is regular, then £ = @ and v* = v.

Proof. As w is superharmonic, it is lower semicontinuous and does not take the value
—o0. Hence  is bounded from below on G. Thus u € Uy (G) and u > Peu > Pou
in G. Therefore v < u in Q. As v is essliminf-regularized in Q \ 9G, it is easy to
see that v* is given by (3.3) and that v* <wv in Q.

Next we want to show that v* is superharmonic. Let uy = min{u, k} and

Uk, in Q\G7
Vg = .
Poup, inG.

Then v}, is given by an expression similar to (3.3). Functions in £, (G) are bounded
from above, from which it follows that Pour — Pgou in G, and thus v, — v in €,
as k — oo.

By Corollary 7.8 in Kinnunen-Martio [30], uy € Nﬁ)’f(ﬂ). Thus Pour = Hgug,
by Theorem 5.1 in Bjérn-Bjorn—Shanmugalingam [10], from which it follows that
v € Nlt’f(ﬂ). Since vg, < uy, (in the same way as v < u) it follows from Lemma 3.12
that vy is a superminimizer in §2.

Thus vy is superharmonic in Q and v, = v} q.e. in Q. It follows that v =
limy .o v} q.e. in Q. By Lemma 7.1 in [30], limy_. v} is superharmonic in 2 and
thus essliminf-regularized. Hence, v* = limy_. v} everywhere in ). That v* is
p-harmonic in G follows from Theorem 4.1 in [10].

As u is lower semicontinuous and bounded from below on G, Theorem 3.10(d)
applied to —u shows that

liminf Pru(y) = u(z) for z € 0G\ E.

Goy—x
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Thus, v* = u = v in 2\ E and, by the Kellogg property (Theorem 3.11), v* =
g.e. in Q.

O <

4. Balayage

The balayage is roughly speaking the smallest superharmonic function lying above a
given obstacle function. Before analyzing its connection to the obstacle problem, we
develop the basic theory of balayage on metric spaces. In particular, we prove that
sets of capacity zero can sometimes be neglected. This is useful in many applications
of the theory.

Definition 4.1. Let

®Y = d¥(Q) = {u : u is superharmonic in Q and u > ¢ in Q},

UY = U¥(Q) = {u : u is superharmonic in Q and u > 1 q.e. in Q},
RY = R¥(Q) = inf ®¥,

QY = Q¥(Q) = inf TV,

The lim inf-regularizations RY and Qw are called the R- and Q-balayages of ¢ in
Q, respectively. If ®¥ = @, then we set RY = 0 and similarly for Qw

In this paper, we always assume that the obstacle function % in the definition
of the balayage is bounded from below by an Nﬁ)’f (Q)-function.

Clearly, @f < RY. As superharmonic functions are lim inf-regularized it follows
directly that RY < RY and Q¥ < QY. The two definitions of balayage are known to
be equivalent in the linear theory, see Theorem 5.7.3(ii) in Armitage—Gardiner [1],
but in the nonlinear case this is still an open problem, even in R™. A partial
result was obtained in Heinonen—Kilpeldinen [23], which we here generalize to metric
spaces in Theorem 4.10. See also Section 10 for comments on the linear case.

We start this section by deriving a number of rather basic conclusions about
the balayage. We prove several different results on when the R- and Q-balayages
coincide and end the section with some convergence results.

Definition 4.2. For E C 2 we define
‘I’}é = p¥xm, R% = R¥X® ‘If}g — U¥XE  and Q% = Q¥xe,
where y g is the characteristic function of FE.

Proposition 4.3. (a) If Y1 < ¥ and Q1 C Qo, then R¥1 () < Rz (Q2) and
QY () < Q¥ () in Q.
(b) IfECFCQ and >0, Zhen%gﬁﬁ andeéAg QY. -
(¢) If A\ >0 and u € R, then RM*H = ARY + u and QM1+ = AQ¥ + p.

Proof. These are easy observations following directly from the definition. O

As a consequence of the fundamental convergence theorem we obtain the fol-
lowing result rather easily. Compare this to Section 8 in Heinonen—-Kilpelainen—
Martio [24], where the theory of the R-balayage is developed in a different order.
Observe also that the Q-balayage gives the right representative even without the
regularization as shown below.

Theorem 4.4. It is true that

RY =(R¥)* in Q and RY =RY >4 qe. in Q. (4.1)
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Moreover, if ®¥ # &, then the balayage RY is superharmonic.
Similarly,

@w = Q") =QY inQ and @w > g.e. in Q, (4.2)
and if WY # @, then @w 18 superharmonic.

Proof. The identities (4.1) and (4.2) are trivial in the cases when ®¥ = & and
UY¥ = @, respectively. We thus assume that ®¥ # @ and ¥¥ # @, respectively, in
the rest of the proof.

The result now follows directly from Theorem 3.6 with one exception. Trivially
RY > 4 everywhere in €, and thus, by Theorem 3.6, R¥ = R¥ > 1) q.e. in .

For the ()-balayage the corresponding inequality is a little more subtle. By
Choquet’s topological lemma (Lemma 3.7) there is a decreasing sequence of super-
harmonic functions v; € ¥¥ with v = lim;_,, v; such that & = @w. Aswv; > ge,
it follows that v > 1 q.e. in 2. By Theorem 3.6, we have thath =0=v>1q.e.
in Q. As Q¥ is superharmonic, we have Q¥ € U¥ and hence Q¥ > Q¥ everywhere
in 2. The converse inequality is trivial. O

The following corollary immediately follows from the previous theorem by using
the esslim inf-regularization.

Corollary 4.5. It is true that
RV > Q¥ >¢* in Q.
We say that 1 is essentially lower semicontinuous if ¢* > 1.

Proposition 4.6. If ¢ is essentially lower semicontinuous, in particular if 1 is
lower semicontinuous, then

RV =QY>4* >4 in Q.

Proof. In view of Corollary 4.5 we only need to show that RY < @w. But as C/Q\‘/’ >
we have that Q¥ € ®¥, and hence R¥ < RY < QY. O

This in particular shows that if ¢ > 0 is superharmonic in © and E C  (which
is the situation often considered in linear balayage) then R}g = R}é = Q}é, provided
that E is open, cf. Theorem 5.3.4(v) in Armitage-Gardiner [1].

Proposition 4.7. If ¢ is superharmonic, then
RV =Q¥ =1 in Q.

Proof. We have that Ew = Q\w > 1 by Proposition 4.6. On the other hand, as
1 € ®¥ we have that R¥ < 4. O

Proposition 4.8. If ¢ > 0 is superharmonic and E C €1, then
ﬁ}é = @}é =1 gq.e. in E and everywhere in int E.

In particular, R R
RL=QL=1 gqe inE.

Proof. As ¢ € \Ilﬁ we have that @}é < Eﬁ < 1[) = . On the other hand, by
Theorem 4.4, ) = 1hxg < Q% q.e. in E. Thus Q% = ¢ q.e. in E.
As Qﬁ and 1 are both esslim inf-regularized they must coincide in int E. O
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Proposition 4.9. If RY € N&)’f(Q), in particular if ¥ is bounded, then RY is an
ess lim inf-reqularized superminimizer in €.

Similarly, if @w € Nﬁ)’f(Q), in particular if 1 is bounded, then @w is an
ess lim inf-reqularized superminimizer in €.

Proof. The proofs for RY and C/;)\d’ are similar, we give the proof for C/;)\d’. By The-
orem 4.4, CZJ’ is superharmonic, and hence esslim inf-regularized. If ¢ is bounded,
then so is Q¥, and as a bounded superharmonic function, Qf is a superminimizer
in Nﬁ)’f (), by Corollary 7.8 in Kinnunen—Martio [30]. If Q¥ merely belongs to

N P(Q) we instead use Corollary 7.9 in [30] to deduce that Q¥ is a supermini-

loc
mizer. O

Next we show that if @w € N1P(Q), then the R- and Q-balayages coincide. The
proof is similar to the corresponding proof for unweighted R"™ in Heinonen—Kilpe-
ldinen [23], Lemma 2.1. For the reader’s convenience we include a proof here with
the necessary references to the metric space literature. Later in Corollary 5.4 and
Corollary 6.3, we provide conditions in terms of the obstacle .

The idea in the proof is to add a correction term to Q¥ so that the resulting
function lies above the obstacle also in the exceptional set {z € Q: Q¥ (x) < ¥(x)}.
Then we use the corresponding solutions of the obstacle problem and the fact that
the exceptional set is of capacity zero to show that RY < QY. This suffices to prove
the claim since the converse inequality follows by definition.

Theorem 4.10. Assume that Q is bounded. If @w € NLP(Q), then @w = RY.

Proof. Let E = {x € Q: @w(x) < ¢(x)}. Theorem 4.4, implies that C,(E) = 0.
By Corollary 1.3 in Bjérn—-Bjérn—Shanmugalingam [11], C}, is an outer capacity, i.e.
there exists, for j = 1,2, ..., an open set G; D E with C,(G;) < 2797 and thus a
nonnegative p; € N»?(X) such that lleillntexy < 277 and p; > Xa,-

Let o = Z;’il @, and let w be the essliminf-regularized solution of the KCy, -
obstacle problem. Then 0 < w € N1VP(Q) is a lower semicontinuous function and
w=o0in F. Let

~ w
wj:Qw‘F?

and let v; be the esslim inf-regularized solution of the ICy, y,-obstacle problem. We
have, as v; is lower semicontinuous, that

vj(z) = essliminf v, (y) > essliminf ¢;(y) > ¥;(z) > ¢(z) for all z € Q.
Now
v:= lim v; > RY > RY.
j—o0

On the other hand, ¢; — Q¥ in N'?(Q), and Q¥ is a solution of the Kg, g,-
obstacle problem since it is superharmonic. It follows from Proposition 3.2 in
Kinnunen-Shanmugalingam [33], which also appears as Proposition 5.5 in Bjérn—
Bjorn—Shanmugalingam [10], that v = Q¥ q.e. in §. Hence

Q¥ (z) = essliminfv(y) > essliminf RY(y) = R¥(z) for all z € Q. O
y—T y—

For the Q-balayage, we have the following convergence result for increasing se-
quences. It is not known if the corresponding result for the R-balayage holds. In
fact, if the corresponding result would hold for the R-balayage, then it would follow
that the R- and @Q-balayages coincide for all functions.
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Proposition 4.11. Let Q3 C Oy C ... CQ = U;’;l Q; be open sets and v; : Q; —
(—o00, 0] be a sequence of functions such that for each j there exists a function
fi € Nllo’f(Qj) so that Vi1 > ¥; > f; in Q;. Let further ¢ = lim; .o ¥; and

assume that WY # &. Then
lim Q¥ (Q;) = Q¥(Q).

Jj—o00

Proof. By Proposition 4.3, we have that {@W (Qk)}iozj is a nondecreasing sequence
of superharmonic functions in €;, j = 1,2,.... Let v = lim;_, @%(Qj)_ Clearly,
@wi (Q,) < @1/’ for all 7, and thus the inequality v < @w is true. Moreover @’/’ is
superharmonic and hence not identically co in any component of 2. By Lemma 7.1
in Kinnunen-Martio [30], v is superharmonic in ; for every j and thus in Q. On
the other hand, @’/’-7’(9]») > 1; q.e. in §); for all j. It follows that v > ¢ qg.e. in Q,
and thus v > @’l’ in Q. O

Proposition 4.12. Assume that 1; — 1 uniformly in Q. Then @wi — @w and
RYi — RY uniformly in €.

Proof. This follows directly from the fact that if ¢ —e < v; <1 +¢, then Q¥ —¢ <
Q¥ < Q¥ +ecand RY —e < R%Y < RY +¢. -

This result can be applied using the following observation, which follows directly
from Proposition 4.12.

Proposition 4.13. Assume that v¥; — 1 uniformly in Q, and that Q\wf = RYs for
all j. Then Q¥ = RY.

Remark 4.14. A function u : Q@ — (—o00, 00] is hyperharmonic if it is lower semicon-
tinuous and satisfies (iii) of Definition 3.3. It follows that a function is hyperhar-
monic if and only if in every component it is either superharmonic or identically
00.

In the definition of the balayage we could have used hyperharmonic functions
lying above 1) (everywhere or q.e.). The difference would, of course, only be in how
the balayage is defined for 1 such that ®¥ = @ or ¥¥ = @ (still using superharmonic
functions in the definitions of ®¥ and ¥*). To be more precise, it would be possible
for RY (and @w) to be identically co in some component while still superharmonic
in some other component.

Using hyperharmonic functions in the definition we would directly find that if
G is a component of €2, then

RY(Q)lg = RY(G) and Q¥(Q)|¢ = Q¥(G),

without any condition on 1 (at present we need to require that ®¥ # @ and ¥ # &,
respectively). Also Proposition 4.11 would hold without assuming that ¥¥ # &.

5. Balayage, obstacle problem and continuity

In this section, we show that the balayage has a connection to the obstacle problem.
This fact has many immediate consequences. Indeed, we apply the balayage in
calculating capacities and consider the continuity of the balayage. We also derive a
condition for the p-harmonicity of the solution of the obstacle problem. This result
provides a starting point for the analysis of the p-harmonicity of the balayage in
the next section.

In view of the next lemma, the solution of the obstacle problem can be approx-
imated by solutions of obstacle problems in smaller sets.
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Lemma 5.1. Assume that 2 is bounded. Let Q1 C Q9 C ... C Q= U;’;l Q; be open
sets. Let also 1) : Q — [—00,00] and f € NYP(Q) be such that f > 1) q.e. in Q and
there exists U € Q so that ¢ = f q.e. in Q\U. Let v; be the essliminf-reqularized
solution of the Ky, (2;)-obstacle problem, j = 1,2,.... Then v = lim;j_,o v; is the
ess lim inf-regularized solution of the Ky r(€)-obstacle problem.

Proof. We can assume that U C €; and extend each v; by f to 2. Since v;4; is an
ess lim inf-regularized solution of the IC,, , ., (€2j)-obstacle problem, and v; 1 > ¥
g.e. in Q and vj11 > f =v; q.e. in Q\ Q;, the comparison Lemma 3.4 implies that
vjy1 > vj forall j =1,2,.... Hence v = lim;_, v; exists everywhere in  and again
by the comparison lemma v < u, where u is the esslim inf-regularized solution of
the Ky, p-obstacle problem. As v is an increasing limit of superharmonic functions
in each €;, it is itself superharmonic in each 2;, and hence in 2, by Theorem 7.1
in Kinnunen-Martio [30]. In particular v is esslim inf-regularized.
As vy € Ky #(;) for all j =1,2, ..., we have that

/gﬁj dué/gﬁl dp,
Q Q

i.e. the sequence v; is bounded in N'?(Q) and Lemma 2.4 shows that v € N7(Q).
Hence v is a solution of the K, ,-obstacle problem. Asv > ¢ g.e.inQandv > ¢ = f
g.e. in Q\ U, the comparison Lemma 3.4 shows that v > u, and thus v = u. O

Definition 5.2. The variational capacity of E € 2 with respect to 2 is
cap, (B, ) = [ gL,
v Ja

where the infimum is taken over all u € Ny () such that u > 1 on E.

Under our assumptions the two capacities (capp and C),) are more or less equiv-
alent, see J. Bjorn [13], Lemma 3.3. In particular they have the same sets of zero
capacity.

Next we show that the balayage coincides with the solution of the obstacle
problem. Locally, this is a straightforward consequence of the comparison prin-
ciple: Clearly, the @-balayage is the smallest superharmonic function g.e. above
the obstacle and, on the other hand, the comparison lemma implies the converse
inequality. This is the content of Proposition 5.6.

Globally, we only know that the balayage is in Nﬁ)’f (Q) in the setting of The-
orem 5.3. Therefore, in order to use the comparison lemma, we approximate the
domain from inside. Theorem 5.3 immediately shows that the balayage is a capac-
itary function.

Theorem 5.3. Assume that Q is bounded. Assume further that there exist f €
NYP(Q) and U € Q such that f > 1 ge. in Q and ¢ = f g.e. in Q\U. Then
@1/’ is the essliminf-regularized solution of the ICy, r-obstacle problem. Moreover
Qv = RY.

In particular, if E € Q) then

cap, (E,9) = / o, dp,
Q

where w = Q% = RL,.

Corollary 5.4. Assume that Q is bounded. If 1» € NVP(Q), then @w = RY.
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Corollary 5.5. Assume that Q is bounded and that E € Q. If there is a function
f e Nl’p(Q) such that v < f in E, in particular if ¢ is bounded in E, then

loc
a0y = Ry,
Proof of Theorem 5.3. Choose open sets 21 C Qs C ... € Q = U;‘;l Q; such that
U C Q. Let v; be the essliminf-regularized solution of the /Cy r(€2;)-obstacle
problem, j = 1,2, ..., extended by f to the whole of 2. Then v; — v by Lemma 5.1,
where v is the esslim inf-regularized solution of the /Cy s-obstacle problem.
Let u = @w. As v is superharmonic in Q and v > 1 g.e. in , we have that u < v.

Since u is superharmonic, it follows from Proposition 3.5 that u is a superminimizer,
and hence u € N-?(Q).

loc
As u is the ess lim inf-regularized solution of the IC,, ,,(€2;)-obstacle problem, and

u>1=fqe inQ; \Uand u> 1 q.e. in Q;, the comparison Lemma 3.4 shows
that v > v; in Q;. Letting j — oo shows that u > vin 2, and thusu =v € NLP(Q).
It follows from Theorem 4.10 that Q¥ = RY. O

Proposition 5.6. Assume that V' C Q is open and bounded and that @’/’ € NLP(V).
Then QY is the essliminf-reqularized solution of the ’Cw,Qw (V')-obstacle problem.

Proof. Fix k for the moment and let ¢ = min{u,k}. Now wug := @w’c be-
longs to Nﬁ)’f (©) and by Proposition 4.9 it is an esslim inf-regularized supermin-
imizer in €. Similarly, by Corollary 7.9 in Kinnunen—-Martio [30], u := @w is
an esslim inf-regularized superminimizer in V. Let vy and v be the essliminf-
regularized solutions of the Ky, o, (V)- and Ky ,,(V)-obstacle problems, respectively.
As uy, and u are the esslim inf-regularized solutions of the /C,, v, (V)- and Iy, ,(V)-
obstacle problems, respectively, the comparison Lemma 3.4 shows that vy < uy and
v < v <wuin V. Then

Vg, in V|

w{uk’ in Q\V,

is a superminimizer in 2, by Lemma 3.12 (that w € Nli)’f (Q) follows from the fact
that up — vy € N&’p(V)). As w* > 9y q.e. in Q, we have that w* € ¥ and hence
w* > uy. In particular, in V we obtain that up < w* = v, < ug.
We conclude, by Proposition 4.11, that
> i = li =
V2 Jim o= fim =
and thus that v = u. O

The following result about obstacle problems is a generalization of Theorem 5.5
in Kinnunen-Martio [30] and will be used later.

Theorem 5.7. Assume that Q is bounded and that Ky 5 # @. Let u be the
ess lim inf-regularized solution of the KCy, s-obstacle problem. Then wu is continuous
at all points in

E:={zeQ:u(x) >1¢(zx)# oo and ) is upper semicontinuous at x}.

Moreover, u is p-harmonic in

o0

G:= U int{z € Q:u(z) > () +1/5}.

=1
In particular, u is p-harmonic (and continuous) in

G :=int{z € Q: u(z) > ¥(x) and ¢ is upper semicontinuous at x}.
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Proof. The proof of Theorem 5.5 in [30] shows that u is continuous at points in E.
Let ¢ € Lip.(G). By compactness, there is j > 0 such that v > ¢+ 1/j in
supp ¢. Therefore there is 0 < ¢ < 1 such that

=1—-thu+tlu+e)=ut+te>19 inQQ,

w:
and thus w € Iy (). Hence, using convexity,

/ g0 dp < / ot du < / (1= t)gu + tguso ) du
©#0 »#0 70

S(l—t)/ gﬁdu+t/ Gt -
»#0 p#0

Subtracting the first term in the right-hand side and dividing by ¢ shows that

/ gu dp < / Gov Abt.
»#0 p#0

Thus, u is an esslim inf-regularized minimizer, i.e. p-harmonic, in G.

Finally, if y € G’ then there exists a neighbourhood V of y such that u >
and v is upper semicontinuous in V. We have shown that u is continuous in V' and
it follows that u > ¥ + 1/j in V' for some neighbourhood V' C V of z and some
nonnegative j. Hence V' C G, which concludes the proof. O

As a corollary to Proposition 5.6 and Theorem 5.7, we prove a counterpart of
Theorem 5.7 for the balayage in Theorem 6.5 below.

Next we consider the continuity of the balayage. The upper semicontinuity of
the obstacle function turns out to be the essential condition here.

Theorem 5.8. Assume that U¥ # &. Then @w s continuous at all points in
E:={zeQ: @¢(x) > p(x) # oo and ) is upper semicontinuous at x}.

We state the obvious consequence of this result for continuous functions in Corol-
lary 6.9.

Proof. Let g € F and € > 0. By the lower and upper semicontinuity of @w and v,
respectively, and the condition Q¥ (zg) > 1(z0) # oo, it follows that there is a ball
B = B(zo,r) € Q such that

Q¥ +2e > p(x) +e > on B.

Let u = Q¥ + 2¢ and

u(z), r €N\ B,
v(z) = { Ppu(z), r € B,
mm{u(x), grarzl_r}iEBu(y)}, x € 0B,

be the Poisson modification of u. By Proposition 3.14, v < u is superharmonic in
) and p-harmonic in B. Also, as ¥(zg) + € € L,(B), we have that

v >(xg) +e > on B.

On the other hand v = @"’ +2¢e > qe. in Q\ B. Thus v € ¥¥ and @w <wvin Q.
Therefore R R
limsup Q¥ (z) < lim v(x) = v(zo) < Q¥ (z0) + 2e.
T—x0 T—To
Letting ¢ — 0 shows that @w is upper semicontinuous at g, and as @w is lower
semicontinuous (everywhere) in § the continuity of Q¥ at z follows. O
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6. p-harmonicity of balayage

In this section, we consider the p-harmonicity of the balayage. Generally speaking,
the balayage is p-harmonic if the obstacle is subharmonic or the balayage is strictly
above the obstacle. Furthermore, as a corollary, we obtain another condition for
the equivalence of the R- and @Q-balayages in Corollary 6.3. The main tools are the
Poisson modification and the connection to the obstacle problem from the previous
section.

Theorem 6.1. Assume that ¢ is subharmonic in some open set U C Q. If v £ @,
then RY is p-harmonic in U ang RY = RY > P inU. R
Similarly, if WY # @, then Q¥ is p-harmonic in U and Q¥ = Q¥ > ¢ in U.

Corollary 6.2. If E & € is relatively closed then both E}g and @}g are p-harmonic
in Q\ E, provided that they are not identically cc.

Proof of Theorem 6.1. We prove the result for the Q-balayage Q’/’ The proof for
RY is similar. By Choquet’s topological lemma, there exists a decreasing sequence
of functions v; € ¥¥ such that v = lim; o v; and

b=Q" inQ. (6.1)

Let V € U be open, and let s; be the Poisson modification of v; in V' given by

v (), ifzreQ\V,
si(z) = { Pyvi(w), ifrxeV,
mln{vl( ), %}g;lilg val(y)}, if x € OV.

By Proposition 3.14, s; is p-harmonic in V' and superharmonic in €2. By the com-
parison principle we have that s;41 <'s; < v;.

Let W be open and such that V' € W € U. Let m = supy 9 which is finite as
is upper semicontinuous and does not take the value co in U. Let v} = min{v;, m}
and s; = min{s;, m}. Since s; is the ess lim inf-regularized solution of the K, ., (W)-
obstacle problem and Hy v}, by definition, is the esslim inf-regularized solution of
the IC,OO’Ug (W)-obstacle problem, the comparison Lemma 3.4 shows that Hy v} < s}
in W. Similarly ¢ < Hyv} in W (apply Lemma 3.4 to —1 and —v}). Therefore
P < st <s;in W and qg.e. in Q. Thus

QY <s:= lim s; <w

and hence by (6.1), it follows that @¢ = 3. As @w is superharmonic in Q it is
bounded from below on V', and thus by Harnack’s convergence theorem (Proposi-
tion 5.1 in Shanmugalingam [39]) s is p-harmonic in V. It follows that s = §in V

and consequently R
p<s=5=QY<Q<s iV,

ie. @w > 1) is p-harmonic in V, and as V was arbitrary also in U. O

Corollary 6.3. Assume that V¥ # @, that v is subharmonic in some open U C Q,
and that 1 is essentially lower semicontinuous in Q\ U. Then Q¥ = Q¥ = RY =
RY >4 in Q.

Proof. By Theorem 6.1, Q¥ > 1 in U. On the other hand, by Corollary 4.5,
Qw>1/1*>1/)1nQ\U HenceQw€¢>wande<Rw<Qw<Rw The
inequalities Qw < QY < RY complete the proof. O
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The sheaf property is open for p-harmonic functions on metric spaces (with our
assumptions), i.e. if u is p-harmonic in two open sets U and V' it is not known if
w is p-harmonic in U U V. (For Cheeger p-harmonic functions this is known.) The
sheaf property is also open for sub- and superharmonic functions. For this reason
it may be worth pointing out the following slight generalization of Corollary 6.3.

Corollary 6.4. Let U;, j = 1,2,..., be open sets. Assume that Y £ &, that ¥
is subharmonic in U; for each j, and that v is essentially lower semicontinuous in
Q\Uj2, U;. Then Q¥ = Q¥ = RY = RY >4 in Q.

The proof is similar to the proof of Corollary 6.3.
Theorem 6.5. Assume that @w € Nl’p(Q). Then @¢ is p-harmonic in

loc

G = |Jint{z € Q: Q¥(x) > v(z) + 1/j}.

Jj=1

Proof. Let V € G. By Proposition 5.6, @1” is the esslim inf-regularized solution of
the IC b0 (V)-obstacle problem. Theorem 5.7 then yields that Q¥ is p-harmonic in
V', and hence in G. O

The following example shows that we cannot replace G by int{z €  : @"1’ (x) >
(x)} above. Nevertheless, for upper semicontinuous obstacles, and in particular
for continuous obstacles, this is possible, as we later show in Theorem 6.8 and
Corollary 6.9.

Example 6.6. Let @ = (0,1) C X =R, 1 <p < o0, and let f(z) =1— (z — %)2

Observe that the p-harmonic functions on € are functions of the form x — ax + b,
and that a function is superharmonic if and only if it is concave (the situation is
the same for all p).

We enumerate the dyadic rational numbers as z;; = (2§ + 1 — 2¥)/2% and let
V(zj) = flzjr) —27F for 2671 < j < 2% k =1,2,.... Let further ¢(z) = —o0
for all other z. It is now easy to see that the least concave function on 2 lying
above 1 is f. Hence RY = R¥ = Q¥ = Q¥ = f. However f > 1 in Q and f is not
p-harmonic in €.

Next we deduce a generalization of Theorem 6.5. It turns out that if the set in
which the obstacle is near the balayage is of capacity zero, then it can be neglected.

Theorem 6.7. Assume that Q¥ € NP(Q). Then Q¥ is p-harmonic in

loc
G:={zeQ:C,({y € B(z,r) : QY (y) < ¥(y)+8}) = 0 for some positive r and 5}.
Proof. Let A; ={z € Q: QY (x) > (z) +1/;} and
Al ={x € Q:Cp(B(x,7)\ Aj) = 0 for some r > 0}.
Then G = [Jj2, A} and G is open. Let now
. {oo, in U2, (45 \ 4)),

P, otherwise.

The separability of X implies that ¢ = 9 q.e., and hence @‘P = @w. Moreover

G= U int{z € Q: Q¥ (z) > o(z) + 1/5}.

Jj=1

Thus @‘P is p-harmonic in G, by Theorem 6.5. O
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Theorem 6.8. Assume that U¥ # &. Then @w 18 p-harmonic in
G :=int{z € Q: Q¥(z) > ¢(x) and 1 is upper semicontinuous at x}.

In particular, if ¢ 1s upper semicontinuous in all of €2, then @w is p-harmonic in
the open set {x € Q: Q¥(z) > ¥(z)}.

Proof. Let ; = min{¢,j}, j € Z. By Proposition 4.11, @% — @w in Q, as
j — o0o. Thus for each z € G we can find m, such that Q¥m= () > 1(z). As Q¥m=
is lower semicontinuous and 1) is upper semicontinuous at z it follows that there is
a neighbourhood B, > z such that Q¥== > in B,.

Let V € G. As V is compact we can find a finite set {x1, ..., 2, } such that V C
U;;l B,,. Let k > max;<j<pm,,. Then Q¥* > 1) > 1, in V. By Proposition 5.6,
@W is the ess lim inf-regularized solution of the ICW b (V)-obstacle problem. Since

1) is upper semicontinuous in G, Theorem 5.7 implies that @wk is p-harmonic in
V.

As Q¥* is bounded from below on V it follows from Harnack’s convergence
theorem (Proposition 5.1 in Shanmugalingam [39]) that Q¥ = limg .., Q¥* is p-
harmonic in V, and as V' was arbitrary also in G. O

Corollary 6.9. Let ¢ € C(Q) be such that V¥ # &. Then RY = Q\d’ > s
continuous everywhere in 0 and p-harmonic in

G:={zeQ:Q%x) > v(x)}

Proof. By Proposition 4.6, RY = @w > 1. The continuity follows from Theorem 5.8.
As for the p-harmonicity, the set G is open by the continuity of 1) and the lower
semicontinuity of Q¥. Thus Theorem 6.8 implies that Q¥ is p-harmonic in G. O

As an application, we derive a global version of Theorem 7.7 in Kinnunen—
Martio [30] by using the balayage. See also Theorem 8.15 in Heinonen—Kilpeldinen—
Martio [24].

Theorem 6.10. Assume that u : Q — (—o0, 0] is superharmonic. Then there is
an increasing sequence of continuous bounded superminimizers v; :  — R such
that lim;_, oo v; = u everywhere in Q. If u > 0, then we can choose v;, i = 1,2, ...,
nonnegative.

Proof. Since u is lower semicontinuous, there is an increasing sequence of continuous
functions ¥; : © — R such that lim; o ¥; = u. If w > 0, then we require that
¥; > 0. Replacing ; by min{t;,i}, we may assume that each ; is bounded
from above. By Corollary 6.9, the functions RY¥ are continuous superminimizers
and since u € ®¥¢, we get that 1; < R% < w. Thus lim; .. R¥ = u and since
Yig1 > 1b;, we obtain that R¥i+1 > RY:, O

7. Boundary regularity

Our aim in this section is to give characterizations of regularity for boundary points
in terms of balayage. Recall the discussion on boundary regularity in Section 3.

In this section we add the additional assumption that €2 is bounded. Recall that
we also assume that €2 is nonempty, open and such that C,(X \ ) > 0.

The following lemma relates the balayage to the Perron solutions. We recall
that RY% denotes the infimum of superharmonic functions in © above uxg, R} the
lower semicontinuous regularization of R%, and ]39\ gu the upper Perron solution
in Q\ E with boundary values u.
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Theorem 7.1. Assume that E & § is relatively closed, uw > 0 in Q, u =0 on 09
and ®% # &. Then the following hold:

(a) The balayage RY, is p-harmonic in Q\ E and
}AB% > FSZ\EU in Q\ E.
(b) If u is superharmonic in 2, then
% =RY = Pogu inQ\E.

(c) If E C Q is compact and u is a superminimizer in § (not necessarily esslim inf-
reqularized), then RY% = QY% in Q and

RY% = Popu in Q\ E.

Proof. (a) Since by Corollary 6.2, }A%]% is p-harmonic in  \ E, it remains to show
that }A%}g > ]352\ gu in Q\ E. This is a consequence of the lower semicontinuity of
superharmonic functions and the continuity of the upper Perron solution. Indeed, if
w € ®% and we extend w by zero on 012, then by lower semicontinuity we have that
liminfosy—, w(y) > w(z) > u(z) for every z € 9(Q\ E). Hence w > Po\pu > 0
and thus RY, > Pq\ pu in Q\ E. Theorem 4.1 in Bjérn-Bjérn-Shanmugalingam [10]
shows that ]39\ gu is p-harmonic, and in particular continuous, in Q \ E. By the
continuity of FQ\EU7 it follows that }A%]L% > FQ\EU in Q\ E.

(b) If w is superharmonic in 2, then the converse inequality is a conse-
quence of the pasting lemma. More precisely, choose v’ € U, (2 \ E). Then
liminfo\ psy—p v/ (y) > u(z) for all 2 € (2 \ E). An application of the pasting
Lemma 3.13 shows that

_Jmin{u,u’}, in Q" :=Q\ F,
o, inQ\Q =F,

is superharmonic in 2 and hence v € ®%,. Taking infimum over all v’ € U,(Q\ E)
shows that FQ\EU > RY% > RY% in Q\ E.
(¢) The crucial point here is that « € N,-?(Q) and that both the Q-balayage

loc
and the Newtonian space ignore sets of capacity zero. Indeed, choose 1 € Lip,.(Q2)

such that yg <1 < 1. Then u = un on (N \ E) and un € NVP(X). It follows
from Theorem 5.1 in Bjorn-Bjorn—Shanmugalingam [10] that w is resolutive with
respect to Q\ E.

By Corollary 5.5 we get that f%‘g = A}f; in Q. Since v = u* q.e. and u* is
superharmonic, this together with (b) and the resolutivity of v and «* implies that

A%:Q\%:@\%* :E%* :PQ\Eu*:PQ\Eu inQ\E,

where the last equality follows from Theorem 5.1 in Bjorn-Bjérn—Shanmugalin-
gam [10] and the fact that un and u*n belong to the same equivalence class in
N2(X). O

The following theorem gives a sufficient condition on the balayage to guarantee
that a boundary point is regular.

Theorem 7.2. Assume that xq € 0. If
R%/\Q(V)(Z‘()) =1 for all bounded open sets V' 3> xy,

or
@%/\Q(V)(xo) =1 for all bounded open sets V 3 xg,

then xq is a regular boundary point.
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Proof. Since @%,\Q(V) < ﬁ%/\Q(V) < 1, it is enough to prove the result for the
R-balayage. Let f € C(99) and € > 0 be arbitrary. We can assume that f(z¢) = 0.
By continuity, there exists an open set V' 3 xg such that |f| < e in 902 NV. Let
E=V\Qand M = maxpq |f|- Then f <e+ M(1— xg) on 9 and hence

Pf=Pf<e+M(1— Pxg) inQ. (7.1)

Theorem 7.1 (b) applied to ' = QU V and u = xq together with Proposition 4.3
yields

~

Pxg = R%(Y) = RL(Q) > RL(V) inVNQ.
Inserting this into (7.1) gives
Pf<e+M(1—RL(V)) imVnNQ,

and hence by the lower semicontinuity of RL(V),

limsup Pf(y) <e+ M(l — liminf ﬁ};(V)(y)) <e+M(1- ﬁ%/\Q(V)(xO)) =e.

Q3y—xo Q3y—xo

Applying the same argument with f replaced by — f, and letting ¢ — 0 implies that

lim Pf(y) =0= f(zo)

Q3y—xo

as desired. 0

Remark 7.3. In Heinonen—Kilpeldinen—Martio [24], an analogue of Theorem 7.2 was
used to prove the Kellogg property. For metric spaces, the Kellogg property was
proved by a different method in Bjérn-Bjorn—Shanmugalingam [9], Theorem 3.9.

We are now ready to prove a balayage characterization for regular boundary
points. In Theorem 7.7 we give another type of balayage characterization for regular
boundary points.

Theorem 7.4. Assume that xq € 02. Then the following are equivalent:
(a) The point xq is regqular;
(b) For all bounded open sets V 3 xg,

ﬁ%/\sz(v)(xo) =1

(c) For all bounded open sets V'3 xg,

Qina(V) (@) = 1;
(d) It is true that

R (V) (o) = (o),

whenever U € V' are bounded open sets with o € U and u > 0 is superhar-
monic in V;
(e) It is true that

Qe (V) (o) = (o),

whenever U € V' are bounded open sets with o € U and u > 0 is superhar-
monic in V.
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Proof. Since the @-balayage is majorized by the R-balayage and both u and the con-
stant function 1 are competing in the definition of the R-balayage, the implications
(¢)=(b) and (e)=(d) are trivial.

(d)=(b) and (e)=-(c) Fix an arbitrary open set U € V such that z¢ € U. Since
constant functions are superharmonic, we have that

1> Rino(V)(20) > Rpj, (V) (wo) = 1
and similarly for the @-balayage.

(b)=(a) This follows from Theorem 7.2.

(a)=>(e) Theorem 6.10 provides us with an increasing sequence {f;}52, of non-
negative, bounded, and continuous superminimizers in V' such that lim; . f; = u
on U. Let f; = 0 on V. Theorem 7.1 with £ = U \ Q € V implies that for all
j=1,2,..,

Py\pf; = RE(V)=RE(V) inV\E.

By Corollary 4.4 in Bjérn-Bjorn [5], x is regular for V' \ E, and thus by Theo-
rem 3.10(c),

im inf RJ;J (V) (y).

; = li P ; = 1
fy(xo) 1m V\Efj(y) VA Boyoao

VAE3y—xo
At the same time, f; < R};j in F¥ and hence

fi(xo) < liminf R (V)(y).

E>y—xo

The last two inequalities and Theorem 7.1(c) imply that

fi(wo) < liminf RE (V)(y) = RE (V)(w0) = QF (V)(wo) < Qi (V) (o).

Yy—To

Letting j — oo yields u(xg) < Q\%(V)(Io) and the converse inequality follows from
the definition of the balayage. O

Before studying connections between balayage and barriers, we show that at a
regular boundary point the balayage attains the boundary value given by a contin-
uous function, cf. Theorem 9.26 in Heinonen—Kilpeldinen—Martio [24].

Theorem 7.5. Assume that ®¥ # @ and that there exists an open set U € €,
such that ¥ is bounded in Q\ U. If zg € OQ is a regular boundary point and ¢ is
continuous at o (in the sense that the limit V(o) 1= limaosy—4, ¥(y) exists), then

lim Q%(y)= lm RY(y)= .
plm QY(y) = Tim R(y) = (wo)
As in the proof of Theorem 7.4 we intend to use Theorem 3.10(c). To do so we
first need to construct a suitable bounded function.

Proof. We may assume that ¢(xzg) = 0. Let ¢ > 0 be arbitrary and find a ball
B 3 z¢ such that [t)| < ein BNQ C Q\ U. Let also V be an open set such that
UeV eQ\B. Let M = supg, ;s |¢| and fix some u € ®¥. Since u >t > —M in
Q\ U, the lower semicontinuity of u shows that it is bounded from below in Q. By
adding a constant to u, we can assume that v is nonnegative.

Let w = R{;. By Proposition 4.8, w = u in U. Theorem 6.1 shows that w
is p-harmonic in Q \ U and hence bounded on dV. We next want to show that
w = E% Indeed, ﬁ% <wasweE @%. On the other hand, as uxy = wxv < wxy,

Proposition 4.3 implies that w < ﬁ% This and Theorem 7.1 show that w = PQ\Vw
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in Q\ V, where we let w = 0 on 0. In particular we see that w is bounded in
Q\ V. Let further

Y w+ M, in €,
o, on 9.

Clearly, v > M > in Q\ U, and v = u+ M >4 in U. Hence ¢ < € +vxq\p in
Q and it follows from Theorem 7.1 that

RY <e+ R y=c+Ppnov in BNQ. (7.2)

By Theorem 3.10(b), z¢ is regular for B N Q. Since v is bounded on 9(B N Q)
and zero on 0€2, Theorem 3.10(c) together with (7.2) implies that

lim sup ﬁw(y) < e+ limsup Ppnou(y) < e.
Q3y—xo Q3y—xo

At the same time, @’/’ > 1Y > —e qe. in BN, and hence, as @w is esslim inf-
regularized, Q¥ > —¢ everywhere in B N Q. It follows that

liminf Q¥ (y) > —
diminf Q¥(y) = —e

and letting € — 0 finishes the proof. O

We can now give some further characterizations of regular boundary points. To
do so we will use the concept of barriers.

Definition 7.6. A function w is a barrier (with respect to Q) at o € 09 if
(a) u is superharmonic in ;
(b) liminfosy . u(y) > 0 for every x € 0N\ {zo};
(C) thBy—WO U(y) =0.

Theorem 7.7. Let xg € 0Q. Assume that ®¥ # @, that there is an open set U &
such that ¥ is bounded in 2\ U, and that

lim ¢(y)=0 and graninfw(y) >0 for all z € 0Q\ {xo}.

Q3y—xo y—x

Then the following are equivalent:
(a) xo is reqular;
(b) there is a barrier at xo;
(c) N
li R =0;
a3y, 1)
(d)

lim Q¥(y) = 0.
QS;QCDOQ (y)

Proof. (a) < (b) This is part of Theorem 4.2 in Bjérn-Bjorn [5]

(a) = (c¢) and (a) = (d) This follows directly from Theorem 7.5.

(d) = (b) and (c¢) = (b) Let z € 9Q\ {xo}. As liminfos, ., ¥(y) > 0, there
exist € > 0 and a ball B 2 x such that ¢ > ¢ in BN . Theorem 4.4 implies that
QY > e qe. in BNQ. As QY is esslim inf-regularized, RY > Q¥ > ¢ everywhere in
BN Q. Hence, N R

liminf RY(y) > liminf Q¥ (y) > > 0.

lminf B(y) > liminf Q"(y) > & >
As Q¥ and R¥ are superharmonic and (c) or (d) hold, one of them is thus a barrier
at xg. O
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8. Balayage and polar sets

In this section we characterize polar sets, in particular in terms of balayage. See
Kinnunen—-Shanmugalingam [33] for earlier results on polar sets on metric spaces,
and Chapter 10 in Heinonen—Kilpeldinen-Martio [24] for the weighted R™ case.

Definition 8.1. A set F C Q is polar, if there exists a superharmonic function in
Q such that u = oo in F.

Theorem 8.2. Assume that Q) is bounded and that E C ). Then the following are
equivalent:
(a) F is polar;
(b) there is a nonnegative superharmonic function u on Q such that u = oo on
E;

(c) there is a nonnegative superharmonic u € NP(Q) such that u = oo on E;
(d) E is of capacity zero,
(e) E% = 0 for all functions 1;
() R}é =0 for some function ¢ > 0;
(2) @}é =0 for all functions ;
(h) @% =0 for some function ¥ > 0;
)

there is a function u € NYP(Q) such that u = 0o on E.

@

The implication (a) = (d) was obtained in Kinnunen—Shanmugalingam [33],
Proposition 2.2. They also showed the converse implication under the assumption
that E is relatively closed, see Theorem 3.4 in [33].

Note that the equivalence (a) < (d) implies that a countable union of polar
sets is polar. This is trivial in the linear case, as a countable sum of superhamonic
functions is superharmonic (if not too large), but more difficult to show in the
nonlinear theory.

Proof. (e) = (f) = (h), (¢) = (b) = (a) and (c) = (i) These implications are
trivial. R

(h) = (d) By Theorem 4.4, 0 = Q}g > 1 > 0 q.e. in E. Hence E must have
capacity zero.

(d) = (c) By Corollary 1.3 in Bjorn-Bjérn—Shanmugalingam [11], C}, is an outer
capacity, i.e. there exists, for j = 1,2, ..., an open set G; D E with C,(G;) < 2777
and thus a nonnegative ¢; € N'?(X) such that [¢;]|n1ex) <277 and ¢; > xg, .
Let ¢ = Z;’;l @; and let w be the essliminf-regularized solution of the K -
obstacle problem. Then w € N'P() is a nonnegative superharmonic function and
w =00 in E.

(b) = (f) Let G be a component of . As w is superharmonic, there is z € G
such that u(x) < co. Moreover eu € ®L for every £ > 0, and hence RL(z) < eu(z).
Letting e — 0 shows that E};(m) < RL(z) < 0. By the strong minimum principle
1?2}3 =0in G. As G was an arbitrary component we have that R}E =0in Q.

(a) = (d) Let u be a superharmonic function such that v = co on E, Q; =
{z € Q:dist(z, X\ Q) >1/j}and E; = ENQ;, j =1,2,.... As u is lower
semicontinuous it is bounded from below on ﬁj. Hence it follows from the already
proved implication (b) = (d) (applied to u — info, u and ;) that C,(E;) = 0. By
countable subadditivity, £ = U;il E; is of zero capacity.

(d) = (g) By definition ¥% = ¥°, Hence Q% = Q° = 0.

(g) = (e) This follows from Theorem 4.10.

(i) = (d) We have that u/k > 1 on E for all k¥ > 0. Thus

» [ull R
CP(E)SH%HNl (Q>:$_’O’ as = oo. -
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9. The case () = X bounded

Assume now that X is bounded and that 2 is an open subset such that C,(X \2) =
0. In this case we first should observe that Definition 3.1 of (super)minimizers does
not need any modifications. On the other hand, in the case when 2 = X we need
to modify (iii) in Definition 3.3 of superharmonic functions, the reason being that
if @ = X then V := X € Q, but Hxv is not well-defined (one can talk about
solutions of the corresponding obstacle problem, but there will be no uniqueness).
The natural way is to also require that C,,(X\ V') > 0in (iii), as done in A. Bj6rn [2].
Note that this condition is automatically fulfilled when V' € Q apart from in the
case when 2 = X is bounded. In fact this modification, or something equivalent, is
the only possible way if we want the restriction of a superharmonic function to be
superharmonic. It follows (see below) that the only superharmonic functions on all
of a bounded X are the constant functions.

Let now 1 be a bounded function on Q. One can define Q¥ and RY (and their
regularizations) as before. Let us first look at ¢ € U¥. As ¢ is bounded, ¢ is
bounded from below. By Theorem 6.3 in A. Bjorn [4], ¢ has a superharmonic
extension ¢ to all of X. As ¢ is lower semicontinuous on the compact set X it
attains its minimum. By the minimum principle, ¢ is constant in the component
of X containing the minimum point, but as X is connected it follows that ¢ is
constant, and thus also ¢ is constant. R

From this we see that Q¥ = Q¥ = esssupg ¢. Similarly RY = RY = supg 1.
The theory of balayage in this case does not become very interesting. Let us however
point out the following example.

Example 9.1. If there is a point € X such that Cp({z}) = 0, then Q¥(X)=0
and RY(X) = 1, where ¢ = {4}

The situation is also similar if X = R? and p = 2 as in this case any super-
harmonic function bounded from below on X has an extension to a superharmonic
function on the Riemann sphere and is thus constant.

10. Open problems

Our results in the previous sections leave the following problems open. They all are
also open in the Euclidean setting.
Let us assume that 2 is bounded and that C,(X \ ©2) > 0.

Open problem 10.1. Is it true that RY = @w for all functions ?

In the linear case this is well known: Let E = {z € Q: Q¥(z) < ¢(z)} and ¢ =
ocoxg. As Cp(E) =0, we know by Theorem 4.10 that Re = @W =0. Take u € U¥
and v € ®%, then u 4+ v € ®¥ and thus RY < Q¥ + R¥ and RY < @w + R = @w.
The converse inequality is trivial.

In the nonlinear case this is more subtle. However, as we pointed out before
Proposition 4.11 it would be enough to have an R-version of Proposition 4.11 to ob-
tain a positive answer to Problem 10.1. A positive answer to the following problem
would also give a positive answer to Problem 10.1 at least for all bounded .

Open problem 10.2. If ¥ is a superminimizer is it then true that RY = P*?

_ As 9" is superharmonic and ¢* = ¢ q.e. it follows from Proposition 4.7 that
QY = ¢*. It follows that Open problem 10.2 has a positive answer in the linear
case.

The following are some further obvious questions.
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Open problem 10.3. Can the condition @w € Nl’p(Q) be removed from the

loc

statements of either or both of Theorems 6.5 and 6.77

Open problem 10.4. Can the condition that ¢ is bounded in Q\ U be omitted
from Theorem 7.57

Open problem 10.5. Is the R-version of any of Theorems 4.10, 5.8, 6.5, 6.7, 6.8
or Proposition 5.6 true?

Open problem 10.6. Is the Q-version of Theorem 7.1 true?

In the linear case it is clear that Open problems 10.5 and 10.6 have positive
answers.

In many of our results we assume that ) is bounded. This is often due to usage
of obstacle problems or boundary regularity for which the theory so far has been
developed mainly just for bounded sets (at least on metric spaces). We do not know
when this boundedness assumption is essential.
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